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Summary
Social media sites like Facebook, Instagram, Twitter, LinkedIn, and Facebook are important channels
for content creation and distribution that have a big impact on business, politics, and interpersonal
relationships. People like to spend their free time using social media by uploading their pictures,
post, videos for sharing their daily activities with other people, and view other peoples activities.
Due to their concise and captivating format, short videos have become more and more popular on
these platforms recently. However, they frequently receive comments known that are mixed pos-
itive and negative and take the form of text, images, and multimodal data as memes. This makes
it more difficult to recognize and deal with instances of cyberbullying. The problem like cyberbul-
lying, a serious problem where victims of abusive online communication can experience despair,
anxiety, and loneliness. Many studies have been conducted on the classification of cyberbullying.
However, the majority of these studies concentrated on binary classification on multi-modal data or
multi-classification on textual data. Despite significant advancements in deep learning techniques
for cyberbullying classification, there was a gap in the multi-class classification of cyberbullying using
multimodal data. The goal of this thesis was to close this gap by accurately classifying cyberbullying
across multi-modal data types using a hybrid (RoBERTa+ViT) deep learning approach that combined
models, Vision Transformer (ViT) for images and RoBERTa for text of the multi-modal data.

Two datasets were used in this thesis to classify cyberbullying: a private dataset that was collected
from comments on social media videos and a public dataset that was downloaded from existing
research. In this thesis, three sets of experiments were conducted for multi-class classification of
cyberbullying. The first set of experiments were done on using text data by deep learning models
such as LSTM, GRU, RoBERTa, BERT, DistilBERT, and Hybrid (CNN+LSTM) model for public data and
RoBERTa model for private dataset, the second set of experiments were done on using image data
by using deep learning models such as ResNET-50, CNN and ViT model for public dataset and ViT
model for private dataset, and the last set of experiments were performed on using multi-modal
data (i.e., memes) of both public and private dataset using hybrid deep learning models such as Hy-
brid (RoBERTa+ViT) model.

Using the public dataset, we trained nine deep learning models: ResNET-50, CNN and ViT for image
data, and LSTM, GRU, RoBERTa, BERT, DistilBERT, and Hybrid (CNN+LSTM)model for textual data. The
experimental results showed that the ViTmodel obtained an accuracy of 99.5%, F1-score of 0.995, for
multi-class classification on image data. Whereas RoBERTa model performed better when compared
to other models on textual data with an accuracy of 99.2% and F1-score of 0.992. With this outcome,
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for private data, RoBERTa model for text data and ViT model for image data were developed. As a
result, the RoBERTa model attained F1-score of 0.986 and an accuracy of 98.6%. Whereas, for image
data, the ViT model achieved F1-score of 0.9319 and an accuracy of 93.20%. For multi-modal data, a
hybridmodelwith a late fusionmodule (Roberta+ViT)was developed that combined RoBERTa andViT
model to classify the multi-class classification of cyberbullying and attained an accuracy of 99.24%,
and 96.01% and F1-score 0.992, and 0.9599 respectively.

From the obtained results, it can be concluded that deep learning models like RoBERTa and Vision
Transformer (ViT) models are very effective for classifying various forms of cyberbullying. RoBERTa
works well with text, producing nearly perfect results, whereas ViT is particularly strong at handling
images. Furthermore, when these models were combined into a hybrid (RoBERTa+ViT) model, they
became even more effective at classifying cyberbullying in multi-modal data, such as memes.
Keywords

"Cyberbullying", "Multi-modal data", "Multi-Class Classification", "Deep-Learning", and "Social-media"
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Glossary
• Multi-modal data: Multi-modal data combines various types of information, such as text, im-
ages, video, and audio.

• Cyberbullying: Cyberbullying is an act of harassing, threatening, or embarrassing someone by
using digital tools like websites, social media, and messaging services. This type of cyberbully-
ing can have a serious negative impact on victims’ mental health and general wellbeing.

• Hybrid Model: In deep learning, a hybrid model is a combination of different modeling meth-
ods.

– Hybrid(CNN+LSTM) model: The hybrid(CNN+LSTM) model combines two deep learning
architectures: CNN and LSTM.

– Hybrid(RoBERTa+ViT)model: The hybrid (RoBERTa+ViT)model combines twodeep learn-
ing architectures: ViT (Vision Transformer) for handling visual data and RoBERTa (a ro-
bustly optimized BERT architecture) for text processing. By combining the best features
of both models, this hybrid approach makes it possible to classify text and images at the
same time.

• Researchmethodology: Research methodology is a systematic, theoretical examination of the
methods used in a field of study. It entails conducting a theoretical analysis of the body of
methods and principles associated with a field of study to ensure that the research is sound
and the findings are reliable.

• Deep Learning: Artificial intelligence that uses layered neural networks to look at different
kinds of data is called a deep learning model. These models usually don’t have task-specific
rules programmed into them; instead, they learn how to do things by looking at examples.
This is because deep learning is very good at finding patterns and making predictions.

• OCR: Optical Character Recognition, or OCR, works at the forms of letters and numbers in
images and turns them into text that can be edited, saved.

• Graphical User Interface (GUI): A GUI, short for Graphical User Interface, is a user interface
that enables users to interact with electronic devices through graphical icons and visual indi-
cators, rather than relying on text-based interfaces, typed command labels, or text navigation.
Graphical User Interfaces (GUIs) enhance the user experience by presenting a visual represen-
tation that imitates real-world actions, such as pressing buttons or opening files. This visual
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context simplifies the management of software and devices, making them more user-friendly
and accessible.
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Acronyms
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ML Machine Learning
DL Deep Learning
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1 Introduction

Social media platforms, which include a variety of websites and apps such as Facebook i, Twitter ii,
Instagram iii, and many more, have completely changed how individuals create, share, and interact
with one another in online communities [9]. Short videos have become increasingly popular among
the different kinds of content, which are only a few seconds long and show funny and interesting
things [10]. All categories of people show their acting, singing, dancing, and other skills in the short
video [11]. There are frequently a ton of comments posted in social platform under the comment
section [12]. Comments are posted in several modalities including text, images, audio, and video.
These different modalities data is known as a multi-modal [13] data. The comments posted using
multi-modal data on social media include both positive and negative comments. Receiving negative
comments all the time has the potential to cause severe psychological consequences, such as de-
pression or suicide, and to have a substantial negative impact on an individual’s physical and mental
health by eroding their self-confidence [14].

According to the 2014 EU-Kids Online Report [15], 20% of kids between the ages of 11 and 16 have
experienced cyberbullying. According to the quantitative research of [16], youths experience cyber-
victimization at a rate of 20% to 40%. These all highlight how critical it is to identify a strong and
all-encompassing solution to this pervasive issue. The issue needs more progress to find a concrete
solution, and it is crucial to keep social media platforms secure and free from negative interactions
as short videos continue to drawmillions of viewers globally [17]. Automated cyberbullying detection
and prevention can effectively address this issue. There are some approaches available to identify
bullying incidents [18] and way to support victims [19]. Teenagers often use online platforms with
safety centers, such as YouTube’s Safety Centre iv and Twitter’s Safety and Security v. In addition,early
classification of cyberbullying can greatly reduce the problems of cyberbullying. With the continu-
ous evolution of technology and extensive research conductedwithin the field of artificial inteligence
(AI), there exists the potential to classify cyberbullying.

Deep learning (DL) is a very advanced computational approach at present. This has had a significant
impact on various industries by allowing machines to interpret complex data with remarkable effi-
ciency and accuracy. DL has transformed and made significant contribution in various domains such

ihttps://www.facebook.com/iihttps://twitter.com/iiihttps://www.instagram.com/ivhttps://www.youtube.com/howyoutubeworks/policies/community-guidelines/#staying-safevhttps://help.twitter.com/en/safety-and-security
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as healthcare [20], automotive industry [21], in retail [20, 21]. It also widely used for detecting and
classifying the cyberbullying from social media. So far, many research has been done of cyberbullying
using deep-learningmodels either using text or images [22–29]. Even with significant advancements,
there are still obstacles and challenges exist for classification of cyberbullying usingmulti-modal data.
More advanced techniques such as natural language processing capabilities are clearly needed, as
current models frequently fail to capture details of language, such as different forms of bullying [25].
Through the use of a multi-class classification system, social media platforms are able to effectively
address particular types of cyberbullying with more subtle and targeted interventions [30]. Although
many work has been done on binary classification on multi-modal data, and multi-classification for
textual data of cyberbullying, no work has been done to classify the types of cyberbullying intomulti-
class classification for multimodal data so far.

Therefore, the objective of this thesis is to utilize several deep learning models such as Hybrid (CNN-
LSTM), LSTM, GRU, RoBERTa, BERT, DistilBERT, ResNET-50, CNN, ViT, and Hybrid (RoBERTa+ViT)model
tomulti-classify the cyberbullying usingmulti-modal data that are posted in several social media plat-
forms.

1.1 Motivation and Problem Statement

With the rise of social media, cyberbullying has emerged as a major social issue, with short video
reels generating extensive engagement through comments such as text, images, and memes. Neg-
ative comments can encourage harmful behaviors that have an impact on people’s mental health,
potentially leading to serious consequences such as depression and suicide. Deep learning technolo-
gies have produced promising results in classifying cyberbullying by processing and learning from
large, complex datasets. Current cyberbullying detection and classification methods, which are pri-
marily focused on binary-based multi-modal data [31], [32], [33], [34] or multi-class and multi-label
textual data [35], [36], [37]. However, there is no research has thoroughly investigated multi-class
classification of cyberbullying for multi-modal data.

This thesis aims to bridge the gap by employing advanced deep-learning models to classify cyberbul-
lying in a multi-modal context. The study will use both public and uniquely collected private datasets
from social media platforms, and with a focus on comments associated with short videos. This study
aims to improve the accuracy of cyberbullying multi-class classification and contribute to safer on-
line environments by creating and testing multiple deep learning models. Hence, in this thesis, deep
learning models especially transformer architectures will be used to classify multi-class classification
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of cyberbullying based on multi-modal data on social media.

1.2 Thesis Goals

This section outlines the sub-goals of this thesis to achive the main objective of the thesis.
• Conduct a thorough literature review to review and analyze the current methods and tech-
niques for multi-class classification of cyber-bullying using multi-modal data, especially in the
context of social media’s post and in the context of social-media short video’s comments for
public and private dataset respectively. This entails executing a comprehensive literature re-
view in order to comprehend the current approaches, obstacles, and gaps in the field.

• Collect a high-quality dataset of multi-modal data from literature review and short videos com-
ments on social media. This dataset is unique in its composition, consisting of both textual, im-
ages and multi-modal comments from short video reel’s. The aim is to ensure that the dataset
not only represents a wide range of perspectives but is also pertinent to the task of multi-class
classification of cyber-bullying incidents.

• Develop a sophisticated multi-modal deep learning pipeline. This pipeline is designed to si-
multaneously process and analyze the textual, image and multi-modal data, collected from
the existing literature and comments section of short video’s for the public and private dataset
respectively. The ultimate goal here is to accurately identify and classify instances of cyberbul-
lying.

• Evaluate each model’s performance using a variety of metrics, including accuracy, F1-score,
recall, and precision. Comparing and verifying results of public datasetswith the private dataset
after getting the result.

• Design and implement a user-friendly graphical user interface (GUI) for the cyberbullying clas-
sification system, to represent the classification for both public and private datasets.

1.3 Research Questions

To achieve the main objective of this thesis, the following research questions have been outlined.
1. How to collect, label and pre-process a multi-modal cyberbullying dataset from various social

media platforms?
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To answer this research questions, a public dataset used in existing research works [38], and
[37] will be downloaded and utilized. In addition, a private dataset will be collected via APIFY
vi, and the labeling of the text and image dataset will be done in accordance with the related
research [39] and using ChatGPT vii. These two datasets will be pre-processed by removing
duplicates, filling the null and missing values, resizing images, and balancing the label of each
classes.

2. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing text data?
To answer this research question, six deep-learningmodels such as a hybrid (CNN+LSTM)model,
LSTM model, GRU model, BERT model, DistilBERT model, and RoBERTa model will be devel-
oped, and then their performance will be evaluated and compared.

3. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing image data?
To answer this research question, three deep-learningmodels such as ResNet-50, CNN, and ViT
models will be developed using image data, and then their performance will be evaluated and
compared.

4. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing multi-modal data?
To address this research question, a hybrid fusion model will be developed to perform multi-
class classification using multi-modal data. In the fusion module, we will build a deep learning
hybrid model i.e., (RoBERTa+ViT) model to classify multi-modal data into multiple classes using
late fusion module.

5. How should the results from the built deep learning models be presented on the developed
GUI?
To answer this question, a Graphical User Interface (GUI) will be developed and deployed to
present the results of the built deep learning models.

6. Does deep-learning perform better than the state-of-the-art algorithms?
To answer this research question, the results of developed deep learning models will be com-
pared with the state-of-the-art work.

viwww.apify.comviihttps://chat.openai.com/

20

www.apify.com
https://chat.openai.com/


1.4 Research Approach

In this thesis, we adopted an “applied research” methodology as shown in Figure:1, to deliver practi-
cal solutions addressing cyberbullying. Applied research is a type of research in science that focuses
on resolving practical issues and enhancing real-life circumstances [40], [41], and [42]. Various steps
involve in the applied research methodology are described as follows.

Figure 1: Applied Research Approachviii

• Defining Research Focus: This is the first step in the applied research methodology. This step
involves identifying and specifying the primary goal or problem that the study intends to ad-
dress. It is important because it determines the direction of all future research activities [42].
In this thesis, we begin by defining our research focus, which is the multi-class classification of
cyberbullying, identifying by specific area of interest.

• Literature Review: A literature review is a systematic collection, analysis, and synthesis of pub-
lished information on a specific topic. This procedure assists researchers in determining the
current state of knowledge, including existing gaps and advancements [42]. So, we conduct a
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thorough literature review to determine how current methodologies and deep learning mod-
els have been utilized and contributed. It has been a critical step to become acquainted with
cutting-edge methodologies and identify gaps in the scholar’s previous research.

• Research Plan: This is the Third step in the applied research methodology. This includes out-
lining the approach, resources, timelines, and procedures for conducting the research. A well-
structured research plan keeps the project on track and addresses all necessary aspects in a
systematic manner [42]. Hence, we create a planned strategy for the research’s execution,
complete with timetables and procedures.

• Data Collection: The fourth step in the applied research methodology is data collection. Data
collection is the process of gathering information from multiple sources in order to answer a
research question. This may include experimental data, survey results, or data from existing
databases [42]. Therefore, we collect the data needed for the study using a variety of tech-
niques, including surveys, experiments, and observations from social media’s platform and re-
search review.

• Analyze: This is the fifth step in the applied research methodology. Analysis entails processing
and examining collected data to reach conclusions or extract insights. This step is critical in con-
verting raw data into useful information [42]. So, we process and analyzed the collected data
to extract meaningful insights and patterns. We have applied Hybrid(CNN+LSTM) model, long-
short term memory (LSTM) model, GRU model, BERT model, DistilBERT model, and RoBERTa
model performs when processing textual data, and it is enhanced when processing visual data
with ResNET-50 model, ViT model and convolutional neural networks (CNNs) model. Hybrid
model (RoBERTa+ViT) performs when processing the multi-modal data.

• Research Outcome: The final step in the applied research methodology is research outcome.
The final step is to evaluate and report the research results based on predefined metrics. This
step aids in understanding the effectiveness and relevance of the research findings [42]. A
range of criteria, including ROC-AUC, F1-score, Recall, Accuracy, and Precision, will be used
to examine various deep learning models, guaranteeing a comprehensive evaluation of their
efficacy in precisely classification cases of cyberbullying.

1.5 Assumptions and Limitations

This section outlines the assumptions we made and the limitations that we encountered in the pro-
cess of completing this thesis.
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1.5.1 Assumptions

1. The data collected from various social media platforms, which includes both text, image and
memes comments, are typical of online interactions. This includes the assumption that these
samples accurately reflect cyberbullying behaviors.

2. It can be assumed that the deep learning models used in the study (Hybrid(CNN+LSTM), LSTM,
GRU, BERT, DistilBert, RoBERTa, ResNet-50, CNN, ViT, Hybrid(RoBERTa+ViT)) generalize well to
new data beyond the training datasets. These datasets provide reliable performance metrics
that accurately reflect the effectiveness of the models.

3. The research assumes that GUI will extract the text from the memes data correctly and will
show the classification result for multi-modal data correctly.

1.5.2 Limitations

1. The most difficult challenge we faced during the experiments was the limited computational
resources. Deep learning models require a significant amount of computational power. As a
result, we were unable to perform more complex hyperparameter tuning for textual datasets.

2. Since private dataset has been collected from short-video’s comments, there are many noise
data. Removing all noises may remove useful information or unusual data points that improve
classification performance.

3. Each class may contains several types of data, which can lead to a data being classified into
multiple classes. As a result, the data may end up in a different class during each execution
phase. Each class contains texts that fall into several different categories, making trainning and
assessing them difficult.

1.6 Thesis Contributions

The main contributions of this thesis are:
• This study contributes by collectingmulti-modal dataset from exsisting research known as pub-
lic dataset and creating a new dataset of text, image and memes comments from social media
videos comments known as private dataset. This two datasets are unique in its composition
and was created specifically for training and testing multi-modal cyberbullying classification
models.
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• Developing various deep learning models for multi-class classification of cyberbullying on both
public and private datasets for text, image data.

• Development of different deep-learning models for multi-class classification of cyberbullying
using multi-modal data.

• Creating a Graphical User Interface (GUI) to present the results of deep learning models for
cyberbullying classification.

• Comparing the efficiency of our deep learning models’ result with the state-of-the-art result.

1.7 Thesis Outline

The rest of the thesis is organized as follows:

Chapter 2: This chapter provides background information for understanding theories, technologies,
and domains used in the thesis.
Chapter 3: This chapter provides a comprehensive review of the current state-of the art of previous
studies on applying deep-learning for multi-classification of cyberbullying.
Chapter 4: This chapter explains data collection and pre-processing process, network architecture,
training, and models implementing process.
Chapter 5: In this chapter, we provide our obtained experimental results from applying the methods
described in Section 4.
Chapter 6: In this chapter, we discuss the results obtained in chapter 5, reflect on the research con-
ducted by discussing each research question, and compare the obtained results with the state-of-
the-art studies.
Chapter 7: This chapter concludes the thesis by summarizing the main achieved results, and outlines
the potential future research improvements to reach desired outcomes.
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2 Background
This section presents the background theory of the problem domain and Deep Learning model’s
theory and algorithms that have been utilized to answer the research questions of this thesis which
are outlined in sub-section: 1.3.

2.1 Cyberbullying Identification and Classification

As social media platforms change and grow, the way people talk to each other online on these sites
gets more complicated. There are some risks and problems that come with using social media i.e.
privacy concern, cyberbullying, mental health issue, social media addiction, isolating from family and
friends, scams, hacking [43]. One notable concern is cyberbullying from all of them. Cyberbullying
is defined as the intentional use of internet communication to harass, threaten, bullying, or defame
others in order to hurt people. There are some people, who write negative comments on social me-
dia’s comment section as well as upload aggressive post on social site for defaming another people.
As a result, victims of cyberbullying may suffer from anxiety, depression, social isolation, and may
even consider or engage in self-harm. So, it has become a major issue at present [44]. It can affect
people of all ages and circumstances, but certain demographic groups are more susceptible to this
online harassment.

2.1.1 Societal Effects of Cyberbullying

According to APJII (Association of Indonesian Internet Providers) research conducted in 2019, 49%
of the 5900 respondents were cyberbullying victims [45]. According to research, the following cate-
gories are among the most common targets of cyberbullying:

• Adolescents and Teens: Due to extensive use of digital technologies and social media platforms,
adolescents and teenagers are especially vulnerable to cyberbullying [46].

• LGBTQI: Members of the LGBTQI (lesbian, gay, bisexual, transgender, queer, intersex) commu-
nity are frequently subjected to online harassment based on their sexual orientation or gender
identity [47].

• Minorities and Marginalized Groups: Cyberbullying can target individuals fromminority racial,
ethnic, or religious backgrounds based on their identity. Many people are bullied in online
because of their skin color [48].

• Persons with Disabilities: Individuals with disabilities may be victims of cyberbullying that tar-
gets their physical or cognitive conditions [49].
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• Woman: Cyberbullying based on gender, including harassment and threats, is a concerning
issue that affects women and girls [50].

2.1.2 Role of Technology in Social Media Monitoring

At present, AI has been widely applied successfully in various domains, i.e. education, agriculture,
tranportation, healthcare, customer service, e-commerce, finance and many more [51]. Commonly,
artificial intelligence refers to systems that execute actions in the physical or digital realm by per-
ceiving their environment, processing, and interpreting vast amounts of information and data. AI
systems are capable of adapting their behavior by analyzing how the environment and their conclu-
sions are impacted by their previous actions [52]. Cyberbullying problem can be nicely handled by
using machine learning and deep learning method which are both forms of artificial intelligence (AI).

2.1.3 Cyberbullying Identification and Classification by Machine Learning

Humans have used a wide variety of instruments from the beginning of time to complete different
activities more quickly and easily. Different machines have been invented as a result of human inno-
vation. These devices made life easier for humans by allowing them to fulfill a variety of demands,
such as computing, industry, and travel. And the first one is machine learning. Arthur Samuel defines
machine learning as the branch of study that enables computers to learnwithout the need for explicit
programming. A well-known program that played checkers was created by Arthur Samuel. Machine
learning, or ML, is the process of teaching machines how to process data more effectively. The need
for machine learning is growing due to the number of datasets that are available. Machine learning
is used by many sectors to retrieve pertinent data. Learning from the data is the aim of machine
learning. [53].

Machine learning-based cyberbullying monitoring and identification leverages sophisticated algo-
rithms to address the increasing incidence of cyberbullying. This method entails compiling a variety
of datasets covering different digital communication channels, such as text messages, comments,
emails, and social media exchanges. The meticulous selection of characteristics from this data, in-
cluding sentiment analysis, linguistic patterns, and contextual data, is essential to its success. These
characteristics are fed into machine learning algorithms, which are trained to distinguish between
instances of cyberbullying and legitimate communication. In this process, methods like logistic re-
gression, support vector machines, and deep learning architectures like convolutional and recurrent
neural networks are frequently used.
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After being trained, these models are put through a thorough review process to make sure they can
correctly identify instances of cyberbullying. Performance ismeasured usingmetrics like recall, preci-
sion, and F1-score; cross-validation methods provide validation on several datasets. The models are
deployed and integrated into numerous online platforms and communication channels after they
have been validated in order to track user interactions in real-time. Cyberbullying incidences can be
quickly reduced by triggering automatic alerts or interventions when themodel identifies potentially
harmful activity.

A vast amount of research has been done on cyberbullying using machine learning model [54] . Arif
and Mohammad [55], presented systematic review for cyberbullying identification and classification
using machine learning model.

2.1.4 Cyberbullying Identification and Classification by Deep Learning

Deep learning is a relatively recent discipline within the machine learning field. Artificial neural net-
works refer to deep learning algorithms inspired by brain structure and function. Furthermore, deep
learning algorithms are trained to extract and comprehendmeaningful representations from the data
itself rather than simply following traditional programmed instructions. Meaningful representation
is obtained by combining simple yet non-linear modules, each of which transforms a representa-
tion at one level (beginning with raw input data) into a representation at a higher level. Thus, deep
learning algorithms have been demonstrated to be effective in classifying all types of data. These
algorithms are categorized into three types: learning that is supervised, semi-supervised, or unsu-
pervised. Furthermore, Deep Learning necessitates vast amounts of data and expensive computing
hardware, such as a powerful graphics processing unit (GPU) [34].

Deep learning architectures, which are well-suited for cyberbullying monitoring, identification, and
classification tasks. The first step in the procedure is gathering a variety of datasets with instances of
friendly contacts and cyberbullying. Following preprocessing, these datasets are put into deep learn-
ingmodels, which automatically extract pertinent textual properties. Thesemodels learn hierarchical
representations of the data through successive layers of neurons, which allows them to identify con-
textual cues and subtle nuances that are indicative of cyberbullying behavior. Iterative optimization
procedures are used during the training of deep learning models, with the goal of maximizing clas-
sification accuracy and minimizing prediction errors. Although this training stage frequently calls for
substantial computational resources and a vast quantity of annotated data, the results can be quite
accurate cyberbullying identification systems. Standard measures like accuracy, recall, and F1-score
are used to assess the performance of deep learning models once they have been trained. Cross-
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validation is one of the validation strategies that guarantees themodels’ capacity to generalize across
different datasets. Deep learning models are deployed and integrated into communication channels
and internet platforms for real-time monitoring after they have been validated. When the models
identify potentially harmful activity, automated notifications or actions can be set off, allowing for
prompt intervention and event reduction pertaining to cyberbullying.

Deep learning’s ability to analyze large amounts of data and identify patterns in it makes it perfect for
creating complex algorithms that can accurately identify and classify cyberbullying. So, as a result, a
huge number of research has been done for cyberbullying using deep learning model. Chaper:3, has
been discussed into more details and clearly about the existing work for cyberbullying using deep
learning model.

2.2 Data Classification

Classification is the process of estimating the mapping function that connects an input sample to a
target class or label [56]. Single-label andmulti-label classifications are two categories into which the
classification techniques can be divided based on the label association to the input samples [57].

• Single-label Classification: The single-label classification problem is divided into two cate-
gories: binary and multi-class classification [58].

– Binary classification: This classification involves categorizing input data samples into two
categories. Binary classification is the fundamental requirement for any classification
technique [57], [58].

– Multi-class classification: This classification occurs when input samples match one or
more target labels [57], [58], [27], [59].

• Multi-label Classification: Multi-label classification assigns a set of target labels to each input
sample, unlike single-label classification. The number of target labels for each input varies
dynamically. This complicates the implementation of multi-label classifiers [60].

2.3 Deep-Learning Models for Multi-Modal Data

In this section, we have described all the deep-learning models basic overview that we used in our
experiment.
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Deep-Learning model focuses on making and using artificial neural networks to solve the complex
problem. It is based on how the human brain is built and how it works. Computational models con-
sisting of several processing layers can acquire representations of data with various levels of abstrac-
tion through deep learning. The state-of-the-art has been significantly enhanced by these techniques
in numerous fields, including drug discovery and genomics, speech recognition, visual object recogni-
tion, and object identification in each layer based on the representation in the preceding layer, deep
learning uncovers complex structure insidemassive data sets. Advances in the processing of pictures,
video, speech, and audio have been made possible by deep convolutional nets, while recurrent nets
have shed light on sequential data, including text and speech [21]. Some deep-learning models has
been discussed in the following subsections:

2.3.1 The LSTMModel

LSTM stands for Long Short-Term Memory. is a type of Recurrent Neurl Network (RNN) architecture
designed to overcome the vanishing gradient problem and better capture long-term dependencies
in sequential data. Neurons in an RNN are connected to one another by directed cycles. Because the
RNN model processes a sequence of words or inputs using internal memory, it processes the data
in a sequential fashion. Each element’s output depends on all of the inputs from earlier nodes and
remembers information, RNNs execute the same task for every element. Because of the special con-
struction of an LSTM, which consists of input, output, and forget gates among other components, the
network may retain information for a long time. By regulating the information flow, these gates en-
able the network to keep or delete data according to its applicability. Time series prediction, speech
recognition, language modeling, and other sequential data challenges are common applications for
LSTMs. Relevant articles with names that emphasize sequence modeling or long-term dependency
management frequently examine LSTM applications or enhancements [6], [1]. Figure:2 shows the
architecture of LSTM model from the study of Van et al. [1].

Figure 2: The Architecture of LSTM model [1].
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2.3.2 The GRU Model

An LSTM variant that is a slightly simpler is the Gated Recurrent Unit. It has an extra "reset gate"
and merges the input and forget gates into a single "update gate." The final model is getting more
and more traction and is less complicated than typical LSTM models [61]. To be more specific, the
update gate is createdwhen GRUs join the input and forget gates of the LSTM. In addition, GRUs have
an additional gate known as the reset gate. These gates control and safeguard GRUs. The reset gate
functions in the sameway as the update gate, controlling the amount of new data that is added to the
current unit. It assists the network in determining which state variables need to be stored in memory
or ignored. In addition, the update gate and reset gate seek to identify both short- and long-term
dependencies. When backpropagation occurs during training, the weights of the pertinent gates are
likewise adjusted [62]. Figure:3 shows the architecture of GRUmodel from the study of Fang et al. [2].

Figure 3: The Architecture of GRU model [2].

2.3.3 The RoBERTa Model

Bidirectional Encoder Representation from Transformers (BERT) is extended by the RoBERTa model.
The Transformers [63] family of models, which was created for sequence-to-sequence modeling to
solve the long-range dependencies issue, includes the BERT and RoBERTa. Transformer models con-
sist of three parts: heads, transformers, and tokenizers. The sparse index encodings are created from
the raw text by the tokenizer. The sparse content is then transformed by the transformers into con-
textual embedding for more in-depth training. In order to exploit the contextual embedding for the
downstream activities, the heads are implemented to cover the transformers model. Compared to
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other language models, BERT has the ability to acquire contextual representation from both ends
of sentences, which sets it apart from the others. BERT employed 30K vocabulary at the character
level using byte-pair encoding for the tokenization process. As opposed to this, RoBERTa employed
byte-level Byte-Pair Encoding and a bigger vocabulary collection with 50K subword units. Aside from
that, by training on more data, longer sequences, and longer times, the RoBERTa model improves
the BERT model.

The text in the RoBERTa model is divided into subwords using the byte-level Byte-Pair Encoding to-
kenizer. The frequently used terms won’t be divided by this tokenizer. Nevertheless, uncommon
words will be divided into subwords. The word "Transformers," for example, will be divided into the
words "Transform" and "ers." The text must be converted into a meaningful numerical representa-
tion for the model to comprehend it. The raw text is encoded with input ids and an attention mask
by the RoBERTa tokenizer. The input ids stand for the token’s numerical representation and indexes.
However, to group the sequence together, the attention mask is provided as an optional input. The
attention mask shows which tokens need to be paid attention to and which should not.

The RoBERTa base model receives the input ids and attention mask. The RoBERTa base model con-
sists of 12 RoBERTa foundation layers, 768 hidden state vectors, and 125 million parameters. In order
to make it easier for the subsequent layers to extract the relevant information from the word em-
bedding, the RoBERTa base layers seek to produce a meaningful word embedding as the feature
representation [64]. Figure:4 shows the architecture of RoBERTa model from the study of Huang et
al. [3].

Figure 4: The RoBERTa Model Architecture [3].
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2.3.4 The CNN Model

A unique kind of neural network used in image processing is the convolutional neural network, or
CNN. Nonetheless, the CNN approach has proven useful for classifying texts. CNN layers are referred
to as feature maps since a convolutional layer in the CNN model connects a subset of the input to
its earlier layers. Polling layers are used by the CNN model to lower computing complexity. CNN’s
polling procedures conserve crucial information by reducing the output size of one stack layer to the
next. While there are other polling methods available, max-polling—in which the pooling window
has a max value element—is the most frequently employed. The output of the polling layer is fed
into andmapped to the subsequent layers by the flattening layer. In CNN, the last layer is usually fully
connected [6]. Figure:5 shows the architecture of CNN model from the study of Phung et al. [4].

Figure 5: CNN Architecture [4].

2.3.5 The ViT Model

The Vision Transformer (ViT) model represents an innovative strategy for image classification that
capitalizes on the transformer architecture, which was initially developed for applications in natural
language processing. The ViT algorithm commences by partitioning the input image into segments of
consistent size that do not overlap. By linearly embedding each patch into a planar vector, an order
of image tokens is produced. In conjunction with a positional embedding that can be learned, these
characters function as the input for the transformer model. The transformer processes these tokens
using feedforward networks and multiple layers of self-attention mechanisms. In contrast to CNN’s
pixel-array architecture, ViT employs a sequence of visual identifiers. Figure:6 shows the architecture
of ViT model that has taken from the study of Dosovitskiy et al. [5].
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Figure 6: ViT Architecture [5].

2.3.6 The Hybrid(CNN-LSTM) Model

The convolutional neural network (CNN), which is constrained by the size of the local window and
local textual features can be extracted. CNN is unable to determine the long-term dependency of
lengthy texts, such as news articles. Text’s long-term reliance can be learned using another deep
learning recurrent neural network model that is based on long short-term memory (LSTM). Thus,
an CNN-LSTM Hybrid model is can be build for text classification tasks, such as [65], [66], and [67].
Figure:7 shows the process of working CNN-LSTM model together as hybrid model has taken from
the study of Tasdelen et al. [6] .

Figure 7: Hybrid(CNN-LSTM) Model Working Process [6].
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2.3.7 The BERT Model

BERT (Bidirectional Encoder Representations from Transformers) is a groundbreaking model in nat-
ural language processing (NLP). This model, developed by Google researchers and described in [68].
BERT’s core technique is to train a language model bidirectionally, which is a significant departure
from previous models that typically processed text in a single direction (left-to-right or right-to-left).
This bidirectionality enables the model to understand a word’s context based on all of its surround-
ings (both from the left and right), rather than just one side (see figure:8) [7].

Figure 8: Bert Model Architecture ( collected from [7])

2.3.8 The DistilBERT Model

Figure 9: DistilBert Model Architecture ( collected from [8])
DistilBERT is a streamlined version of the well-known BERT model (Bidirectional Encoder Represen-
tations from Transformers), designed for increased efficiency and speed. Hugging Face created this
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model to address the resource-intensive nature of BERT, reducing its size by roughly 40% while re-
taining approximately 97% of its performance capabilities. The smaller size not only improves com-
putational efficiency, but it also makes it suitable for environments with limited resources, such as
mobile devices or applications that require quick response times. This model is particularly adapt-
able, finding applications in a variety of NLP tasks such as text classification, question answering, and
language inference [69]. Figure:9 shows the architecture of DistilBERTmodel, which is collected from
the study of Adel et al. [8]

2.3.9 Hyperparameters and Hyperparameter Tuning

A key idea in machine learning and deep learning, hyperparameters and hyperparameter tuning are
important in deciding how well a model performs.

Hyperparameters

The parameters that specify amodel’s structure or configuration are known as hyperparameters, and
they are not discovered by training from the data. They are predetermined and don’t change during
the training session. The number of hidden layers in a neural network, the number of trees in a
random forest, the regularization parameter in regression models, and the learning rate in gradient
descent are a few examples of hyperparameters. To achieve the best possible model performance,
it is imperative to select the right hyperparameters [70].

Hyperparameter Tuning

The process of determining the ideal set of hyperparameters for a particular model and dataset is
referred to as hyperparameter tuning, hyperparameter optimization, or model selection. Given that
hyperparameter tuning has a substantial effect on a model’s performance, it is an essential phase in
themachine learning and deep-learning process. Through amethodical approach to finding the ideal
set of hyperparameters, we can enhance the model’s capacity for generalization and attain superior
outcomes with previously unexplored data. Usually, this procedure entails utilizing different search
methods, including grid search, random search, Bayesian optimization, or evolutionary algorithms,
to comb through a predetermined range of hyperparameters [70].

• Grid Search: Grid search involves specifying a preset set of hyperparameters and training and
evaluating the model for every possible combination of hyperparameters in the grid. The ideal
collection of hyperparameters is determined by combining the values that produce the greatest
results on a validation set [70].
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• RandomSearch: A preset distributionof hyperparameters is randomly sampled, and themodel’s
performance is assessed for each sampled set of hyperparameters using random search. When
the search space is big, this method performs better than grid search [71].

• Bayesian Optimization: Using probabilistic models, Bayesian optimization is an iterativemodel-
based optimization method that approximates the objective function. In order to quickly ex-
plore the hyperparameter space and identify the ideal set of hyperparameters, it modifies the
search based on prior evaluations [70].

• Evolutionary Algorithms: Genetic algorithms and other evolutionary algorithmsmimic the pro-
cess of natural selection to gradually evolve a population of potential solutions over several
generations. A collection of hyperparameters is represented by each candidate solution, and
the most suitable individuals are chosen to procreate and create the next generation. Until a
halting requirement is satisfied, this iterative procedure keeps going [72], [70].

2.3.10 Performance Metrics for Classification

We have to assess the model’s performance after it has been built and the data has been trained.
To evaluate the model for this, we must employ performance measures. To do this, abide by these
guidelines:

• Confusion Matrix: Confusion matrix provides an insightful and thorough display of classifier
performance. It is a magnifier that gives us a better understanding of the classifier’s internal
workings rather than merely another method of calculating Precision, Recall, or any other as-
sessment metric. Confusion matrix analysis may also shed light on the relationships between
various data objects and features as well as the underlying structure of the data. Confusion
matrices are widely utilized in many different fields, including computer vision [73], natural
language processing [74], acoustics [75], and many more. They have long been a part of the
evaluation of scientific theories and engineering applications. In its most basic form, a confu-
sion matrix represents the percentages of four possible classification outcomes: True Positive
(TP), False Positive (FP), TrueNegative (TN), and False negative (FN). It displays the performance
of a binary classifier in a table with two rows and two columns [76], [77], and [78]. This idea can
be easily applied to the presentation of findings from the Multi-class classification model [79],
in which each object in the data set can only ever belong to one of several unique classes at
any onemoment. [80]. Table:1 shows the confusionmatrix for binary classification, and table:2
shows the confusion matrix for multi-class classification.
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Predicted Class
Class 1 Class 2

True Class
Class 1 TP(1) FN(2)
Class 2 FP(1) TP(2)

Table 1: Confusion matrix for binary-class classification
Predicted Class

Class 1 Class 2 Class 3

True Class
Class 1 TP(1) FN(2) FN(3)
Class 2 FP(1) TP(2) FN(3)
Class 3 FP(1) FP(2) TP(3)

Table 2: Confusion matrix for multi-class classification
However, Confusion matrix also can be represented through heat map. Heat maps use color
shades to depict two-dimensional numerical tables [81]. The most popular method for repre-
senting a confusion matrix is to preserve its form while creating a heat map out of the values
of each field [82]. Figure:10 shows a heap map for confusion matrix.

Figure 10: Confusion Matrix in Heat Map

• F1-score: The F1-Score combines precision and recall into a singular value. It is particularly
useful whenworkingwith unbalanced datasets in which one class predominates over the other
[80]. Equation1 shows the formula to calculate the f1-score.

F1-score= 2 ·Precision ·Recall
Precision+Recall (1)

• Recall: Recall is away tomeasure howwell amodel can find all important instances in a dataset.
It is the number of cases of real bullying that were correctly found out of the total number of
real bullying cases. The metric of recall assesses the model’s capacity to accurately detect and
classify all instances of cyberbullying that truly exist. [83], [80]. Equation2 shows the formula
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to calculate the recall.

Recall= True Positives
True Positives+False Negatives (2)

• Accuracy: Accuracymeasures the overall correctness of predictionmade by amodel [80], [83].
It is the proportion of cyberbullying and non-cyberbullying instances correctly classified out of
the total number of instances. Equation3 shows the formula to calculate the accuracy.

Accuracy= True Positives+True Negatives
Total Number of Instances (3)

• Precision: Precision measures how well cyberbullying cases can be picked out of the expected
positive cases. It is the amount of correct predictions compared to the total number of correct
predictions. It assesses the accuracy of a model’s positive predictions [80]. Equation4 shows
the formula to calculate the precision.

Precision= True Positives
True Positives+False Positives (4)

• ROC-AUC: A popular statistic for assessing the effectiveness of binary classification models is
the Receiver Operating Characteristic - Area Under the Curve (ROC-AUC). It assesses a model’s
capacity to discriminate between positive and negative classes throughout the whole range
of thresholds. The genuine positive rate (sensitivity) vs the false positive rate (1 - specificity)
for various threshold values is shown graphically by the ROC curve. Higher numbers denote
greater performance. The AUC condenses the ROC curve into a single scalar value, ranging
from 0 to 1 [84] [70].

• early stopping: During training, validation can be used to identify the onset of overfitting. Early
stopping, or stopping training before convergence, can then be implemented to prevent over-
fitting. However, the precise criterion for validation-based early stopping is typically deter-
mined on the fly or training is halted interactively. This trick explains how to choose a stopping
criterion in a methodical way. Depending on the situation, this trick can be used to improve
generalization or expedite learning processes [85].

2.4 Software Languages and Tools for Model Deployment

In this section, we will discuss about the tools we utilized in this part for model deployment.
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2.4.1 Hypertext Markup Language

The common markup language used to create online pages and web apps is called HTML (Hypertext
Markup Language). It gives web content structure by defining elements like headings, paragraphs,
images, links, and forms with different tags and attributes. Tim Berners-Lee, the man behind the
World Wide online, first presented HTML, and it has grown to be an essential tool for creating online
pages and apps from the beginning. Web pages are structured using HTML, which enables content
to be shown and organized consistently across various browsers and devices. When it comes to
model deployment, web apps that communicate with machine learning models are usually created
using HTML to establish their user interface (UI). This entails creating input forms, showing model
predictions, and giving people access to the outcomes [86], [87].

2.4.2 Cascading Style Sheets

A style sheet language called CSS (Cascading Style Sheets) is used to specify how an HTML document
is presented. By defining how HTML elements should be shown on the computer, in print, or in other
media types, itmakes it possible to separate content frompresentation. In order to improve the visual
presentation of web pages. It gives users more control over stylistic elements such as layout, color
scheme, and font choice. By styling HTML elements, CSS improves the visual appeal and usability of
web pages. It enables designers to specify a website’s style and feel, guaranteeing uniformity and
adaptability to various screen sizes. CSS is frequently used in model deployment to alter the look of
online applications. This includes adjusting fonts, colors, margins, padding, and responsive design
for varying screen sizes [87].

2.4.3 JavaScript

Programming languages like JavaScript are frequently used to produce interactive web effects for
browsers. In addition to providing for dynamic content changes, eventmanagement, form validation,
andmuchmore, it allows themanipulation of HTML and CSS. Brendan Eich developed JavaScript and
it was first created as a web browser client-side scripting language. Web sites can become more
dynamic and engaging by adding behavior and interactivity through the use of JavaScript. It enables
programmers to manage user input, design adaptable user interfaces, and carry out event-driven
operations. JavaScript is frequently used in model deployment to improve the user experience of
web apps that communicatewithmachine learningmodels. Developing functionalities like client-side
validation, interactive visualizations, and real-time updates may fall under this category [88], [87].
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2.4.4 Python Programming Language

Python is a popular programming language with many uses, including web development. It is quite
adaptable. Python is frequently used for backend development, data processing, and integration
with machine learning models in the context of model deployment. Flask and Django are popular
frameworks for Python web application development. Guido van Rossum designed Python, which
was originally made available in 1991. Since then, Python has grown to be one of the most widely
used programming languages globally, praised for its ease of use, readability, and large standard
library. Python’s versatility, user-friendliness, and extensive library and framework ecosystem make
it a popular choice for model deployment. It enables developers to manage data processing chores,
quickly construct and launch web apps, and seamlessly incorporate machine learning models into
live systems. Python is frequently used in model deployment for backend development, where it
manages operations including servingmodel predictions, connecting with databases, and processing
HTTP requests. Building web applications is made easier by frameworks such as Flask and Django,
which offer tools and protocols for handling routing, request management, and response creation
[89].

2.4.5 Google Colaboratory

Google Colaboratory is a free cloud-based tool that lets users build and run Python code in an on-
line environment. It offers a Jupyter notebook interface via which users may see outputs, write and
execute code cells, and see data visualization. Google introduced Google Colab as a component of
its GCP (Google Cloud Platform) offerings. By offering a free platform with access to GPU and TPU
resources for code execution, it seeks to increase the accessibility of machine learning research and
education. Google Colab is frequently used for many different things, such as machine learning, data
analysis, and teaching. It provides free access to computer resources like GPUs and TPUs, which are
necessary for effectively training machine learning models. It also offers smooth notebook sharing
and storing integration with Google Drive. There is no setup necessary for users to access Google
Colab through a web browser. They can install and use third-party libraries, write and run Python
code, create new notebooks or upload ones that already exist, and work in real-time collaboration
with others [90], [91].

2.4.6 Visual Studio Code

Microsoft created Visual Studio Code, sometimes shortened to VS Code, which is a free and open-
source code editor. For authoring, debugging, and deploying code on a variety of platforms and pro-
gramming languages, it offers a lightweight yet robust environment. Because of its cross-platform
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compatibility, performance, and flexibility, Visual Studio Code has grown in favor among develop-
ers since its initial release by Microsoft. It is compatible with Windows, macOS, and Linux and was
developed with web technologies like Electron. Developers utilize VS Code for a variety of tasks,
such as data science, web development, and software development. In order to adapt the editor to
various workflows, it provides capabilities like syntax highlighting, code completion, debugging, ver-
sion control integration, and a vast marketplace of extensions. To write and manage code projects,
developers can utilize Visual Studio Code, which they can download and install on their local com-
puters. It offers built-in terminal access, Git integration, support for multiple development tools and
frameworks, and compatibility with a wide range of programming languages [92].
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3 Literature Review
There is significant research going on in the areas of developing deep learning (DL) algorithms for cy-
berbullying classification. In this chapter, we present the existing literature on applying deep learning
for the binary class andmulti-classification of cyberbullying using multi-modal data, and then outline
the limitation of existing works.

3.1 Existing Research on Applying DL for Cyberbullying Binary-class

Classification

Many research studies have been done using deep-learning models to perform binary class classifi-
cation. In this section, we present some of the research on binary-class classification to understand
used deep-learningmodels on cyberbullying, collection of data, information, and ideas aboutmodels
and fusion module for this thesis.

Chandrasekaran et al [31] introduced a novel model called FSSDL-CBDC (Feature Subset Selection

with Deep Learning - Cyber Bullying Detection and Categorization) for cyberbullying identification
and classification. The authors utilized deep learning models for the feature subset selection in the
context of detecting and classifying cyberbullying on social networks using benchmark dataset. In or-
der to identify and classify cyberbullying (CB) occurrences within social networks, researchers have
integrated the salp swarm algorithm (SSA) with a deep belief network (DBN), resulting in the devel-
opment of the SSA-DBNmodel. The utilization of the salp swarm algorithm (SSA) in conjunction with
the deep belief network (DBN), referred to as the SSA-DBN model, has been employed for the pur-
pose of detecting and categorizing cyberbullying (CB) instances within social networks. In order to
enhance the identification capabilities of their proposed FSSDL-CBDC technique, the researchers con-
ducted a series of simulations on a benchmark dataset to provide a thorough evaluation, and ended
up with 99.983% accuracy. However, unsupervised feature selection (FS) for outlier detection (OD)
in streaming data (SD) for fields like intrusion detection and network security, where large amounts
of high-dimensional data that need to be analyzed in near real time are becomingmore of a problem.

N. K. Singh et al [33] worked on cyberbullying identification on social media using deep learning tech-
niques. The authors used a dataset contains 48,000 tweets from Twitter that included messages
associated with demographic characteristics such as age, religion, gender, and ethnicity. Traditional
machine learning algorithms such as Naive Bayes, Logical Regression, and Support Vector Machine
(SVM) were utilized alongside ensemble machine learning models such as Random Forest and XG-
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Boost. In addition, the authors incorporated models such as Long Short Term Memory (LSTM) and
Gated Recurrent Unit (GRU) into their methodology. Among all the models, GRU outperformed with
a F-1 score of 0.92, which is notable.

Alotaibi et al. [34] developed a multi-channel deep learning framework for cyberbullying identifuca-
tion and classification on social media. The authors used Twitter data and applied a combination of
bi-directional gated recurrent unit (BiGRU), the transformer block, and the convolutional neural net-
work (CNN) deep learning models. The framework demonstrated a commendable 88% accuracy rate
in identifying cyberbullying content within social media platforms. However, the work used only tex-
tual data for identifying and for binary classification (aggressive and non-aggressive) of cyberbullying.

Kumar et al [28] worked on multi-modal cyberbullying identification and classification by utilizing
capsule network with dynamic routing and deep convolutional neural networks. The authors used a
dataset contained 10,000 comments which were collected from YouTube, Instagram, and Twitter. A
combination of Convolutional Neural Network (CNN) and Capsule Network (CapsNet) had been used
allowing them to create a hybrid deep learning model called "CapsNet-ConvNet". This model was
created to identify cyberbullying from multi-modal data i.e, text, images, and info-graphic data. The
findings of their study shows that, the proposed hybrid model, CapsNet-ConvNet achieve accurate
and thorough results with 98% AUC-ROC.

Kumari et al [93] identified and classified cyberbullying from social media posts. The goal of this study
was to collect data from social media posts contained both textual and image data, and to identify
cyberbullying. In their research, they attempted to extract combined text and image features to iden-
tify various cases of cyberbullying. To extract features from images and text, they used a pre-trained
VGG-16 network and a convolutional neural network. These features are further optimized using ge-
netic algorithms to improve the overall system’s efficiency to identify cyberbullying, and the study
results showed that the model achieved a F1-score of 0.78.

Kumari et al [94] worked on cyberbullying free social media in smart cities. The study used a similar
dataset to [93] for their work. They proposed a unified representation of text and images to eliminate
the need for separate learning modules for graphics and text. The unified representation was imple-
mented using a single - layered Convolutional Neural Network (CNN)model. Themain findings of this
study were that text presented as visuals proved to be a better model for encoding information. They
also discovered that a single - layered CNNmodel produced superior results using a two-dimensional
representation with 2048 filters of one-gram Term Frequency-Inverse Document Frequency alone.
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In the given context, they used three layers of text and three layers of a color image to represent the
input, resulting in a 74% recall of the bullying class with just one layer of CNN model. However, the
weakness of this study is that the study aimed to identify whether the posts’ comment is bullying or
non-bullying, without categorizing the bullying into specific classes.

Singh and Sharma [95] worked on multimodal cyberbullying identification. The study employed au-
dio, visual, and textual data from Twitter, ADIMA. A hybrid Bi-directional Long Short-Term Mem-
ory assisted Attention Hierarchical Capsule Network (BiLSTM-AHCNet) model was utilized for textual
analysis. This model combined the dynamic routing of a capsule network, the nuanced detection ca-
pabilities of an attention mechanism, and the advantages of BiLSTM for comprehending the context
in textual material. The Tuned Aquila EfficientNetB0 (Tuned AEB0) model was used for image data
analysis. They used the Librosa library, a well-liked Python tool for audio andmusic analysis, and also
for audio feature extraction. Following their extraction, an Attention Convolutional Neural Network
(ACNN) model was applied to the audio features. ACNNs were designed to handle the spatial hierar-
chy of sounds while concentrating on significant aspects of the audio data. The accuracy, F1-measure,
specifcity, and AUC of their outcome was 98.23%, 98.22%, 98.47%, and 0.982 respectively.

Ilavarasan et al [96] conducted the research on identifing the cyberbullying from multi-modal data
by applying the pre-trained deep learningmodels. This study utilized the same dataset that was used
in [93]. This dataset contained text and image data which was collected from Facebook, Instagram,
and Twitter posts. For classifying cyberbullying, this study employed RoBERTa model for text data
and Xception model for image data. The proposed approach uses a Light Gradient Boosting Machine
(LightGBM) classifier to determine whether tweets are bullying or not. The suggested method suc-
cessfully identified cyberbullying, achieving a 92% recall and an 82% F1-score for bullying class. The
suggested model’s weighted F1-score is 80%.

Sing et al [97] suggested a novel hybrid methodology by applying both machine learning and deep
learning methods to classify cyberbullying. The used data was collected from YouTube i.e., both tex-
tual and image data. In this regard, the study uses Natural Language Processing (NLP) to identify and
address the concerning phenomenon of electronic bullying. When detecting cyberbullying on social
media, the machine learning (ML) approach is moderated according to predetermined features or
criteria. The K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Naive Bayes (NB), Decision
Trees (DT), and Random Forest (RF) techniques were used to analyze the gathered characteristics.
They assessed the models and obtained the KNN (0,90), SVM (0,92), and Deep Learning: CNN-LSTM
(0,96) accuracy values.
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Paul et al [98] developed deep learning model to identify the cyberbullying from social media posts.
In this study,multi-modal datawas collected fromVine socialmedia site and named it as Vine dataset.
The ResidualBiLSTM-RCNN model was employed for both the textual and visual data. This study’s
model achieved an F1-mearsure of 0.75. The limitation of the study is, the researchers only focused
on binary classification i.e., bullying or non-bullying, but not on multi-class classification of cyberbul-
lying.

Romim et. al [99] employed machine learning and deep learning models to identify the hate speech
from the Bengali language. This study introduced a new dataset of 30,000 users’ comments which
was gathered from Facebook and YouTube comments’ sections. This collected data was further val-
idated by experts and tagged them using crowd-sourcing. The collected data contained seven cat-
egories i.e., sports, entertainment, politics, religion, crime, celebrities, and TikTok and meme. The
experiments results showed that SVM produced the best results with an accuracy of 87.5%, although
all the deep learning models performed well.

Idrizi and Hamiti [100] conducted a study onmulti-modal data extracted from social media platforms.
This study conducted an analysis of variousmedia formats (text, photos, and videos) disseminated on
social media platforms with the aim of identifying instances of cyberbullying. This study introduced a
graph convolutional neural network, a pre-trained Googlenet, aMel-scale filter bank speech spectro-
gram, and a CNN network model for audio post-classification. The study’s primary findings indicate
that employing graph convolutional neural networks and MFCCs for audio post-processing yielded
superior outcomes, including one-dimensional representation, for both text and image character-
istics. To accomplish this, the researchers utilized a combination of Graph Convolutional Networks
(GCN) and Melfrequency cepstrum to represent text, image, and video data in this specific context.
This approach resulted in an accuracy rate of 85% for identifying instances of bullying. However, the
study’s limitation is its dependence on a binary classification system.

Hamza et. al [38] classified multi-modal data consisted of religiously abusive memes. The used
dataset contained textual and image data of approximately 2000 meme images from social media
platforms including several socialmedia platforms including Twitter, Instagram, Facebook, and Reddit
called religiously hateful memes dataset. The study identified religious-based images and employed
the RexNeXT-152-based Masked R-CNN model for image data and the BERT-BASE model for textual
data for the purpose of classification. The performance exhibits an accuracy rate of 70.60%. How-
ever, the study’s limitation is it’s dependence on a binary classification scheme with poor accuracy
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measure.

Jadhav and Honmane [101] contributed on classification of memes sourced from social media plat-
forms. The study focused on using textual and image data. To classify the cyberbullying, the authors
developed a CNN model for image data and the Bi-LSTM model for textual data. In order to exam-
ine the efficacy of the EX-OR method, the image and text mode are combined using the late fusion
methodology. For text classification, they employed a sequential model called Bi-LSTM, which ob-
tained an average accuracy of 87%. Additionally, a convolutional neural network achieved an average
accuracy of 35% for classifying images data. Ultimately, a late fusion of memes with EX-OR prediction
of both text and image forms was completed, yielding an overall accuracy of 87%.

Kiela et. al [102] conducted a classification analysis on memes which were obtained from Facebook.
The study mainly concentrated on analyzing both textual data and image data, utilizing the Convolu-
tional Neural Network (CNN) model for image data and the Bidirectional Long Short-Term Memory
(Bi-LSTM) model for textual data in order to perform classification. The performance demonstrates
a precision level of 0.87.

Fang et. al [103] conducted a classification analysis on multi-modal hostile memes obtained from
Facebook AI. In this work, the authors focused on classifying both textual data and image data by
utilizing the Inception V3 model for image data and the BERT model for textual data. This work
used the text modality to enhance the semantic comprehension of the image modality. In particular,
this study suggested an auxiliary approach for multi-modal hate speech identification called image
caption supervision (ICS), in which the image caption was intended to supervise the feature learn-
ing of images in order to gain a deeper comprehension of the semantic content. The efficacy of ICS
was demonstrated by the suggested technique outperforming several state-of-the-art uni-modal and
multi-modal baselines on the Facebook Hateful Memes dataset. The performance of models demon-
strated with a 72.80% accuracy.

Chhabra et. al [104] suggested architecture called "multi-scale kernel attentive visual" (MSKAV)mod-
ule that was employed an efficient multi-branch structure to extract distinctive visual information. In
addition, MSKAV employed an adaptable receptive field by utilizing multi-scale kernels. MSKAV in-
cluded a multi-directional visual attention module that identified and emphasized important spatial
regions. The suggested model included a unique module called "knowledge distillation-based atten-
tional caption" (KDAC). The systemused a transformer-based self-attentive block to extract distinctive
elements frommeme captions. The accuracy scores acquired through extensive experimentation on
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theMultiOff, Hateful Memes, andMMHS150K datasets, which weremulti-modal hate speech bench-
marks, were 0.6250, 0.8750, and 0.8078, respectively. Furthermore, it achieved notable AUC scores
of 0.6557, 0.8363, and 0.7665 on the three datasets, respectively, surpassing state-of-the-art multi-
modal hate speech recognition models.

Hossain et. al [105] introduced a framework that employed the weighted ensemble technique to
allocate weights to the visual, textual, and multimodal models involved. The framework utilized ad-
vanced visual models like as VGG19, VGG16, and ResNet50, as well as textual models likemultilingual-
BERT, multilingual-DistilBERT, and XLM-R. Additionally, two fusion methodologies, namely early fu-
sion and late fusion, were employed to integrate the visual and textual characteristics in order to
construct the multi-modal models. The evaluations shown that the proposed weighted ensemble
technique enhanced the performance compared to the examined uni-modal, multi-modal, and en-
semble models. The results demonstrated that the suggested method attains greater performance
on two multilingual benchmark datasets (MultiOFF and TamilMemes), with weighted f1-scores of
66.73% and 58.59% by applying the best visual (VGG19), textual (mdistilBERT), decision fusion (VGG19
+ m-distilBERT), and feature fusion (VGG19 + m-distilBERT) models respectively.

After studying on these research, we summarized them and presented them into table. The table
3 below shows the summarized current state-of-the art of binary class classification of multi-modal
data.

Table 3: Summary of existing literature on social media cyberbullying binary classification

Chandrasekaran et
al. [31]

Benchmark dataset SSA-DBN model Accuracy: 99.983%

Hani et al. [106] Formspring messages Neural Network 92.8% accuracy
Dadvar et al. [32] Formspring,

Wikipedia, Twitter
Various DL models 0.76 discrimination

score
N. K. Singh et al. [33] Twitter dataset Various ML and DL

models
F-1 score of 0.92

Alotaibi et al. [34] Twitter data BiGRU, Transformer,
CNN

88% accuracy

Author Name Dataset Model Name Accuracy

Continued on next page
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Table 3: Summary of existing literature on social media cyberbullying binary classification (Contin-
ued)

Kumari et al. [93] Facebook, Twitter,
Instagram

VGG-16, CNN F1-score of 0.78

Kumari et al. [94] Facebook, Twitter,
Instagram

CNN F1-score of 0.74

Singh and
Sharma [95]

Twitter, ADIMA BiLSTM-AHCNet,
Tuned AEB0

Accuracy: 98.23%,
F-measure: 98.22%

Ilavarasan et al. [96] Facebook, Twitter,
Instagram

RoBERTa, Xception F1-Score: 80%

Sing et al. [97] YouTube SVM, CNN 85% accuracy

Paul et al. [98]
Vine platform Residual Bi-LSTM F-measure of 0.75

Romim et al. [99] YouTube, Facebook
comments

SVM 87.5% accuracy

Koshy and
Elango [107]

Twitter RoBERTa, ViT 94-98% accuracy

Idrizi and Hamiti [100] Facebook, Instagram GCN, Melfrequency
cepstrum

85% accuracy

Ibanez et al. [54] Tik Tok SVM, Logistic
Regression, Random
Forest

78.5% accuracy

Hamza et al. [38] Twitter, Instagram,
Facebook, and Reddit

RexNeXT-152-based
Masked R-CNN, BERT

70.60% accuracy

Kiela et al. [102] Facebook AI memes CNN, Bi-LSTM 87% precision
Fang et al. [103] Facebook AI Inception V3, BERT 72.80% accuracy

Mollas et al. [108]
Reddit and YouTube DistilBERT, BiLSTM accuracy 80.36%

Author Name Dataset Model Name Accuracy

Continued on next page
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Table 3: Summary of existing literature on social media cyberbullying binary classification (Contin-
ued)

Ahmadinejad et
al. [36]

twitter RoBERTa 99.70%
Author Name Dataset Model Name Accuracy

3.2 Existing Research on Applying DL for Multi-Classification

In this section, we present existing research on applying deep learning to cyberbullying multi-class
and multi-label classification. We have tried to figure out which models used, which fusion modules
had been applied, and how the data was labeled so that they worked best for multi-modal data.

Titli et. al [27], implemented a deep learning model named bengali BERT to classify multi-classes
of the cyberbullying on bengali language data. The researchers used YouTube textual comments
dataset, which was the same dataset as previous studies in [99, 109]. This dataset contained several
classes such as religious, sexual, linguistic, political, personal, and crime-related content. In addition,
the dataset contained data related to offensive text, including personal, geographical, religious, and
crime-related offensive content, as well as content related to entertainment, sports, memes, and Tik-
Tok. The results of developed bengali BERT model demonstrated the best level of accuracy, reaching
0.706, and a weighted F1-score of 0.705.

Haque et. al [59] performed a classification analysis on Bengali social media comments on bengali
language data. In this study, the authors focused exclusively on textual data obtained from com-
ments on Facebook and collected about 42,036 comments. The study employed the deep learning
models CNN and LSTM for the purpose of multi-classification. The authors categorized the data into
several classes such as Political, Religious, Sexual, Acceptable, and Combined. The performance of
CNN-based LSTM network, named as: CLSTM architecture exhibits an accuracy rate of 85.8% and an
F1 score of 0.86.

Maity et. al [37] developed a multitask deep learning framework for the identification of cyberbul-
lying, such as sentiment, sarcasm and emotion aware cyberbullying from multi-modal memes. In
their study, the authors collected images and memes from Twitter and Reddit social site’s memes.
To scrape images, they used hashtags like MeToo, KathuaRapeCase, Nirbhya, Rendi, Chuthiya, and
Kamini on Twitter and subreddits like Desimemes, HindiMemes, and Bakchodi on Reddit, resulting in
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around 25000 images or memes. Various deep learning models such as BERT, ResNET-Feedback and
CLIP-CentralNet were developed and trained using textual and visual data. The task of the sentiment-
emotion-sarcasm-aware multi-modal cyberbully detection in a code-mixed scenario was introduced
for the first time in their paper. To tackle this challenge, they developed a novel multi-modal memes
dataset called MultiBully, annotated with labels for bullies, attitude, emotion, and sarcasm. The pur-
pose of this annotation was to determine if this information could aid in more accurate cyberbullying
detection. An attention-based multi-task multi-modal framework, CLIP-CentralNet, was developed
as a new architecture for sentiment, emotion, and sarcasm-assisted cyberbullying detection. Their
suggested model included ResNet, mBERT, and CLIP for effective representations of many modali-
ties and support in learning generic features across several tasks. The newly created CLIP-CentralNet
framework performed noticeably better than any single task and uni-modal models in their task. For
the purpose of detecting cyberbullying, they achieved accuracy of 61.14% for textual data using BERT,
GRU, and a fully connected layer, and 63.36% for image data using ResNet and a fully connected layer.

Kumari et. al [110] proposed a model that employed a Convolutional Neural Network (CNN) and Bi-
nary Particle Swarm Optimization (BPSO) to classify social media posts from platforms like Facebook,
Twitter, and Instagram. The model categorized posts containing both images and written comments
into three classes: non-aggressive, medium-aggressive, and high-aggressive. A dataset comprising
symbolic images and their corresponding textual comments was created to validate the proposed
model. The system employed a pre-trained VGG-16model to extract the visual features of the image,
while also utilizing a three-layered CNN to extract the textual data. The hybrid feature set, consist-
ing of both picture and text features, was optimized using the BPSO algorithm to extract the most
pertinent characteristics. The enhanced model, incorporating advanced features and utilizing the
Random Forest classifier, achieved a weighted F1-Score of 0.74.

Barse et al. [111] identified cyber-trolling from social media. The dataset was gathered from vari-
ous sources, including YouTube API, Twitter API, web scraping, and government sources. Their main
goal was to apply the model to both text and video datasets. They developed various machine
learning and deep learning techniques, includingmulti-modal approaches such as logistic regression,
multinomial-NB, perception, random forest, bidirectional-LSTMmodel. The dataset was divided into
topic-specific categories such as misogyny, sexism, racism, xenophobia, and homophobia. Their ob-
tained experimental results showed that the Random Forest model provided highest accuracy with
96.50% than other models, including Bidirectional LSTM model.

Mollas et al. [108] detectedmulti-label hate speech in their reseach. They presented "ETHOS" (multi-
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labEl haTe speecH detection dataSet), a textual dataset based on comments fromReddit and YouTube
that was validated through the use of the Figure-Eight crowdsourcing platform. It comes in two vari-
ants: binary andmulti-label. For binary classification, they have got 80.36% accuracy from DistilBERT
model as a highest accuracy, and for the accuracies of multi-label classification using BiLSTM were
as follows: Violence: 50.86%, Directed versus Generalized: 55.28%, Gender: 70.34%, Race: 75.97%,
National Origin: 67.88%, Disability Rate: 69.64%, Religion: 71.65%, Sexual orientation: 89.83%.

Ahmadinejad et al. [36], proposedmachine learning and deep learning-based approaches for detect-
ing cyberbullies on social media. They presented an annotated dataset containing 99,991 tweets.
They showed result for both binary classification and multi-class classification. For binary classifica-
tion, the classes were: cyberbully and non-cyberbully classes, and for multi-class classification, the
classes were: non-cyberbullying, religion, ethnicity/race, and gender/sexual class respectively. They
showed 99.70% accuracy for binary classification, and 99.80% accuracy for multi-class classification
using RoBERTa model.

The table:4 contains a summary of the reviewed literature for multi-classification of cyberbullying,
and the limitation of their research to identify the gap for our research.

Table 4: Summary of existing literature on social media cyberbullying classification on multi-classifi-
cation

Maity et
al. [37]

Twitter and
Reddit memes

BERT, ResNET,
GRU

Text accuracy:
61.14% and
Image
accuracy
63.36%

multi-
label

Performance
outcome,
accuracy rate
is low

Tilti et al. [27] YouTube
comments

Bengali BERT Accuracy:
70.6%, F1
score: 0.705

multi-
class

Textual data
only

Kumari et
al. [110]

Facebook,
Twitter,
Instagram

CNN, BPSO F1-Score of
0.74

multi-
class

Focused on
Aggression’s
level

Author Name Dataset Model Name Accuracy Label

Type

Limitation

Continued on next page
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Table 4: Summary of existing literature on social media cyberbullying classification on multi-classifi-
cation (Continued)

Hossain et
al. [105]

MultiOFF and
TamilMemes

VGG19 and
m-distilBERT

Weighted
F1-scores of
66.73% and
58.59%

multi-
class

Focused on
Aggression’s
level

Barse et
al. [111]

YouTube,
tiktok, twitter
and other
social site

Random
Forest

accuracy
96.50%

multi-
class

Focused only
textual data

Mollas et
al. [108]

Reddit and
YouTube

BiLSTM accuracy
80.36%

multi-
label

Focused only
textual data

Ahmadinejad
et al. [36]

Twitter RoBERTa 99.80%
accuracy for
multi-class
classification

multi-
class

Focused only
textual data

Author Name Dataset Model Name Accuracy Label

Type

Limitation

3.2.1 Identifying Gap of The Research on Cyberbullying of Social Media

All the above mentioned existing literature on multi-class classification of cyberbullying with multi-
modal data using various deep learning models is summarized and presented in table:4. Despite the
fact that there is a lot of research has been done on cyberbullying thus far, the majority of the iden-
tified cyberbullying classified as binary (see subsection:3.1, and table:3). We also can see there are
some research: [27, 36, 59, 108, 110, 111] that worked on multi-classification, but only on textual data.
In [37], Maity et al. showed multi-labeled classification on multi-modal data, but the study did not
ended up with good outcome. Whereas Hossain et al. [105] showed result on muti-classification on
multi-modal data, the study only focused on aggression’s level (see section:3.2, table:4).

Eventhough various researchers have worked in the field of social media cyberbullying for the clas-
sification of multi-modal data, the drawback is that the majority of research has focused on either
detecting or classifying it using a binary classification system. Several types of cyberbullying have
been identified by Van et al. [112] [39], but there has been no multi-class classification of cyberbul-
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lying on multi-modal data on that basis. Thus, in this thesis, we will explore the useful transformer
architectures with multi-modal data of social media cyberbullying of multi-class classification.
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4 Research Methodology
This section explains the research methodology used to accomplish this thesis’s objective. First, we
start with describing the datasets and how data pre-processing was done in the subsection 4.1. Then,
we will detail the architectures of the used deep-learning models for the multi-class cyberbullying
classification in subsection:4.4, 4.5, and 4.6 for text, image, and multi-modal data respectively.

4.1 Datasets

In this thesis, two datasets were used. The first dataset was public dataset (see subsection:4.1.1), and
the second dataset was private (see subsection:4.1.2). Public dataset contains memes (multi-modal
data) and private datasets contain three varieties of data i.e., textual data, image data, and memes
as multi-modal data (text inside the image data). Each dataset has been classified into four classes
of cyberbullying. These classes are: non-bullying, defaming, offensive language, and aggressive. We
have explained in more details about this classes and classifications in section:4.2.1

4.1.1 Public Dataset Collection

The public dataset was downloaded from the existing studies on cyberbullying classification [37,38].
In [38], the dataset used was named as “religious hateful meme” dataset. This dataset was col-
lected from several social media platforms including Twitter, Instagram, Facebook, and Reddit and
contains data related to religiously hateful memes with 2000 images. In [37], the dataset used was
called as “sentiment-emotion-sarcasm-aware” dataset. This dataset was collected from social media
platforms like Facebook, Twitter, and Reddit. They mainly focused on Twitter and Reddit. To obtain
hashtags, the authors scraped images from Twitter and subreddits from Reddit which resulted in
approximately twenty five thousands memes and images. The dataset contained multi-modal data
related to sentiment, emotion and sarcasm-aware cyberbullying.

In this thesis, the datasets from [37,38], were considered and combined into one dataset, and named
as Public Dataset. Table:5 shows multi-modal data distribution of the public dataset. In total, the
dataset contains twenty seven thousands data of multi-modal data. The reason of working with this
dataset was because the “religiously hateful memes” dataset was readily accessible bt public and
includes hateful content. Whereas, another dataset “Religiously Hateful Memes” offers a valuable
opportunity to analyze and comprehend the scope of hatred on online platforms. This dataset en-
ables us to look at the content and context of hateful memes. The dataset allows for the identifica-
tion of patterns and trends in the creation and spread of hateful cyberbullying. On the other side,
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the “sentiment-emotion-sarcasm-aware” dataset was selected due to its multi-label structure and
public availability. Dataset includes sentiment, emotion, and sarcasm-related data with mentioning
the level of each features. One column, for instance, is labeled "Sarcasm," indicating that the dataset
may be used to identify subtle linguistic usage. With a range of "Harmless" to "Partially-Harmful"
to "Very-Harmful," the Harmful Score appears to assess the possible harm of the content, while tar-
get designates whether the harm is intended for a specific person, group, or society. This will make
it easier to classify our public dataset into the different classes, because the combined dataset had
been labeled into four classes which is defined in Section:4.2.1.

Table 5: Summary of Publicly Collected Dataset
Dataset Name Total Multi-modal DataReligiously Hateful Memes [38] 2000Sentiment-Emotion-Sarcasm-Aware [37] 25000

The figure 11 shows an example of the multi-modal data from public dataset related to cyberbullying,
where meme image is showing offensive behavior known as cyberbullying.

Figure 11: An example of meme (multi-modal data) from Public Dataset

4.1.2 Private Dataset Collection

Private dataset contains around twelve thousand textual data, around one thousand image data that
contains both image and multi-modal data content (such as: memes), which were self collected in
this thesis. The dataset was collected from Facebookix, Instagram x, YouTubexi, and TikTokxii short
videos’ comments. Comments from these abovementioned platforms had been extracted by using a
tool called APIFYxiii for Facebook and YouTube short video’s comments, TKCommentExportxiv tool for
TikTok’s comments, IGCommentExporterxv tool for Instagram reels comments. The dataset contained

ixhttps://www.facebook.com/xhttps://www.instagram.com/xihttps://www.youtube.com/xiihttps://www.tiktok.com/xiiihttps://apify.com/xivhttps://tkcommentexport.extensionsbox.com/xvhttps://chromewebstore.google.com/detail/igcommentexporter-export/
ehaaocefdhppmemaaeedemaokjooldgm
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text, images and memes (multi-modal) data related to cyberbullying. Figure:12 refers the private
dataset collection process, and figure:13 shows an example of the meme (multi-modal data) from
private dataset related to cyberbullying.
Social Media(Facebook, YouTube,Instragram, TikTok) Short Videos Comments(Texts and Images) Data Collected

Figure 12: Private Data Collection Process
Table:6 contains total data distribution of the private dataset. There are almost twelve thousand
text data and one thousand image and memes data. The reason of having only one thousand visual
data is that, in each comment section, there had more textual comments than the visual (image and
memes) comments.

Table 6: Total data distribution of private dataset
Dataset Name Total Text Data Total Images and Memes DataPrivate Dataset 12000 1000

Figure 13: An example meme data from collected private dataset

4.2 Data pre-processing

The data preprocessing techniques for text, image, andmeme (multi-modal) data for both public and
private datasets are covered in this section. We describe our method for preprocessing the data and
how we used feature extraction to build the model.

Data preprocessing is necessary because raw data frequently contains errors, inconsistencies, and
missing values, which can result in inaccurate predictions when used directly in machine learning
models [113]. Data preprocessing aims to convert raw data into a clean and organized format that is
better suited for analysis. This process ensures that the model is trained on high-quality data, result-
ing in more consistent and accurate results [114]. However, these steps has been followed for pre-
pocessing the data: Data categorization ( classify data into multiple classes ), data cleaning (dataset
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cleaning, text cleaning, image cleaning), data augmentation ( image data augmentation), and data
sampling (text data sampling, image data sampling). Each of these pre-processing steps helps to re-
fine the dataset, ensuring that the data fed into the machine learning model is of the highest quality.
Cleaned, integrated, and appropriately transformed data can reveal underlying patterns more clearly
to algorithms, resulting in more accurate predictions. Data pre-processing can improve model effi-
ciency and interpretability by reducing redundancy and simplifying features.

4.2.1 Data Preprocessing for Textual Data

In text data preprocessing, several critical processes were involved to improve the quality and rele-
vancy of textual information. Figure:14 shows all the steps involved in data pre-processing for textual
data. We have categorized the data into four classes, cleaned the data and dataset, using augmenta-
tion and sampling method in the following way.

Figure 14: The Overview of the pre-processing pipeline for the both public and private datasets’ textdata

• Data Categorization:

Initially, each dataset (both public and private dataset) has been classified into four classes for
cyberbullying. These classes are: non-bullying, defaming, offensive language, and aggressive.
The explanation of these classes are given below.

1. Non-Bullying (class-0): The data does not include any content that is insulting, defama-
tory, offensive, or contains threatening or aggressive language [25].
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2. Defaming Cyberbullying (class-1): Defaming cyber-bullying refers to behaviors in which
individuals insult or defame another. It encompasses the act of expressing offensive com-
ments, disseminating untrue or harmful information about an individual, or participating
in the defamation of someone’s character. This type of cyber-bullying is specifically tar-
geted at damaging an individual’s reputation and self-worth [39, 112].

3. Offensive Language Cyber-bullying (class-2): Offensive language cyber-bullying include
situations in which individuals employ derogatory language such as "f*cker," "bitch," and
"dog" to target someone. This form of cyber-bullying is distinguished by the utilization
of offensive, derogatory, and demeaning words, specifically targeted at undermining the
person’s honor and self-esteem [39, 112].

4. Aggressive Cyber-bullying (class-3): Such kinds of data refers to the act of making direct
threats and displaying abusive conduct towards an individual. It encompasses explicit
expressions of hurt, hateful comment, violent comment, threating comment , and ag-
gressive comment. This type of cyber-bullying is characterized by its confrontational and
intimidating demeanor, with the intention of inducing fear in the target [112, 115].

• Data Cleaning: The next step in the data pre-processing is data cleaning. In this step, we
cleaned the textual data. First, we reduced all text to lowercase, removed leading and trail-
ing spaces, and replaced newline characters with spaces. Then it removed non-alphabetic and
non-ASCII characters. Then it removed the URLs from the text. A regular expression tokenizer
was used to break down the text into individual words. Common stopwords were then re-
moved, but a custom list was created to exclude specific words from the default English stop-
word list. Single-character words were also eliminated. The remaining words were rejoined
into a single string. Finally, each word was lemmatized to its root form. Furthermore, deal-
ing with numerical values and rectifying duplicate, missing, noise, irreverent data resulted in
a cleaner and more comprehensive dataset. Figure:15 shows original the public dataset’s first
few rows and it’s prepossess data has shown in figure:16.

Figure 15: Text Data before Pre-Processing
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Figure 16: Text Data after Pre-Processing
• Data Sampling: After categorized the data into four classes, in our both datasets, we had imbal-
anced classes in text data, which could lead to biased models favoring the majority classes, so
a targeted sampling strategy was required. We used oversamplnig the minority class method
to balance the class distribution. The steps used were as follows:

– Class Distribution Assessment: First, the dataset’s existing class distributions were evalu-
ated to determine the maximum size.

– Calculation of Repetition Needs: For each class, the augmentation function computes the
number of repetitions required for each data point in order to approximate the size of the
largest class. This was accomplished by dividing the maximum class size by the size of the
current class, then subtracting one to account for the original set of samples.

– Data Concatenation: Each classwas then augmented to its calculated size, and the original
and augmented datasets were combined to create a balanced dataset.

• Feature Engineering: For the text data, the column containing the “text” has been designated
as the independent variable, while the “label” columnhas been used as the dependent variable
on column that containing the text. The categories Non-Bullying have been assigned a score
of class 0, Defaming a score of class 1, Offensive a score of class 2, and ’Aggressive’ a score of
class 3 using one-hot encoding process.

4.2.2 Data preprocessing for Images

In image data preprocessing, several critical phases were involved in the process to improve the
quality and relevancy of the images, preparing them for effective model training. Figure:17 outlines
all the steps involved in image data pre-processing.

1. Images data categorization: Initially, Public dataset and Private datasets’ images have been
categorized into four different classes i.e., Non-Bullying (class-0), Defaming (class-1), Offensive
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Figure 17: The overview of the pre-processing pipeline for both public and private datasets’ images
(class-2), and Aggressive (class-3) by studying from following research: [116–118], and AI tools:
ChatGPT.

• Categorization of images from public dataset:
– Non-Bullying (class-0): Normal image, which does not contains any defaming, sexual,
offensive, aggressive content (figure:18).

– Defaming (class-1): Contains sexual, nudity content (figure:19).
– Offensive (class-2): Showing middle finger (figure:11).
– Aggressive (class-3): Beating someone, showing weapon to someone (figure:13).

• Categorization of images from private dataset:
– Non-Bullying (class-0): Normal image, which does not contains any defaming, sexual,
offensive, aggressive content (figure:18).

– Defaming (class-1): Contains sexual, nudity content (figure:19).
– Offensive (class-2): Showing middle finger, mixing other creature’s face into people’s
face (figure:11, 18).

– Aggressive (class-3): Beating someone, showing weapon to someone (figure:13, 21).
2. Scaling and Normalization: In the next step, scaling and normalizationwere used to guarantee

that all photos have uniform dimensions and pixel intensity values, decreasing computational
complexity and enhancing training convergence. So, all images were resized to 224x224 pix-
els via a transformation pipeline. This resizing not only preserves consistency but also reduces
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Figure 18: An exampleof Class-0 image
Figure 19: An exampleof Class-1 image

Figure 20: An exampleof Class-2 image
Figure 21: An example ofClass-3 image

computational complexity by standardizing the amount of pixel data in each image. Color chan-
nel handling, such as converting images to RGB was also used as aids in focusing on key infor-
mation.

3. Data Augmentation: In the next process, data augmentation techniques were used to increase
the size of the dataset artificially and improve model generalization as follows.

• Rotation: It entails the act of turning images at varying angles, enabling the model to
identify things from diverse perspectives.

• Horizontal and vertical flipping: It replicated distinct viewpoints and perspectives by re-
flecting images.

• Random cropping: It involved extracting random sections of photos, which compels the
model to learn from various spatial contexts.

• Color littering: It involved introducing random variations to color attributes such as hue
and saturation.

4. Sampling: The dataset samplingwas done using a methodical approach which is oversampling

the minority class, in which the class with the most images sets the target for all other classes.
If any class had fewer images than this target, additional images were generated using aug-
mentation techniques until all classes have an equal number of examples. This process not
only balances the dataset but also enriches it with diverse examples, assisting in the develop-
ment of a strong model. Effective sampling techniques, such as using random splits to create
training, validation, and test sets, ensure that the model can be evaluated on various subsets
of data, reflecting its expected performance on unseen real-world data.
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5. Feature Engineering for image data: For the image data, separate folder has been created for
each classes, and images have been organized according to their respective labels as class 0,
1, 2, 3 for Non-bullying, Defaming, Offensive, and Aggressive cyberbullying. We have also used
scaling and normalization process as described in Scaling and Normalization: 2.

4.2.3 Multi-Modal Data Preprocessing

Figure:13, and 18 presenting two example of multi-modal data, where image contains text. For the
multi-modal data, at first, we needed to reduce the images’ three color channels to one before utiliz-
ing cv2.cvtColor xvi method to convert it to grayscale as shows in figure:22 in preparation for Optical
Character Recognition as OCR xvii method. By improving the contrast between the text and the back-
ground, this step helps to better distinguish the text. Next, cv2.thresholdxviii method was used to
apply binary thresholding, transforming the grayscale image into a binary image. Here, a threshold
value of 240 determines which pixels were set to white (255) and black (0). This stage was essential
for lowering background noise and raising text detection phase accuracy.

Figure 22: Greyscale image
Using an image path as input, the second step involved reading the image with OpenCV, applying the
preprocessing function, and finally performing OCR with Tesseract xix. Tesseract’s configuration pa-
rameters are designed to maximize the accuracy of recognition. In addition to a character whitelist,
it specifies the OCR EngineMode (–oem) and Page SegmentationMode (–psm), which limit the char-
acters Tesseract attempts to recognize. This improved speed and accuracy by limiting the OCR pro-
cess to only take into account the alphanumeric characters listed. After that, the extracted text was
changed to lowercase to preserve consistency and perhaps make other text processing tasks easier.

xvihttps://pyimagesearch.com/2021/04/28/opencv-color-spaces-cv2-cvtcolor/xviihttps://pypi.org/project/pytesseract/xviiihttps://pyimagesearch.com/2021/04/28/opencv-thresholding-cv2-threshold/xixhttps://en.wikipedia.org/wiki/Tesseract
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Finally text can be extracted by using Tesseract’s image_to_string function. Figure:23 shows the over-
all process of extracting text from images.

Figure 23: Process of Extracting Text from Images
After extracting the text from images, the extracted text’s had been saved with text dataset, and pre-
processed according to section:4.2.1, and the images also saved with image data and pre-processed
according to section:4.2.2 as shown in figure:24, where it has been showed that how themulti-modal
data preprocessed. From the figure, it can be understood that initially text was extracted from image
and extracted text pre-processed with other text data and image preprocessed with other image
data. However, figure:25 representing the pipeline of data-preprocessing for both public and private
dataset, which was followed in this research.

Raw Data

Image Data Multi-Modal DataText Data

Image Data forPre-Processing

See Figure:14
See Figure:17

Extracted Text Data
Process of Extract Text from Image

Figure 24: The of Multi-modal Data Preprocessing
Data of each classes after pre-processing: Table:7 explain the class distributions of both public and
private dataset after pre-processing the text, image and multi-modal data. Since the public dataset
contains memes data, which is multi-modal, we had to extract the text from the images according
to subsection:4.2.3 and then need to do text pre-processing as described in subsection:4.2.1 and
image pre-processing as described in subsection:4.2.2. Private data, contains both text, image and
memes data. For the memes data, we extracted the text from images and processes according to
subsection:4.2.3. Although initially public data had 25000 mutli-modal data, we ignored extreme
suxiality and violent content for the privacy issue from the public dataset, and avoid the data which
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Figure 25: Complete Pipeline for Data Pre-processing.
was not in english language data, which was not related with our research and data categorization.
After pre-processing, we ended upwith 25811 public data and 32773 private data. As we can see from
the table that, now every classes are almost balanced after data pre-processing.

Table 7: Total data distribution of dataset for each classes
Classes Public Dataset Private DatasetTextual Image ( image and memes ) Textual Image ( image and memes )Class 0 4439 2044 8130 257Class 1 4418 2044 8128 257Class 2 4410 2024 7952 257Class 3 4368 2024 7536 256

4.2.4 Feature Extraction

In this section, we have discussed that how we have used feature extraction method in the public
and private dataset:

Feature Extraction for Text data:

The RoBERTa, DistilBERT, BERT tokenizer converted texts into a model-suitable format. Each text
transformed into a sequence of tokens, which are then encoded as input IDs and attention masks. To
ensure consistent input size, the tokenizer pads or truncates texts to a fixed length (in this case, 256
tokens). Along with input IDs, attention masks were generated to inform the model which parts of
the token sequence should be addressed and which were simply padding.
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Feature Extraction for Image data:

Images first go through preprocessing to prepare them for processing. This includes resizing them to
a standard size (224x224 pixels) and converting them into tensor format. After splitting each image
into fixed-size patches, such as 16 by 16 pixels, the ViT model linearly converted these patches into
patch embeddings. Within each patch, these embeddings capture local visual features.

Feature Extraction for Multi-modal data:

The feature extraction process was used to extract and classify features from both textual and visual
data using advanced deep learning algorithms as shown in figure:26.

Figure 26: Pipeline for Feature Extraction.
Initially, we installed installs Tesseract-OCR, an open-source optical character recognition tool that
extracted text from images. Pytesseract, a Python wrapper for Tesseract, also installed to make text
extraction easier within the Python environment. To improve text visibility during preprocessing, im-
ages transformed using OpenCV, which included bilateral filtering, grayscale conversion, and thresh-
olding. These steps were necessary for getting images ready for effective text extraction. The ex-
tracted text was then passed through a RoBERTa tokenizer, which converted it into a series of tokens
that the RoBERTa model used for classification. Parallel to text processing, the script uses a Vision
Transformer (ViT) for image classification. The ViT model, which was pre-trained on a large dataset,
analyzed the images directly. The feature extractor converted the images into a tensor of pixel values,
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which the ViT model then used to classify the image content.

4.2.5 Split Data into Training and Validation Datasets

We have taken independent column that contains text data, and label column as dependent data for
training and validation the model for classifying text. Similarly, for the image data, we have taken
the images folder’s name:0, 1, 2, 3 as dependent variable that has been named according to it’s label
as mentioned in section:4.2.4 and taking the images inside these folder’s as dependent variable for
training, and validation the model.

To create an unbiased and generalizable cyberbullying classification model, the datasets were care-
fully divided into subsets for training, validation, and testing. Weused a standard split ratio, allocating
80%of the data for training, allowing themodel to learn and recognize patterns in cyberbullying com-
ments. The remaining data was divided equally into two groups: 10% for validation, which is used
to fine-tune model hyperparameters and prevent overfitting, and 10% for testing, which provides an
unbiased evaluation of the model’s performance.

Both the public and private datasets, which included textual, image and memes data, were pre-
processed to ensure the input data’s consistency and quality. The splitting was done at random to
ensure that the data was diverse across all sets and to avoid any bias that could skew the model’s
learning.

4.3 Proposed Solution

For classifyingmulti-class cyberbullying, we proposed solutions for both public and private dataset in
this section. The first step is multi-modal data collection and which is explained in subsection:4.1, the
next stage involves pre-processing of the multi-modal data and explained in subsection:4.2. Feature
extraction is a necessary step that applied text, image, and multi-modal data for converting the data
into machine readable format as described in subsection:4.2.4. Next, the subsequent stage involves
developing deep learning models to train multi-modal data. The model is then tested to obtain the
desired output i.e., multi-class cyberbullying classification.

The figure 27 shows proposed solution for the public dataset. The diagram illustrates an architectural
design that exhibits a well-defined and sequential progression of data from input to classification. At
the beginning, input receives three types of data: text, images, and text derived from images. After
doing data preprocessing and feature extraction, the next step will be to apply the transformer mod-
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Figure 27: The proposed solution for public dataset
els for both textual and image data. For the text data in the public dataset, the four deep-learning
models such as: LSTM, Hybrid model(CNN+LSTM), GRU, BERT, DistilBERT, and RoBERTamodels will be
applied for analyzing the data. Further, image datawill be used as input to the collection of image pro-
cessingmodels, including the ResNet-50, Convolution Neural Network (CNN), and Vision Transformer

(ViT). OCR is a technique used to extract text from the images which contain text. This extracted text
data will be then trained using the RoBERTa model, and the images data will be trained using the ViT
model. Later Hybrid (RoBERTa+ViT) model used for multi-modal data using the late fusion module.
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Figure 28: The proposed solution for private dataset

Figure:28 represent the proposed solution for the private dataset. for the private dataset, text data
was processed using a RoBERTa model for text analysis. Whereas, input images were analyzed us-
ing image processing model i.e.,Vision Transformer (ViT) 4.5.3. For the multi-modal data, text was
extracted from image, and extracted text data preprocessed with other text data and multi-modal
image data preprocessed with image data. Later Hybrid (RoBERTa+ViT) model used for multi-modal
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data using the late fusion module. The reason for not using same models as public data’s has ex-
plained in the following chapter:5.

4.4 Network Architectures for Text Data Classification

For classifying multi-class cyberbullying using text data, we employed six deep learning models.
These choices were made based on their popularity and use in the current state-of-the-art on the
cyberbullying classification.

4.4.1 Hybrid(CNN+LSTM) Model

The first considered model was Hybrid(CNN+LSTM) model. Figure:29 shows the used hybrid model’s
(CNN+LSTM model) architecture for text data classification. For text classification tasks, the hybrid
model presented combines layers of a convolutional neural network (CNN) with long short-term
memory (LSTM). With the architecture’s fast handling of sequential data, text inputs can be used
to extract both local and global properties. Initially, the input words were converted into dense vec-
tor representations using an embedding layer. Capturing the semantic links between words requires
the use of this layer. Next, we applied SpatialDropout1D, which provides regularization by dropping
complete 1D feature maps at random.

After that, feature extraction was performed using a 1D convolutional layer (Conv1D) with ReLU ac-
tivation. The most crucial information was preserved while the dimensionality of the features were
decreased in the next MaxPooling1D layer. Bidirectional LSTM layers, which process the input se-
quences both forward and backward, were then incorporated into the model. Because it is bidirec-
tional, the model was able to accurately represent long-term interdependence. After every LSTM
layer, dropout layers were added to avoid over-fitting. In order to force the model to learn more
resilient representations, these layers randomly discard a portion of the units during training. The
output of the LSTM layers was reshaped into a format appropriate for Dense layers by a Flatten layer.

The last classification operation was then carried out by Dense layers with ReLU activation. To pre-
dict probabilities across the classes, the output layer makes use of a softmax activation function. The
Sparse Categorical Crossentropy loss function and adam optimizer were used to compile the model
during training. ModelCheckpoint, EarlyStopping, ReduceLROnPlateau, and other callbacks were in-
troduced to track validation performance and modify the training procedure as necessary. All things
considered, the hybridmodel combines the advantages of LSTMs for capturing sequential dependen-
cies and CNNs for feature extraction, making it an excellent choice for text classification problems.
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Figure 29: The Used CNN+LSTM Architecture for Text Data Classification

4.4.2 LSTMModel

The second considered model was hybrid(CNN+LSTM) model. Figure:30 depicted the architecture of
LSTM model for text data classification. Two layer LSTM model was used for public text data multi-
class classification. The model’s initial layer, called the embedding layer transforms the language
input into a continuous, lower-dimensional vector space. In this design, a 128-dimensional vector
represents each word. In order to help neural networks comprehend textual data, this layer was es-
sential for capturing the semantic links between words. After the Embedding layer, a dropout layer
with a dropout rate of 0.5 was added to reduce over-fitting. Dropout reduces the model’s inclination
to rely on particular features by arbitrarily removing entire 1D feature maps. Then, two LSTM layers
were used by the model. With 50 units, the first LSTM layer gives sequences back to the next layer
so that the latter can get all of the sequence information.

The goal of the second LSTM layer, which has 50 units as well, was to capture higher-level temporal
representations devoid of sequence returns. To further minimize over-fitting, Dropout layers with
a dropout rate of 0.5 were introduced between the LSTM layers. These layers helped the model to
build more resilient representations by randomly setting some of the input units to zero during train-
ing. The model had a dense layer with 32 neurons and ReLU activation for classification after the
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Figure 30: The used LSTM Architecture for Text Data Classification
LSTM layers. The learned features gain a degree of abstraction from this layer. To add evenmore reg-
ularization, a final Dropout layer with a dropout rate of 0.5 was placed before the output Dense layer.

A dense layer with a softmax activation function makes up the output layer, which makes it easier
to categorize the dataset’s multiple classes. The Sparse Categorical Crossentropy loss function and
Adam optimizer were used to optimize the model during compilation. An EarlyStopping callback
was utilized to restore the optimal weights based on validation loss and to monitor the overfitting
risk. Overall, this model architecture efficiently handles multi-class classification tasks on textual
data by combining dropout regularization with the ability of LSTM networks to capture temporal
dependencies. Adding callbacks, like EarlyStopping, improves the model’s performance and training-
time generalization abilities.

4.4.3 GRU Model

In the used GRU model as thired considered model for text data, an embedding layer was the first
layer in the model, and it transforms the input vocabulary into dense vectors with a fixed size. In
this setup, a 128-dimensional vector represents each word. In order to analyze textual data in neural
networks, this layer aids in capturing the semantic links between words. After the Embedding layer,
a dropout layer with a dropout rate of 0.5 was added to reduce over-fitting. During training, dropout
randomly removes neurons, which lessens themodel’s dependence on certain features and improves
generalization. Two GRU layers are then used to process the sequence. With 50 units, the first GRU
layer provides sequences to the next layer so it can get all of the sequence information.

The goal of the second GRU layer, which has 50 units as well, was to capture higher-level tempo-
ral representations devoid of sequence returns. To further prevent over-fitting, dropout layers with
a dropout rate of 0.5 were introduced between the GRU layers. In order to encourage strong fea-
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ture learning, these layers randomly change a portion of the input units to zero during training. The
model had a Dense layer with 32 neurons and ReLU activation for classification after the GRU layers.
The learned features gain a degree of abstraction from this layer. To add even more regularization,
a final dropout layer with a dropout rate of 0.5 was placed before the output Dense layer. A dense
layer with a softmax activation function makes up the output layer, which makes it easier to catego-
rize the dataset’s multiple classes. Figure:31 depicted the architecture of LSTM model for text data
classification.

InputLayer Dropout
GRU Layer

Layer GRU-1Layer GRU-2Layer DenseLayer DropoutLayer OutputSoftMax
Layer

Class 0
Class 1
Class 2
Class 3

Figure 31: The Used GRU Architecture for Text Data Classification

4.4.4 BERT Model

Figure 32: The Used BERT Architecture for Text Data Classification
The BERT model was the fourth considered model. In the BERT model architecture as shows in fig-
ure:32, raw text data was introduced into the system at the first layer. To process this data, a tok-
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enizer was first used, which divided it into meaningful segments known as tokens, which were typi-
cally words or subwords. After passing through an embedding layer, each token is converted into a
high-dimensional vector that includes both context and semantic meaning. The BERT model used a
multi-layered structure, with each layer designed to iteratively refine the information. As the data
flows through these transformer blocks, it was constantly processed, with each block contributing to
a more refined understanding of the textual input based on both the context provided by surround-
ing words and the inherent meaning of each word.

The data arrived at the classification head after passing through all of the transformer blocks. This
model component was responsible for translating the transformer blocks’ complex representations
into a simpler format known as logits. These logits were the unprocessed, raw predictions produced
by the deep learning model’s final layers. These logits were then converted to probabilities using
the SoftMax function. This function was critical in classification tasks because it converted logits into
probability distributions across predicted classes, allowing the most likely class to be determined for
each input.

4.4.5 DistilBERT Model

Figure 33: The Used DistilBERT Architecture for Text Data Classification
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In the current architecture of DistilBERT model as fifth considered model for textual data as shows
in figure:33, raw text data enters the system at the first layer. To process this data, a tokenizer is
first used to separate it into meaningful segments known as tokens, which are usually words or sub-
words. An embedding layer transforms each token into a high-dimensional vector that contains both
context and semantic meaning. The model used in this setup was the DistilBERT, used six trans-
former blocks. As the tokenized data passes through these transformer blocks, it was continuously
processed, with each block designed to iteratively refine the information. This refinement process
improved the model’s understanding of the textual input by leveraging both the contextual relation-
ships established by adjacent words and each word’s intrinsic semantic properties.

The data is routed through the transformer blocks before arriving at the model’s classification head.
This model component is critical because it converts the complex representations created by the
transformer blocks into a simpler and more understandable format known as logits. These logits
represent the unprocessed predictions made by the deep learning model’s final layers. To complete
the classification process, these logits were converted into probabilities using the SoftMax function.
This function was important in classification tasks because it converts logits into a probability distri-
bution across predicted classes, making it easier to determine the most likely class for each input
based on the calculated probabilities. This enables the model to predict the class with the highest
probability as the output for the given input text, which was an important step in determining the
final prediction.

4.4.6 RoBERTa Model

The used RoBERTa model for textual data classification was sixth and last considered model, it is de-
picted in the figure:34. In this architecture, raw text data was added to the system at the bottom. A
tokenizer was used to first process this data, dividing the text into meaningful chunks called tokens,
which were typically words or subwords. After passing through an embedding layer, each token was
transformed into a high-dimensional vector that includes context and semantic meaning. Twelve
blocks are stacked on top of one another in RoBERTa models. These blocks refine information itera-
tively by passing on its output from one block to the next.

The classification head receives the data after it passes through the transformer blocks. This por-
tion of the model was in charge of translating the intricate representations that the Transformer
Blocks produce into a more straightforward format known as logits, which were unprocessed, raw
predictions that a deep learning model produces in its last layers. The SoftMax Function was then
used to convert these logits into probabilities. For tasks like classification, where we want to know
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Figure 34: The Used RoBERTa Architecture for Text Data Classification
the probability that a given input belongs to a certain class, this function transforms the logits into
a probability distribution over the predicted classes. And lastly, in the Final Prediction, the model
predicts the class with the highest probability as the output for the given input text based on the
probability distribution.

4.5 Network Architectures for Image Data Classification

Three deep learningmodelswere utilized to classify cyberbullying based onmultiple classes for image
data.

4.5.1 ResNet-50 Model

ResNet-50 model was the first considered model for image data. In the ResNet-50 architecture ( see
figure:35), as processed image data passes through the convolutional layers, each layer applied a set
of filters to extract various image features, such as edges, textures, and complex patterns. These
layers were intended to iteratively refine the information, improving the model’s understanding of
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the visual content by taking advantage of both the hierarchical nature of features in images and the
spatial relationships between different objects within them. Once the image data passed through the
convolutional layers, it reached the model’s classification head. This component was critical because
it converted the high-level feature representations generated by the convolutional layers into a sim-
pler andmore understandable format known as logits. These logits are raw, unprocessed predictions
made by the deep learning model’s final layers.

Figure 35: The Used ResNet-50 Architecture for Image Data Classification
To finish the classification process, these logits were converted into probabilities using the SoftMax
function. This function was essential for classification tasks because it converts logits into a probabil-
ity distribution across predicted classes, making it easier to determine the most likely class for each
input based on calculated probabilities. As a result, the model predicts the class with the highest
probability as the output for the given input image, which was an important step in determining the
final prediction. Thismethodical approach enables the ResNet50model to effectively classify images,
demonstrating the power of convolutional neural networks in handling complex image data.

4.5.2 CNN Model

The Convolutional Neural Network (CNN) architecture was the second considered model for image
classification tasks, which is depicted in the figure:36. An image was first input into the network to
start the process. The convolutional layer (Conv2d-1) was the first layer. It uses a number of filters to
identify fundamental features like edges and textures. The Rectified Linear Unit (ReLU-1), a nonlinear
activation function, was subsequently applied to the featuremaps produced by the convolution. This
adds non-linearity to the model, enabling it to learn increasingly intricate patterns.

Following the activation function, a Max Pooling layer (MaxPool2d-1) was employed to shrink the
representation’s spatial size. This reduces the number of parameters and computation in the net-
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Figure 36: The Used CNN Architecture for Image Data Classification
work and aids in the management of over-fitting. Following processing, the data was run through
two additional convolutional, ReLU activation, and max pooling layer sequences (Conv2d-3, ReLU-3,
MaxPool2d-3 and Conv2d-2, ReLU-2, MaxPool2d-2). In order to identify more complex features in
the image, these layers function gradually.

There were two linear (fully connected) layers in the network. The first, called Linear-2, reduces over-
fitting by transforming the high-dimensional vector to an intermediate dimension (512 units). This
was followed by ReLU-4, another activation, and a dropout layer with a dropout rate of 0.5. These
features were mapped to the output classes, which correspond to the various dataset categories, by
the last linear layer, Linear-1.

4.5.3 ViT Model

ViT model was the third and last considered model for image data. The model architecture that is
offered makes use of the Vision Transformer (ViT) to enhance picture classification capabilities. The
number of classes in the training dataset used to define the model’s configuration at first, and the
pre-trained ViT configuration ’google/vit-base-patch16-224-in21k’was used to initialize the ViTmodel
in particular for image classification. The model is then transferred, if possible, to the GPU to maxi-
mize computational efficiency. A Cross-Entropy Loss function was used for training, which is perfect
for multi-class classification.

The Vision Transformer (ViT) neural network architecture for image classification is depicted in the
figure:37. An input imagewas first split into patches, whichwere discrete, uniformly-sized portions of
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the image. In the "Patch Extraction" stage, these patches were then flattened into one-dimensional
vectors. In order to preserve the sequence order—which was essential for the model to compre-
hend the image layout—these flattened patches were then provided with positional information.
“Add Position Embeddings” was the process of providing each patch with additional information to
indicate its position in the original image. This embedding helped the Vision Transformer model un-
derstand the spatial relationships between patches, allowing it to reconstruct the image’s original
layout and structure during analysis. By combining positional embeddings with flattened patch vec-
tors, the model processed the patches in a meaningful order, capturing spatial patterns required for
accurate image classification.

Figure 37: The Used ViT Architecture for Image Data Classification
Afterwards, the positionally embedded patches were fed into a stack of encoders from the trans-
former model called a Transformer Encoder. By processing these sequences using its self-attention
mechanisms, the Transformer Encoder allows the model to focus on different areas of the image
during prediction. Ultimately, an MLP (multi-layer perceptron) head receives the output from the
Transformer Encoder and used it to classify the image into different categories by interpreting the
encoded features. Fine-grained understanding and recognition are made possible by this architec-
ture, whichwas taken advantage of the transformer’s sequence handling capability to process images
in segments rather than as a whole.

4.6 Network Architecture for Multi-Modal Data Classification

A hybrid (RoBERTa+CNN) model was used for multimodal data. If the input was received text data,
RoBERTa model was applied on the given text data to classify the data following the section:4.4.6. If
the input was received image data, ViT (section:4.5.3) model was applied on the given image data.
However, when an image contained multi-modal data ( known as memes data), the first step was to
extract the text as mentioned in section:4.2.3. This could include recognizing and isolating written
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words or numbers from the visual background, allowing the textual content to be analyzed indepen-
dently of the image. Then the extracted text was analyzed to determine its meaning using RoBERTa
model of section:4.4.6. This analysis may focus on understanding the text’s language, context, or
sentiment, allowing for more information about what the image depicts or was associated with. Af-
ter that, image processing involved analyzing both the image and the text. This stage of the process
focused on interpreting visual elements like objects, colors, and spatial relationships in the image
using ViT model according to section:4.5.3. This analysis seeks to comprehend what the image rep-
resents on a visual level. To be more specific, we were using Hybrid Model (RoBERTa + ViT) to classify
multi-modal data.

The process used late fusion module ( explained in section:4.6.1) in which the features of text and
images were processed independently and then combined for prediction at a later time. This method
uses separate models—RoBERTa (see section:4.4.6) for text and ViT ( see section:4.5.3) for images to
process inputs that were text and image-based. The final predictionwas then produced by combining
the predictions from the two models. The process concluded once both the text and the image had
been classified. Figure:38 shows the architectural in flowchart diargram of multi-modal data with
hybrid (RoBERTa and ViT) model and late fusion for getting the final result for text and image label’s
cyberbullying.

Figure 38: Architecture of Multi-Modal Data with Hybrid Model on Late Fusion Module
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4.6.1 Late Fusion Module

We used the late fusion module in our thesis for multi-modal data. For classifying the multi-modal
data, the late fusion module combined text and image data processing using separate hybrid Model
(RoBERTa+ViT). This module performs decision-level fusion by combining the final predictions from
two different models (RoBERTa for text and Vision Transformer for images) to provide a comprehen-
sive assessment of the presence of cyberbullying. The decision to label the fusion as "late" stems
from the fact that data integration occurs at the end of the process, after each input type was indi-
vidually analyzed and classified.

Initially, the text input was processed using a pre-trained RoBERTa model, which allowed the system
to extract semantic features and predict text labels. Images were processed simultaneously using a
Vision Transformer (ViT) model, which extracted visual features and predicts image outcomes. Late
fusion occured when the predictions from both modalities were combined at the end to produce the
final result. This combined approach enabled the system to capture information from both text and
images which is depicted in figure:39.

Figure 39: Process of Late Fusion Module
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They key features of late fusion module for our work were as follows:
• Integration: Combines results from independent analyses on various types of data (text and
images).

• Decision-Making: Decision-Making the final output based on the results of these individual
analyses, using logic to resolve any discrepancies between them as pseudocode:1. The pro-
cess begins with determining whether both text and image classifications (text_class and im-

age_class) are available. This indicates that the input data contains multiple modalities. If
both classifications are present, the process then determines whether the classifications from
the text and image are the same. If both modalities agree and classify the content as non-
cyberbullying (text_class == 0 and image_class == 0), the process displays the message that
input does not contain any cyber-bullying. If both modalities agree and identify the same type
of cyberbullying, a message is displayed indicating that the input contains a specific class of
cyberbullying, with the class identified. If the classifications disagree (i.e., text_class does not
equal image_class), the process displays amessage indicating that cyberbullying exists but that
the text and image have different labels (classes). If either the text or the image classification
is missing, the process concludes that the input is not multi-modal data and displays an appro-
priate message. The process ends once the appropriate fusion_message is set based on the
conditions listed above.

Algorithm 1 Fusion Logic Decision Making Logic for Multi-Modal Data
1: Begin
2: if text_class is not None and image_class is not None then
3: if text_class == image_class then
4: if text_class == 0 then
5: fusion_message← "Input does not contain any Cyber-bullying."
6: else
7: fusion_message← "Input contains this class {text_class} of cyberbullying."
8: end if
9: else
10: fusion_message ← "Input contains cyberbullying. Text label is: {text_label} and Imagelabel is: {image_label}"
11: end if
12: else
13: fusion_message← "This is not Multi-Modal Data!"
14: end if
15: End

• Output Synthesis: It creates a cohesive response that is presented to the user, effectively com-
municating the findings of the cyberbullying detection analysis.
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4.7 Models Deployment and Evaluation

In this section, we have discussed about fusion module, model’s testing by performance evaluation,
and model deployment. In subseciton:4.6.1, we have discussed that which fusion model we have
used for making decision for multi-modal data. We have discussed about testing and evaluation
for the model in subsection:4.7.1. We have described the procedure of model deployment’s in the
subsection:4.7.2.

4.7.1 Models Testing

Ten percent of the data had been reserved for validation to prevent over-fitting, and rest ten percent
data has been used for testing the result. By employing early stopping in ourmodel with the patience
set at three epochs, we will be able to prevent over-fitting and evaluate the model’s performance
during the training set by analyzing this unique set of data. We evaluated the test set’s performance
after themodel has been trained. Next, wewill compute the performancemeasures such as accuracy,
precision, recall, ROC curve for each class, AUC for each class, and a confusion matrix to evaluate the
models’ performance. Subsection:2.3.10 has detailed description of each performance metric.

4.7.2 Models Deployment

After developing the deep learningmodels, thesemodelswere deployedon a graphical user-interface
(GUI) using Flask Python Web Frameworkxx. Figure:40 shows the use-case diagram for the sytem
process of GUI, it defines the process by which a GUI receives inputs in the form of text, images, or
multi-modal data. After deployment, the GUI enables the users to choose between public and pri-
vate dataset types. Then, users can enter text data, and upload an image to see which cyberbullying
classification the text and image belong to.

Algorithm:2 describes the full procedure of model deployment, and how the models are respond-
ing to multi-modal data. The GUI was developed using tools such as HTML, CSS, and JavaScript. The
Flask application, which was the foundation formanaging incoming requests and coordinatingmodel
predictions using python program. The program carefully pre-processes the data after receiving user
inputs to make sure that text and image inputs were formatted correctly for the model to use. The
deep learning model’s tokenizer (for RoBERTa and ViT) encrypts the input text for text data, while
image preprocessing does binary thresholding and grayscale conversion to improve readability. The
associated classification model for text classification and for image classification—were then fed the

xxhttps://flask.palletsprojects.com/
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Figure 40: Use Case Diagram for Model Deployment Process
Algorithm 2 Process Input through GUI
1: Start
2: Input: Receive an input through the GUI (Text or Image)
3: if the input is Text then
4: Use the RoBERTa model to process the text.
5: End process
6: else if the input is an Image then
7: Check if the image contains any text.
8: if the image contains text then
9: Apply the Text Extracting procedure to extract text.
10: Use the RoBERTa model to process the extracted text.
11: Use the ViT (Vision Transformer) model to process the image.
12: Compare text and image processing results
13: Generate fusion message based on comparison
14: End process
15: else
16: Use the ViT model to process the image directly.
17: End process
18: end if
19: end if
20: Render results on the GUI using a template
21: End

pre-processed data.

Next, RoBERTa model was used for text classification. For direct image classification, the script used
a Vision Transformer (ViT) model in tandem. Then, we loaded RoBERTa and ViT models as Hybrid
Model formulti-modal data to generate prediction for unseen data applying late fusionmodule. After
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generating predictions, the program compiled the findings and showed them to the user on a results
page. Users can examine any text extracted from uploaded photos as well as the expected text label
and predicted image label here. Class descriptions were given to enhance the user’s comprehension
by providing an explanation of each predicted label. The program has strong error handling features
to strengthen user experience.

Figure 41: Flow Chart Diagram for Model Deployment Process
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Figure:41 represents the flow-chart diagram to represent themodel-deployment processmore clearly.
RoBERTa processes text inputs, and checks images for embedded text. Before ViT processes the im-
age, RoBERTa extracts and analyzes any text that has been detected. Pictures without any text are
processed directly by ViT. Every path concludes with the corresponding processing step.

4.8 Computing Resources

To perform the experiments, the following configurations were taken into consideration:

4.8.1 Hardware Configuration

The generated models’ performance and efficiency are closely correlated with the underlying infras-
tructure. A high-performance Intel(R) Core(TM) i7-10750H processor with a base clock frequency of
2.60GHz was used to train our models. Additionally, an NVIDIA GeForce GTX 1650 Ti Discrete 4GB
GDDR6 DirectX 12 GPU was installed on this system. With 4GB of RAM and support for DirectX 12,
this specific GPU type offers superior graphical performance.

4.8.2 Software and Libraries

We have used a Windows 11 Pro operating system. Block and Arrows xxi, and Inkscape xxii software
were used for drawing the figures. Google colab pro+ xxiii, and Jupyter Notebookxxiv has used to run
the deep-learning models. For the model deployment, Visual Studio Codexxv has been used.

The Python programming languagewas used for the data preprocessing, andmodel development. As
a result, there need to install several libraries, such as: PyTorchxxvi, TensorFlowxxvii, nltkxxviii, Numpy
xxix, Pandasxxx, Matplotlibxxxi, sns barplot xxxii, cv2 xxxiii, Scikit-Learn xxxiv, Flaskxxxv and other.

xxihttps://www.blocksandarrows.com/xxiihttps://inkscape.org/xxiiihttps://colab.research.google.com/xxivhttps://jupyter.org/xxvhttps://code.visualstudio.com/xxvihttps://pytorch.org/xxviihttps://www.tensorflow.org/xxviiihttps://www.nltk.org/xxixhttps://numpy.org/xxxhttps://pandas.pydata.org/xxxihttps://matplotlib.org/xxxiihttps://seaborn.pydata.org/generated/seaborn.barplot.htmlxxxiiihttps://pypi.org/project/opencv-python/xxxivhttps://scikit-learn.org/stable/xxxvhttps://flask.palletsprojects.com/en/3.0.x/
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5 Experiments and Results
This chapter begins with outlining the experimental configuration used to conduct the experiments
for classifying the cyberbullying. Then the obtained results from each experiments will be presented.

5.1 Experimental Setup for Multi-class Classification

We used the following experimental setup and the hyper-parameter tunning process in order to con-
duct multiple experiments:

5.1.1 For text data classification

To classify cyberbullying using text data of public dataset, models such as Hybrid (LSTM+CNN), LSTM
, GRU , BERT, DistilBERT, and RoBERTa models (see subsection: 4.4.1, 4.4.2, 4.4.3, 4.4.4, 4.4.5 and
4.4.6 ) were used. However, for private dataset’s text data, only RoBERTa model was used as men-
tioned in subsection:4.4.6.

5.1.2 Hyperparameter tuning for text data

To optimize the model performance, we used the same hyper-parameter tuning approach for all
deep-learning models to classify using both datasets’ text data.

For each model, we tuned the hyperparameters using the validation dataset with batch sizes of 20,
epoch size of 20, and Adam optimizer. During the training phase, we also employed early stopping
with patience three to prevent needless runs after no improvements within three epochs. Since we
needed to achievemulti-class classification, we decided to utilize SparseCategoricalCrossentropy xxxvi
entropy as our loss function for textual data since our label’s are in integer format. Since accuracy,
f1-score, precision, and recall showed us about the model’s efficacy, we had chosen it as our perfor-
mance statistic.

5.1.3 For image data classification

Using ResNet, CNN and ViT model (see subsection:4.5.1, 4.5.2, and 4.5.3), multiple experiments were
conducted on image data from public datasets to categorize cyberbullying. On the another hand, we
used ViT model as mentioned in subsection:4.5.3 for classifying the private dataset’s image data.
xxxvihttps://www.tensorflow.org/api_docs/python/tf/keras/losses/SparseCategoricalCrossentropy
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5.1.4 Hyperparameter tuning for image data

To optimize the model structure, we used the same hyper-parameter tuning approach for all deep-
learning models for public dataset. For the public dataset, we used the validation dataset to modify
the hyperparameters for each tested model configuration. The CNN and ViT models underwent 20
epochs of training with a batch size of 20. Three epochs of early stopping were allowed for in order to
prevent overfitting and pointless training after themodel stops improving. The CrossEntropyLoss xxxvii
algorithmwas applied to the image classification task. This algorithmwas appropriate for multi-class
classification problems in which the class labels are given as integers. We used accuracy as ameasure
ofmodel performance since it offers a simple way to assess howwell themodel classified the images.

On the another hand, for the private data, we used random search method (see subsection: 2.3.9)
for both training and validation datasets in a thorough hyper-parameter tuning process as part of
our ViT model. A thorough evaluation of the model’s performance was conducted through a series
of trials with various combinations of batch sizes and learning rates. In particular, batch sizes varied
between 8, 16, 32, and 64. We ran ten different trials, each consisting of twenty epochs, in order to
identify the optimal model parameters based on the observed validation loss and accuracy. Every
configuration underwent training and validation stages during these trials, which allowed us to sys-
tematically evaluate the model’s functionality and generalizability. Three epochs of patience were
used to incorporate an early stopping mechanism into the training process.

In order to save computational resources and avoid over-fitting, this strategywas created to end train-
ing early if improvements in validation losswere not observed. Wehad chosen to usenn.CrossEntropyLoss
entropy as our loss function for textual data becausewe need to achievemulti-class classification and
our labels are in integer format. Based on its superior validation performance, the best model con-
figuration was ultimately chosen, and its efficacy was then thoroughly assessed on the test dataset.
We selected accuracy as our performance statistic because it provides insight into the effectiveness
of the model.

5.1.5 For multi-modal data classification

We used hybrid(RoBERTa+ViT) model for multi modal classification as described in subsection:4.6 for
both public dataset and the private dataset.

xxxviihttps://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
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5.1.6 Hyperparameter tuning for multi-modal data

In the subsection:38, we described that, how we extracted the text from images within the multi-
modal data, and combined the extracted text data’s with other text data, and memes image with
other images. So, for the extracted text data, we followed subsection:5.1.2, and for the image data,
we followed the subsection:5.1.4. Later, we combined RoBERTa model, and ViT model together as
hybrid(RoBERTa+ViT) model.

5.2 Results

In this section, we have presented and have discussed the obtained results of a series of experiments
conducted on both datasets.

5.2.1 Experimental Results on The Public Dataset

As mentioned before, to classify the cyberbullying, we used memes (multi-modal) data from pub-
lic dataset. After extracting text from the memes, text data was trained by experimenting with six
models such as Hybrid(CNN+LSTM), LSTM-2, GRU, BERT, DistilBERT, and RoBERTa models. Whereas,
image data was trained by utilizing CNN and Vit model (see subsection:4.4, and 4.5). Later Hybrid
model was used for multi-modal data, which described in subsection:38. All the obtained experi-
mental results of these models can be seen in Table 8 for text data, and for image data in table:9.
Table:10 shows the result of hybrid model for multi-modal data.

Results of Textual Data

Table:8 shows the obtained experiment results by using several deep learningmodels on textual data.
Model Name Test Accuracy Recall F1-Score Precision

Hybrid (CNN+LSTM) 0.490 0.492 0.363 0.316
LSTM-2 0.477 0.48 0.39 0.39
GRU 0.506 0.49 0.37 0.32
BERT 0.977 0.977 0.977 0.977

DistilBERT 0.991 0.991 0.991 0.991
RoBERTa 0.992 0.992 0.992 0.992

Table 8: Performance of various Deep-Learning Models for Textual Data of Public dataset
Experiment - 1 for text data using hybrid (CNN+LSTM) model

In this first experiment, we trained the hybrid (CNN+LSTM)model (see subsection:4.4.1) in classifying
multi-classes cyberbullying using the textual data and the obtained results can be seen in the table:8.
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This model demonstrated a moderate level of performance, as indicated by a test accuracy of 0.490.
The Recall score of 0.492 indicated that it had the ability to correctly identify almost half of the
relevant cases. Nevertheless, the f1-score and precision of the model were relatively low, measuring
at 0.363 and 0.316, respectively. This indicated that there were concern regarding the accuracy and
balance of its predictions. The reason of not performing well could be, the limited use of twenty
epochs, due to the absence of a supercomputer, may had led to inadequate training of the model,
thus causing inaccurate classification of the data. However, The performance for each classes has
shown in appendix:A.1.1.1, in table:14.
ROC-Curve: To test the hybrid model’s performance graphically in the first experiment, we mea-
sured the ROC-AUC curve and can be seen in figure:42. From the figure, it can be seen that themodel
performs exceptionally well for class 0, but its effectiveness noticeably declines for the other classes,
as indicated by the ROC curves for classes 1, 2, and 3, even though they are significantly lower than
Class 0.

Figure 42: ROC-AUC of Hybrid model for Textual Data

Confusion Matrix: The confusion matrix was computed for hybrid model (CNN+LSTM) and can be
seen in figure:43. Thematrix demonstrates howwell the model performed in classifying four distinct
classes, primarily correctly identifying the intended classes. Class 0 demonstrated its ability to accu-
rately identify this class with 455 correct predictions and very few errors. Class 1 had 455 accurate
predictions , making it a flawless classification. With 428 accurate predictions for classes 3 likewise
produced impressive results; however, class 1 and 2 were mistakenly classified, indicating potential
feature overlap or sensitivity problems in these classes. Confusion matrix for each classes for hybrid
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model (CNN+LSTM) has shown in appendix: A.1.1.1.

Figure 43: Confusion Matrix of Hyrbid(CNN+LSTM) model on Public Data
After experimenting with confusion matrix, the performance indicating that the system’s ability to
classified actual cases of cyberbullying was not good. There might occure resemblance between
classes 1, 2 and 3, making it difficult to accurately categorize the data, resulting in potential misclas-
sifications.
Experiment - 2 for text data using LSTM-2 model

we trained the LSTM-2 model (see subsection:4.4.2) as second experiment to classify cyberbullying
using textual data, and the results are shown in the table:8. The table shows that themodel achieved
a test accuracy of 47.7% and a f1-score of 39.0% , marginally worse than those of the CNN+LSTM
model. The reason could be, because we lacked a supercomputer and only used twenty epochs, as a
result the model may not have been trained enough, and leading to incorrect data classification. The
performance for each classes has shown in appendix:A.1.1.2, in table:15.
ROC-Curve: The Figure:44, shows the overall ROC-AUC curves of LSTM model, which provide ad-
ditional insight into the model’s discriminative ability across these classes. The ROC curves showed
that class 0 performed well, with an AUC of 0.99, indicating that the model is extremely accurate in
this class. However, performance in the other classes falls significantly, with class 1 at 0.71, class 2 at
0.51, and class 3 at 0.76, highlighting themodel’s difficulty in effectively distinguishing between these
types of cyberbullying.
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Figure 44: ROC-AUC of LSTM model for Textual Data
ConfusionMatrix: In the figure:45, the confusionmatrix for the LSTMmodel display amixed perfor-
mance on confusion matrix. While class 0 was handled effectively by classifying 453 data accurately
by themodel, class 2 also classified 351 data accurately, there were pronounced deficiencies in recog-
nizing classes 1, and 3, necessitating further refinement and training. The confusion matrix for each
class can be found in A.1.1.2.

Figure 45: Confusion Matrix of LSTM model for Textual Data
After experimenting with text data using a LSTM model, the results showed that the system’s ability
to identify actual cases of cyberbullying was poor. Misclassifications can result from the difficulty to
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correctly classify the data because classes 1, 2 and 3 can seem quite similar in some case.

Experiment - 3 for text data using GRU model

With a test accuracy of 50.6% and 0.37 f1-score, the GRU model outperformed LSTM-2 by a small
margin, suggesting small variations in model efficiencies due to architectural differences as depicted
in table:8. However, the performance for each classes has shown in appendix:A.1.1.3, in table:16.
ROC-Curve: The ROC-AUC graph reveals information about the effectiveness of the GRU model in
figure:46, which demonstrate its ability to discriminate between various classes, offered additional
insights. Class 0 demonstrated an exceptional AUC of 0.99, signifying nearly flawless classification
ability. In contrast, class 1, class 2, and class 3 encountered notable difficulties, as evidenced by their
lower AUC values, implying that these classes were not as well classified by the model.

Figure 46: ROC-AUC of GRU model for Textual Data

ConfusionMatrix: The GRUmodel accurately classified class 0 for 466 instances, class 1 for 445 in-
stances, class 2 for 441 instances, and class 3 for 410 instances as shown in figure:47. The off-diagonal
cells indicate misclassifications, such as 6 instances where class 0 was incorrectly predicted as class
1. Confusion matrix for each classes separately presented in appendix:A.1.1.3.

In the public dataset, classes 1, 2 and 3 can appear very similar some times, making accurate data
classification difficult and potentially leading to misclassifications.

91



Figure 47: Confusion Matrix of GRU model for Textual Data
Experiment - 4 for text data using BERT model

The BERT model performed better than the hybrid(CNN+LSTM), LSTM, GRU model for the textual
data with 97.7% test accuracy and f1-Score of 0.977 as shown in table:8. This indicates an excellent
capability in accurately classifying relevent classes. The performance for each classes has shown in
appendix:A.1.1.4, in table:17.

Figure 48: ROC-AUC for BERT model
ROC-Curve: Themodel’s ROC-AUC graph in figure:48 shows outstanding performance across multi-
ple classes for the BERT model, with each class outperforming the others by achieving a perfect Area
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Under Curve (AUC) score of 1.00. This showed that the model can distinguish each class from the
others with high accuracy and consistency.
Confusion Matrix: Figure:49 represents the confusion matrix for the performance evaluation of
BERT model. The matrix shows that the model was very effective at classification, with significant
correct predictions for each class: class 0 had 404 correct predictions, class 1 had 460, class 2 had
435, and class 3 had 424. However, performance with confusion matrices for four classes separately
had represented in appendices:A.1.1.4.

Figure 49: Confusion matrix for BERT model
However, the matrix contains some misclassifications. There are times when classes 1, 2 and 3 look a
lot alike, which makes it hard to sort the data correctly and can cause mistakes.
Experiment - 5 for text data using DistilBERT model

DistilBERT obtained 99.1% accuracy, f1-Score, recall, and precision individually(see table:8). This
model provided better performance than former four experiment. which indicate that DistilBERT
model perform well for multi-class classification for textual data. The performance for each classes
has shown in appendix:A.1.1.5, in table:18.
ROC-Curve: To observe the effectiveness of DistilBERT model, we used ROC-AUC curve. The Multi-
Class ROC Curve figure:50 shows that the model had high discriminatory power, with AUC values
above 1.00 for all four classes.
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Figure 50: ROC-AUC for DistilBERT model
Confusion Matrix: The confusion matrices for the DistilBERT model clearly showed its high accu-
racy and precision in classifying textual data across multiple categories, as shown in figure:51. The
model classified 424 cases for class 0 correctly, but it made a few mistakes—three times it mistook
class 0 for class 2 and once for class 3. It accurately classified 453 cases for class 1, but misclassi-
fied 9 instances of class 1 as class 0. Class 2: 434 instances were correctly classified by the model,
and one instance was incorrectly classified as class 0. Lastly, class 3 showed that the model was
largely accurate, with 437 correct classified; however, it incorrectly classified two instances as class
0. Furthermore, performance with confusion matrices for four classes separately has represented in
appendix:A.1.1.5.

Figure 51: Confusion matrix for DistilBERT model

94



In the confusion matrix misclassifications occured when classes 1, 2, and 3 appear to be very similar
in some case, making it difficult to sort the data correctly and potentially resulting in errors.
Experiment - 6 for text data using RoBERTa model

For textual data, in every statistic in table:8, the RoBERTamodel performed better than the others for
the textual data with 99.2% test accuracy. With a 99.2% recall, F1-score, and precision individually,
it demonstrated an extraordinary capacity to categorize textual material reliably and to generalize
effectively to new data. The performance for each classes has shown in appendix:A.1.1.6, in table:19.
ROC-Curve: The ROC curves presented in the Multi-Class ROC Curve graph in the figure:52, each
class’s curve rises vertically near the Y-axis before running along the top to the right, indicating opti-
mal performance. This pattern demonstrated how well the model distinguishes each class from the
others. The Area Under the Curve (AUC) for each class was 1.00, indicating that the model’s pre-
dictions for each class were highly accurated and caused minimal confusion between classes. This
shows that the RoBERTa model did an excellent job of classifying all of the different classes without
mistaking one for another.

Figure 52: ROC-AUC for RoBERTa model

Confusion Matrix: The confusion matrices for the RoBERTa model clearly demonstrate its high ac-
curacy and precision in classifying textual data across multiple categories in figure:53. For class 0, the
model correctly predicted 418 instances, but there were some errors: one instance was incorrectly
predicted as class 1, seven as class 2, and two as class 3. Class 1 had 458 correct predictions, with mi-
nor errors resulting in three instances being labeled as class 0 and one as class 2. Class 2was perfectly
predicted, with all 435 instances correctly classified, demonstrating the model’s high performance in
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this category. Finally, class 3 demonstrated high accuracy, with 439 instances correctly identified and
no misclassifications.

Figure 53: Confusion matrix for RoBERTa model
The confusion matrices for each class—class 0, class 1, class 2, and Class 3—consistently showed a
high number of correct predictions and few misclassifications in appendix:A.1.1.6. Matrix misclassifi-
cations occured when classes 1, 2, and 3 appear to be very similar, making it difficult to sort the data
correctly and potentially leading to errors.

After evaluating textual data which was gathered by existing study, it is clearly shows that the trans-
former model performed well and providing better accuracy among other deep-learning models for
the multi-class classification for textual data. Although BERT, DistilBERT, and RoBERTa model gave
excellent performance, RoBERTa model showed the best performance among all models with 99.2%
accuracy.

Results of Image Data

Table:9 presents the obtained results by using ResNet, CNN, and ViT models on the image dataset.
Model Name Test Accuracy Precision Recall F1-Score

ResNet 0.94 0.94 0.94 0.94
CNN 0.98 0.98 0.98 0.98
ViT 0.995 0.995 0.995 0.995

Table 9: Performance Evaluation of Image Dataset
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Experiment - 1 for image data using ResNet model

For the first experiment of image data, from table:9, we can see ResNet model performed well with
94% test accuracy and 0.94 f1-score. This indicates that model performed well for image data classi-
fication. The performance for each classes has shown in appendix:A.1.2.1, in table:20.
ROC-Curve: TheROC-AUC curves shows in figure:54, high discriminative performance for all classes,
with Area Under the Curve (AUC) values reflecting excellent classification capabilities: class 0 has an
AUC of 0.94, class 1 had a slightly higher AUC of 0.96, class 2 exhibits near-perfect classification with
an AUC of 0.99, and class 3 also performs well with an AUC of 0.94.

Figure 54: ROC-AUC of ResNet model on Public Data

Figure 55: Confusion Matrix of ResNet model on Public Data
Confusion Matrix: The ResNet model’s confusion matrices in figure:55 provide information about
how well the model performed in each of the four classes. The model did well with class 0. It found
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609 cases correctly and only made a few mistakes. Class 1 also did very well; they identified 202
objects correctly and only made two mistakes. Class 2 almost got it right, with 203 right guesses
and only one wrong one. Also, class 3 did pretty well. It made 180 correct guesses, but a few more
mistakes than the other classes.

In the confusion matrix, misclassifications occurred when classes 1, 2, and 3 appeared to be very
similar, making it difficult to sort the data correctly and potentially leading to errors.
Experiment - 2 for image data using CNN model

For the second experiment for image data, From table:9, we can see, CNN Model performed excep-
tionally well, with a 98.0% test accuracy with 0.98 of f1-score, 0.98 of precision, and 0.98 of recall.
CNN model performed nicely for image data multi-class classification. The performance for each
classes has represent in appendix:A.1.2.2, in table:21.
ROC-Curve: The CNN model’s ROC-AUC graph shows a high AUC value, demonstrating its effective
classifying ability in figure:56. Class 0 has an AUC of 0.99, indicating almost perfect distinction capa-
bility. Class 1 followed closely with an AUC of 0.97, while class 2 achieved a perfect AUC score of 1.00,
indicating absolute accuracy in identifying this class. Class 3 has a high AUC of 0.99, almost matching
class 0.

Figure 56: ROC-AUC of CNN model on Public Data

Confusion Matrix: The confusion matrices in figure:57 demonstrate the classification model’s ro-
bust performance across four distinct classes:0, 1, 2, and 3. For class 0, the model correctly predicted
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202 instances with only a few errors, misclassifying two instances as class 1 and three as class 3. Class
1 showed 194 correct predictions. Class 2 had the highest accuracy, with 203 correct predictions and
one instance misclassified as Class 1. Finally, Class 3 demonstrated strong performance, with 201 cor-
rect predictions and only three instances misclassified as Class 0. Overall, the model showed strong
predictive capabilities, especially in Classes 2 and 3, where it achieved high accuracy.

Figure 57: Confusion Matrix of CNN model on Public Data
When Classes 1, 2, and 3 seem to be quite similar, misclassifications in the confusion matrix happen,
which makes it challenging to sort the data accurately and maybe leads to mistakes.
Experiment - 3 for image data using ViT model

In the third experiment for image data, the performance profile of the ViT Model was even more
remarkable in table:9. With a test accuracy, precision, recall, and F1-score of 99.5% of all mirrored
this high accuracy than ResNet and CNNmodel, and demonstrating the model’s remarkable capacity
to recognize real instances of cyberbullying without misclassified them. The performance for each
classes has shown in appendix:A.1.2.3, in table:22.
ROC-Curve: The ROC-AUC graph in figure:58, for the ViTmodel is quite near to 1 for four classes 0, 1,
2, 3. The graph highlighting the ability to discriminate between the various classes. Which indicated,
ViT model performed well for the image data.
Confusion Matrix: The provided classification model’s confusion matrices in figure:59, provide in-
formation about its performance across four distinct classes. For class 0, the model correctly iden-
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Figure 58: ROC-AUC for ViT model on Public Data
tified 202 instances with a low number of misclassifications, demonstrating high precision and ac-
curacy . Similarly, class 1 performed well, with 202 correct classifications and few errors, indicating
that the model is reliable. Class 2 and class 3 both show perfect identification, with 204 correct pre-
dictions each and no instances misclassified as other classes, demonstrating the model’s exceptional
ability to distinguish between these categories accurately. Confusion matrix for each four classes has
represented in appendix:A.1.2.3.

Figure 59: Confusion Matrix of ViT model on Public Data
Misclassifications in the confusion matrix happened when there seemed to be a lot of similarities
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between Classes 1, 2, and 3, which made it challenging to sort the data accurately andmight have led
to mistakes.

In conclusion, the ViTmodelmarginally outperformed the ResNet, and CNNmodel overall with 99.5%
accuracy. This is especially true given that the ViTmodel consistently scored highly in every class. This
highlights the ViT model’s exceptional capacity to accurately and consistently handle a wide range of
complex cyberbullying cases in image data.

Result of Multi-Modal Data

From the table:8, and table:9, we can see that, for the textual data, RoBERTa model performed best
accuracy among other deep learningmodels for textual data with 99.2% accuracy and ViTmodel per-
formed best accuracy than other deep learning models for image data with 99.5% accuracy. So we
chosed this twomodels for experimentingwith text and image data, and hybrid(RoBERTA+ViT)model
used to classify the multi-modal data. Wemerged the accuracy of RoBERTa and ViT model and calcu-
late their average performance for getting hybrid(RoBERTA+ViT) model’s accuracy to classify multi-
modal data into multi-classes. Table:10 depicted the performance outcome of hybrid(RoBERTA+ViT)
model, where accuracy and f1-score is 99.2% and ROC-AUC value is 0.999.

Model Name Accuracy Recall F1-Score Precision ROC-AUCHybrid(RoBERTa+ViT) 0.992 0.992 0.992 0.992 0.999
Table 10: Performace Evaluation for Multi-modal data’s Model for Public Data

To classify the multi-modal data, we used a late fusion module (refer to subsection 4.6.1). Figure:60
displays the result of multi-modal data by showing how it was processed. This depicts a system that
makes predictions or decisions based on text and images. It processed text and images separately,
using two different models, RoBERTa and ViT. RoBERTa, which handles the text, and the ViT model
examined the images. Before making the final decision, the fusion module combines data from both
text and images. The model has an accuracy of 99.2%.
ConfusionMatrix: Figure:61 depicted the confusionmatrix hybrid(RoBERTA+ViT)modelwhich shows
the performance for each classes. class 0 had the most correct predictions 308. Class 1 showed high
accuracy, with 332 correct predictions and few errors—only two instances were misclassified as class
0. Classes 2 and 3 both demonstrate flawless predictive accuracy, with 319 and 321 correct predic-
tions, respectively, and no instances incorrectly classified into any other class. This matrix highlights
the model’s robust ability to accurately identify classes 2 and 3, as well as its performance with class
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Figure 60: Result of Multi-modal Data for Public Dataset
1.

Figure 61: Confusion Matrix of Hybrid(RoBERTa+ViT) model

5.2.2 Experimental Results on Private Dataset

Table:11 shows the performance result for the RoBERTa, ViT, and hybrid(RoBERTa+ViT) models on a
dataset that includes text, image, and multimodal (memes) data. The performance of three models,
RoBERTa, ViT , and hybrid(RoBERTa+ViT) , was critically examined in the Self-Collected Dataset, i.e
private dataset.
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Model Name Accuracy Recall F1-Score PrecisionRoBERTa for Text Data 0.982 0.982 0.982 0.982ViT for Image Data 0.932 0.932 0.932 0.933Hybrid(RoBERTa+ViT) for Multi-modal Data 0.961 0.9599 0.9599 0.960
Table 11: Performace Evaluation for Private Data

Result of Textual Data

The RoBERTa model showed remarkable performance with 98.2% accuracy, recall, F1-score, and pre-
cision score individually in table:11. With scores of 0.986 for accuracy, recall, f1-score, and precision,
the model demonstrated exceptional performance in all classes. The performance for each classes
has depicted in appendix:A.1.1, in table:23.
ROC-Curve: The ROC curve, in the figure:62 demonstrates a classification model’s exceptional per-
formance across multiple categories. Interestingly, each class (0, 1, 2, and 3) had an Area Under the
Curve (AUC) of 1.00, indicating perfect classification accuracy.

Figure 62: ROC-AUC of RoBERTa model on Private Data

ConfusionMatrix: Figure: 63 shows the confusion matrix of RoBERTa model. The matrix for class 0
classified 772 true positives. Class 1 contains 756 true positives and 15 classes was failed to classified
correctly in total. Class 2 shows 794 true positives missclassified with eight classes. Class 3 Like Class
2, it has an excellent prediction rate, with 795 true positives, 2 false negatives, and 2 false positives.
The performance matrix for individual four classes has shown in appendix:A.2.1.
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Figure 63: Confusion Matrix of RoBERTa model on Private Data
When there appeared to be a lot of similarities between Classes 1, 2, and 3, it was difficult to classify
the data accurately and may have resulted in errors. This led to misclassifications in the confusion
matrix.

Result of Image Data

For the private image data experiment, the ViT model, tailored for image data, with an accuracy, pre-
cision, recall, and F1-score of 0.932, and a precision of 0.933 as depicted in table:11. Which indicated
an excellent capability in accurately classifying the image data. The performance for each classes has
shown in appendix:A.2.2, in table:24.
ROC-Curve: Class 0, Class 1, Class 2, and Class 3 ROC curves displayed in blue, red, green, and cyan,
correspondingly in figure:64. With an AUC of 0.99, Class 0 performed excellently, albeit just short
of perfection. With an AUC of 0.98, Class 1 came in close second, indicating excellent performance
but a marginally higher false positive rate than Class 0. Both Class 2 and Class 3 exhibit exceptional
classifier accuracy with no false positives, achieving perfect AUC scores of 1.00.
Confusion Matrix: The presented figure:65 comprise a set of confusion matrices that show how
well a classifier performs on a dataset consisting of four classes. Class 0 had 25 correct predictions,
Class 1 had 22, Class 2 had 24, and Class 3 had 25, demonstrating the classifier’s strong performance
across all classes with high true positive rates, according to the overall confusion matrix. The perfor-
mance matrix for each classes separately has shown in appendix:A.2.2.
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Figure 64: ROC-AUC for ViT model on Private Data

Figure 65: Confusion Matrix of ViT model for Private Data
When Classes 1, 2, and 3 appeared together into single data, it was difficult to accurately classify the
data and may have resulted in errors. This led to misclassifications in the confusion matrix.

Result of Multi-Modal Data

To experiment themulti-modal data,wecombined twomodels RoBERTa andViT as a hybrid (RoBERTA+ViT)
model to classify multi-modal data. We combined the accuracy of the RoBERTa and ViT models and
calculated the average performance of twomodels to obtain the hybrid (RoBERTA+ViT) model’s accu-
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racy using the late fusion module (see subsection:4.6.1) in classifying multi-modal data into multiple
classes. Table:11 shows the performance outcome of the hybrid (RoBERTA+ViT) model, with accuracy
of 96.1%, and f1-score of 95.99% and ROC-AUC value of 0.99.
Confusion Matrix: Figure: 66 depicts the confusion matrix hybrid (RoBERTA+ViT) model, which
shows the performance for each classes.

Figure 66: Confusion Matrix of Hybrid(RoBERTA+ViT) Model for Private Data
The model correctly classified 398 instance for Class 0. Similarly, in Class 1, it mostly got it right with
386 correct predictions, but it made a fewmistakes, mislabeling 6 items as Class 0, 2 as Class 2, and 4
as Class 3. Class 2 and Class 3 had very high correct predictions (408 and 410, respectively), with few
items mislabeled, this is beacuse, when Classes 1, 2, and 3 in the confusion matrix seem to be very
similar, misclassifications happen, making it challenging to classify the data accurately and possibly
leading to mistakes.

Figure:67 which displayed the result of multi-modal data by showing the procedure of how multi-
modal data was processed. This depicts a system that uses text and images to make predictions
or decisions. It processeed text and images separately, using two distinct models. RoBERTa, which
handles the text, is built on technology that reads and understands words. The Vision Transformer
(ViT) model examined the images. After the fusionmodule combines information from both text and
image just before making the final decision. The model shows the accuracy of 96.1%.
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Figure 67: Result of Multi-modal Data for Private Dataset

5.3 Model Deployment

We have deployment themodel for showing our result in graphical user interface (GUI). The process-
ing of generating the graphical user interface described in the subsection:4.7.2. In this section, we
showed experiment result of model deployment. The result of inputs such as class label 0, 1, 2, 3’s
explanation was described in subsection:4.2.

Figure 68: Cyberbullying Classification Web-Page
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Figure:68 displays the webpage’s user interface. The system can take text data, image data, and
multi-modal data as input, and can display result of the input into multi-class cyberbullying. Image
input can take both image and image that contains text such as memes (multi-modal) data, and can
generate prediction result according to image and multi-modal data. It is evident from the figure:69
that the model is capable of predicting outcomes for both public and private datasets.

Figure 69: Cyberbullying Classification Using The Model of Private and Public Data

Figure 70: Showing The Result Description for text, image, and multi-modal data in the GUI
Figure:70 shows the class description note, which will help user to understand the prediction result
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for text, image and multi-modal memes data.

Text data was tested as showed in figure:71, and figure:72. The text in figure:71 was cyber-bullying
which was containing to insult to someone, as a result, the output shows that the class label was 1
(see section:4.2.1) in figure:72 . The result had been tested for both public and private dataset.

Figure 71: Testing TextFor Class label: 1

Figure 72: Showing The Result after Uploading Input as Text of Figure:71
As seen in figures 73 and 74, text data was tested. Because the text in figure:73 contains defamatory
language intended to harm someone, the output indicated that the class label in figure:74 is 3 (see
section:4.2.1). Both public and private datasets was undergone testing to verify the outcome.

Figure 73: Testing TextFor Class label: 3

Figure 74: Showing The Result after uploading input Image of figure:73
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Figure 75: Test Image ForPrivate Data

Figure 76: Showing The Result after uploading input Image of figure:75
In the figure:75, only image data was tested. The image in figure:75 contained offensive image of
someone, where it was trying to use animal’s face into someone’s face for bullying that person, as
a result the output in figure:76 indicated that the class label of figure:75 is 2 (see section:1). Private
datasets undergone testing to verify the outcome. Since the image did not contain any text, so the
system identified that the image was not multi-modal data, as a result fusion module displayed as a
output that the input was not multi-modal data, and the system only displayed the result for image
data.

Figure 77: Testing TheMulti-Modal Data ForThe Model
Figure 78: Showing The Result after uploading input Image of figure:77

The multi-modal data was tested using figure:77 to determine whether or not the text and image
constituted cyberbullying. If it did, its label would be displayed. Thus, the outcome of figure:77 was
displayed in figure:78. Since the image did not depict any cyberbullying material, the image label is
0 (see section:1). The extracted text was aggressive based text, hence the text label is 3 (see sec-
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tion:4.2.1). Both public and private datasets undergone testing to verify the outcome. Since data
was multi-modal, the fusion module showed the result for extracted text and images, and generated
decision for multi-modal data.

Figure 79: Test Image ForThe Model
Figure 80: Showing The Result after uploading input Image of figure:79

Figure:79 was used to test the multi-modal data in order to ascertain whether the text and image
qualify as cyberbullying. Its label will appear if it does. Consequently, figure:80 displayed the result
of figure:79. The image label was 2 because there was showing middle finger which was evidence of
cyberbullying in it (see section:1). Since the extracted text was offensive word in nature, class label:
2 (see section:4.2.1) was the text label. Testing had been done on both public and private datasets to
confirm the results. The fusion module produced a decision for the multi-modal data and displayed
the results for the extracted text and images because the data was multi-modal.

Figure 81: Testing theMulti-modal data ForThe Model Figure 82: Showing The Result after uploading input multi-modal data offigure:81
The multi-modal data was tested using figure:81 to determine whether the text and image qualify as
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cyberbullying. If so, its label will show up. As a result, the outcome of figure:81 is shown in figure:82.
The figure is displayed, a cartoon, which was not containing any cyberbulying, hence the image label
was 0 (see section:1). As the extracted text did not contain any bullying language, the text label was
class label: 0 (see section:4.2.1). To verify the findings, testing had been done on both public and
private datasets. Because the data was multi-modal, the fusion module generated a decision for it
and showed the outcomes for the extracted text and images.

Figure 83: TestMemeForThe Model

Figure 84: Showing The Result after uploading input Image of figure:83
Themulti-modal datawas tested using Figure:83 to determinewhether the text and image data as cy-
berbullying. As a result, the outcome of figure:83 was shown in figure:84. The figure was displayed, a
man was trying to kill a woman , which was containing aggressive based cyberbulying (see section:1),
hence the image label was 3. As the extracted text contains aggressive based bullying language (see
subsection:4.2.1), the text label was class label: 3. Testing has been done on both public and private
datasets in order to confirm the results. The fusion module produced a decision for the multi-modal
data and displayed the results for the extracted text and images.

This is how the GUI performed to classify multi-class cyberbullying for muti-modal data.
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6 Discussion
This section will discuss our resluts against research questions outlined in sub section:1.3, our result
has been verified with private data and discussed in subsection:6.2, finally we compared our result
with existing literature in subsection:6.3.

6.1 Discussing Results for each Research Question

To achieve the main objective of this thesis, the following research questions have been outlined in
this subsection:

1. How to collect, label and pre-process a multi-modal cyberbullying dataset from various social
media platforms?
This research question was addressed by collecting, labelling, and pre-processing two multi-
modal cyberbullying datasets obtained from various social media platforms. Public dataset
used in thesis was collected by Hamza et al. [38], and Maity et al. [37]. The dataset provided
by Hamza et al. [38] was labelled for binary classification. On the other hand, the dataset
provided by Maity et al. [37] was labelled as multi-label for textual data and binary for image
data. Private data collection entails extracting text and image content from platforms such
as Tiktok, Instagram, and Facebook, TikTok via APIFY and other web scraping techniques (see
subsection:4.1). Next, the collected data was categorized to classify instances of cyberbullying
as mentioned in subsection:4.2.1, 1. After that, text data was pre-processed by cleaning, text
data preprocessing, augmenting, and sampling which is described in subsection:4.2.1, and im-
age data was pre-processed by re-sizing, coloring, augmenting and sampling as mentioned in
subsection:4.2.2. Text has been extracted from images and preprocessed for multi-modal data
as described in subsection:4.2.3. The detailed answer to this question has been presented in
Section 4.1.

2. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing text data?
We answered this research question by applying six deep learning models on public dataset’s
text data such as hybrid(CNN+LSTM) model, GRU model, LSTMmodel, BERT model, DistilBERT
model, andRoBERTamodel formulti-class classification. From these appliedmodels, the exper-
imental results showed that Roberta model obtained an accuracy, recall, f1-score and precision
of 99.2% respectively (see Table:8) when compared with other models. For private dataset’s
text data, we used RoBERTamodel and thismodel achieved 98.2% accuracy, recall, f1-score and
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precision respectively. The detailed answer to this question has been presented in Sub-section
5.2.1.

3. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing image data?
We have developed three deep learning models, such as:ResNet model, ViT model, and CNN
model for image data classification. After applying these three models, we have got best suit-
able result with ViT model with a 99.5% accuracy, recall, f1-score and precision respectively
which has shown in the table:9. So, it can be said that, ViT model is the best suitable among
other deep learning models for multi-class classification of cyberbullying using image data. As
a result we applied ViT model in private data also, and got 93.2% accuracy, recall, f1-score and
precision respectively. The detailed answer to this question has been presented in the table:11.

4. Which deep learning models are best suitable for multi-class classification of cyberbullying us-
ing multi-modal data?
After getting suitable model for text data which was RoBERTa (see table:8) and for image data
which was ViT (see table:9), we decided to use these two models together as hybrid model for
ourmulti-modal data, andwe have applied hybrid (RoBERTa+ViT) model using late fusionmod-
ule for ourmultimodal data formulti-class classification for both public and private dataset. We
got 99.2% accuracy, recall, f1-score and precision for public data, and 96.1% accuracy, and 0.96
recall, f1-score and precision score for private data using hybrid (RoBERTa+ViT) model formulti-
modal data. The detailed answer to this question has been presented in Sub-section:5.2.1, and
5.2.2.

5. How should the results from the built deep learning models be presented on the developed
GUI?
We used a graphical user interface to deploy the model, which allowed users to input text,
images, or multimodal data and view the classification results. Initially, the system determines
the nature of the input. If it is text, it is processed by RoBERTa, a language model designed
to handle a wide variety of text-based tasks. When an image is input, the system looks for
embedded text first. If text is detected within an image, RoBERTa extracts and processes it
separately, while the image content is processed by Vision Transformer (ViT), an architecture
that uses transformermodels to analyze images. For images without text, the ViT performs the
processing directly. In scenarios where both text and image processing are required, a hybrid
model approach is used in late fusionmodule, combining the capabilities of RoBERTa and ViT to
interpret multimodal data which is described in subsection4.7.2, and defined the experiment’s
result in subsection:5.3.
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6. Does deep-learning perform better than the state-of-the-art algorithms?

Aswementioned earlier in subsection:4.1.1 that, our public datasetwas based on the combined
datasets fromMaity et al. [37] and Hamza et al. [38]. So, our Results of Public Dataset appears
to be based on the combined datasets. We used RoBERTa and ViT. We have significantly higher
accuracy, f1-score, recall, precision, with RoBERTa scoring 99.2%, 0.992, 0.992, and 0.992 re-
spectively and ViT 99.5%, 0.995, 0.995, and 0.995 respectively as showed in table:12, and for
the multi-modal data, we got 99.2% accuracy and f1-score using Hybrid(RoBERTa+ViT) model.
We have achieved higher result, and better performance than the study ofMaity et al. [37] and
Hamza et al. [38], where they ended up with 63.36% and 70.60% accuracy.

Author Data Collection Site Data Type Model AccuracyMaity et
al. [37] Twitter and Redditmemes Memes BERT, ResNET, GRU Text accuracy:61.14% and Imageaccuracy 63.36%Hamza et
al. [38] Twitter, Instagram,Facebook, and Red-dit

Memes RexNeXT-152-basedMasked R-CNN,BERT
accuracy 70.60%

Our Re-
sult (Public
Dataset)

From the study ofMaity et al. [37],and Hamza et al.[38]

Text, Im-age, Memes(Multi-modal)
RoBERTa, ViT accuracy RoBERTa:99.2%, ViT:99.5%, and Hy-brid(RoBERTa+ViT):99.2%

Table 12: Comparison with Applied Literature’s Dataset for Public Dataset

6.2 Verifying our Results with the Private Dataset

During the verification process with the private dataset, each of our models was subjected to thor-
ough evaluation to assess their efficacy in dealing with unseen data. The examination focused on
the RoBERTa ( see section:4.4.6 ), ViT (see section:4.5.3) model, and Multi-modal (see section:4.6)
models, with their performance evaluated comprehensively on a dataset that included both textual
and image, and memes information.

The evaluation results, shown in table:11, demonstrate the RoBERTa model’s proficiency, with out-
standing performance metrics across all fronts. Notably, with an accuracy, recall, F1-score, and preci-
sion of 98.2%, themodel demonstrated robustness and generalization abilities, indicating its efficacy
in a variety of contexts. This exceptional performance was consistent across all classes (0 through
3), with accuracies ranging from 98.4% to 99.8%, as shown in table:23. Furthermore, the visual aids
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provided in figures:63 and 62, namely the confusion matrices and ROC-AUC graphs, demonstrated
the model’s ability to perform classification tasks with few false positives and negatives.

In contrast, the ViT model, while slightly following the RoBERTa in terms of overall accuracy (93.2%),
demonstrated outstanding results across key metrics. The accuracy was consistent across classes,
with values of 0.961, 0.942, 0.971, and 0.990 for classes 0, 1, 2, and 3, respectively, as shown in
table:23. Similarly, the associated visual representations in figures:65 and 64 provided compelling
evidence of the ViT model’s classification performance, with a high concentration of true positives
and low rates of false positives and negatives.

In summary, both the RoBERTa and ViTmodels together as hybrid (RoBERTa+ViT) model demonstrate
efficacywith accuracy of 0.961, and ROC-AUC value of 0.99 in addressing themulti-class cyberbullying
classification task formulti-modal data, albeit with subtle differences in performance. The robustness
of these models in handling textual, images, and multi-modal data highlights their potential utility in
practical applications that address similar challenges.

6.3 Comparison with Existing Literature

Table:13 shows a comprehensive comparison of this thesis work with the existing literature for multi-
class cyberbullying for multi-modal data. Various scholars have investigated a variety of method-
ologies and feature sets to improve classification accuracy. Prior efforts, such as those by Maity et
al. [37] and Titil et al. [27], have yielded accuracies ranging from 60-80%, utilizing diverse data from
platforms such as Twitter, YouTube, and Instagram. Their techniques combine BERT, ResNET, GRU,
and CNN models. Notably, Ahmadinejad et al. [36] achieved a high level of 99.80% accuracy on
text data using the RoBERTa model, though this was limited to a text data type research. Barse et al.
showed 96.50% accuracy on their research on text data only

In contrast, our work advances on this cyberbullying classification field by using hybrid (RoBERTa+ViT)
model on both public and private datasets, resulting in near-perfect accuracy, f1-scaore, precision,
recall of 99.2%, 0.992, 0.992, and 0.992 respectively for public data, and accuracy, f1-scaore, preci-
sion, recall of 96.1%, 0.959, 0.960, and 0.959 respectively for private data.
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Author Data Collection Site Data
Type

Model Performance

Maity et
al. [37] Twitter and Redditmemes Memes BERT, ResNET, GRU Text accuracy: 61.14%and Image accuracy63.36%Titli et al. [27] YouTube Text Bangali-BERT accuracy 70.60%Kumari et al.[110] Facebook, Twitter,Instagram Memes CNN, BPSO F1-Score of 0.74
Hossain et al.[105] Facebook, Twitter,Instagram Memes VGG19 and m-distilBERT Weighted F1-scores of66.73% and 58.59%Mollas et
al. [108] YouTube and Reddit Text DistilBERT, BiLSTM accuracy 80.36%
Ahmadinejad
et al. [36] Twitter Text RoBERTa accuracy 99.80%
Barse et
al. [111] YouTube, tiktok,twitter and othersocial site

Text Random ForestClassifier accuracy 96.50%

Our Result Public Dataset Text, Im-age, andmemes
RoBERTa, ViT,Hybrid model(RoBERTa+ViT)

RoBERTa: 99.2%, ViT:99.5% and Hybrid(RoBERTa+ViT):99.2%
Our Result Private Dataset Text, Im-age andmemes

RoBERTa, ViT,Hybrid model(RoBERTa + ViT)
accuracy RoBERTa:98.6%, ViT: 96.2% andhybrid (RoBERTa+ViT)model: 96.1%

Table 13: Comparison with Existing Literature of Multi-class Classification of Cyberbullying
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7 Conclusion and Future Work
In this section, we have defined our overall work in the thesis in subsection:7.1, and we have defined
our future work in subsection:7.2.

7.1 Conclusion

Social media platforms such as Facebook, Twitter, and Instagram have revolutionized online inter-
action by enabling us to share and engage with diverse forms of content, particularly short videos.
These videos frequently receive numerous comments in different formats, including text, images,
and memes which is collectively referred to as multimodal data. Social media facilitates positive
comments, but it also makes negative comments, that occures cyberbullying. Serious psychological
effects, such as depression and low self-esteem, can result from cyberbullying.

Although, manyworkwas done on classifying cyberbullying to solve or reduce the cyberbullying issue
from social media platform, most of the research focused on binary classification using multi-modal
data, or multi-classification using textual data. There was a noticeable gap in the multi-class classifi-
cation of cyberbullying usingmultimodal data, despite notable advances in deep learning techniques
for cyberbullying classification. This thesis attempted to fill this gap by using a hybrid deep learning
approach by combining models, Vision Transformer (ViT) for images and RoBERTa for text to accu-
rately classify cyberbullying using multi-modal data types.

Both public and private datasets were used to accomplish this. The private dataset was gathered
via APIFY from comments on short videos posted on a variety of social media platforms, whereas
the public dataset was sourced from previously published research works. The outcomes of the ex-
periment showed how well the models in use performed. The public dataset, the RoBERTa model
outperformed other models such as hybrid (CNN+LSTM), LSTM, GRU, BERT, and DistilBERT, achieving
an accuracy of 99.2% and F1-score of 0.992 for text data. With an accuracy of 99.5% and F1-score of
0.995 in classifying image data, the ViT model outperformed the CNN and ResNet models for public
data. On the other side, ViT model obtained F1-score of 0.9319 and an accuracy of 93.20% for image
data, while RoBERTa achieved F1-score of 0.986 and an accuracy of 98.6% for text data on the private
dataset. In multimodal cyberbullying classification, the hybrid model (RoBERTa+ViT) demonstrated
impressive results, reaching up to 99.2% accuracy and F1-score of 0.992 on public datasets and 96.1%
accuracy and F1-score of 0.96 on private datasets.

118



Based on our results, we believe that, deep learning models such as RoBERTa and Vision Transformer
(ViT) models are well effective at classifying multiple types of cyberbullying. RoBERTa works well
with text, producing nearly flawless results, whereas ViT excels at handling images. Furthermore,
when these models are combined into a hybrid (RoBERTa+ViT) model, they perform even better at
multi-class classifying cyberbullying in multi-modal content, such as memes.

7.2 Future Work

In future work, the plan is to focus on the following work:
• We will try to use multi-label classification for representing the work more realistic. As a re-
sult, if a comment contains aggressive content with bullying, the result will be display for both
aggressive and bullying classification type cyberbullying.

• In this thesis, we have only focused on English language data. We will try to collect more data
onmulti-languages formulti-class classification onmulti-modal data, so that we can classify cy-
berbullying from multiple language, such as bengalixxxviii, hindixxxix, urdhu xl, and norwegianxli.

• We only worked on text, image and multimodal like memes data for the private dataset. In
future we will try to work with uploaded stickers and GIFxlii data along with our existing data
to classify multi-class cyberbullying. As a result, we will be able to handle all kinds of data from
the comments sections of social media short videos.

xxxviiihttps://en.wikipedia.org/wiki/Bengali_languagexxxixhttps://en.wikipedia.org/wiki/Hindixlhttps://en.wikipedia.org/wiki/Urduxlihttps://en.wikipedia.org/wiki/Norwegian_languagexliihttps://giphy.com/
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Appendix A Appendix

A.1 Performance Evaluation of Public Data for Each Classes

A.1.1 Performance Evaluation of Textual Data

In this section, we describe all the confusion matrix for each classes using textual data of public
dataset.
A.1.1.1 Experiment with hybrid (CNN+LSTM) model for each classes

Table:14 present the performance of each classes individually hybrid (CNN+LSTM) model, to present
that how the model was performed. In this table, we can observe that class 0 was well-classified,
whereas Classes 1 and 2 exhibit a complete breakdown in effective prediction. Despite its high recall,
Class 3 had poor precision, indicating that the model needed to be adjusted to reduce false positives
and improve overall accuracy.

Class Label Accuracy Recall F1-Score Precision0 0.98 0.989 0.964 0.9401 0.74 0.00 0.00 0.002 0.76 0.00 0.00 0.003 0.50 0.977 0.488 0.325
Table 14: Performance of Each Classes by Hybrid(CNN+LSTM) Model

Confusion Matrix:

For the Hybrid (CNN+LSTM) model confusion matrix, class 0 ( see figure:85) performs reasonably
well. 455 instances were correctly classified as Class 0 by the model. Nevertheless, it incorrectly
classified 29 instances of other classes as Class 0 and 5 instances of Class 0 are incorrectly classified
as another class. Class 1 ( figure:86) poses a serious problem since themodel did not correctly classify
any instance of Class 1, misidentifying all 468 genuine instances of Class 1 as non-Class 1, and it did not
mistakenly identify any other class as Class 1. With 436 accurate predictions and only one instance
where Class 2 (figure:87) was mistakenly identified as Class 2, Class 2 exhibits superior accuracy.

The amount of misclassification was negligible, with all inaccurate Class 2 predictions being classified
as non-class 2. Class 3 (figure: 88) has a high false positive rate of 475 cases from other classes that
were mistakenly classified as Class 3, despite having a good number of correct predictions (428). Ten
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instances of Class 3 were misclassified as not being in Class 3.

Figure 85: ConfusionMatrix for Class 0 forHybrid Model
Figure 86: confusionmatrix of class 1 for Hy-brid model

Figure 87: confusionmatrix of class 2 for Hy-brid model
Figure 88: confusionmatrix of class 3 for Hy-brid model

A.1.1.2 Experiment with LSTM model for each classes

Table:15 shows the performance for each classes by the LSTMmodel. While class 0 has excellent pre-
dictive performance, class 3 completely failed in predictionmetrics. Class 1 and class 2 producemixed
results, with class 2 performing slightly better in recall but poorly in precision, and class 1 struggling
overall, with particularly low recall.

Class Label Accuracy Recall F1-Score Precision0 0.98 0.98 0.96 0.941 0.71 0.12 0.18 0.332 0.51 0.81 0.44 0.313 0.76 0.00 0.00 0.00
Table 15: Performance of Each Classes by LSTMModel

Confusion Matrix:

In the LSTMmodel, class 0, shown in figure:89, performs exceptionally well, with themodel correctly
predicting 453 instances as Class 0. However, there are someminor inaccuracies, such as 5 instances
where Class 0 was misclassified and 29 instances where other classes were incorrectly classified as
Class 0. Class 1, as shown in figure:90, has significant issues because the model fails to correctly clas-
sify any instance of this class, with all 468 instances incorrectly classified as not Class 1. This indicates
a critical flaw in the model’s ability to distinguish Class 1, and no instances from other classes were
incorrectly classified as Class 1.

Figure:90, which depicts Class 2, shows a more positive result, with the model correctly identifying
351 instances. Despite the relatively high number of correct predictions, 85 instances were misclas-
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sified as not Class 2, with only one case of misclassification involving another class being labeled as
Class 2. Class 3, as shown in figure:92, has a good recognition capability with 395 correct predictions
but suffers from a high number of misclassifications. Notably, 33 instances were misidentified as not
being Class 3, while a large number of other class instances (475) were incorrectly classified as Class
3, indicating a high false positive rate. Given the limitations of computational resources, as only a
standard computer was available, the model was restricted to 20 epochs, which may have impeded
achieving optimal performance. These factors highlight the need for additional training and poten-
tially more computational resources to improve the model’s overall efficacy.

Figure 89: ConfusionMatrix for Class 0 forLSTMModel
Figure 90: confusionmatrix of class 1 forLSTM model

Figure 91: confusionmatrix of class 2 forLSTM model
Figure 92: confusionmatrix of class 3 forLSTM model

A.1.1.3 Experiment with GRU model for each classes

Table:16 shows the performance for each classes by GRU model, where we can see that, the perfor-
mance for four class 2 and 3 was not good. Class 0 and class 1 showed relatively high accuracy rates
of 0.987 and 0.978, respectively. However, classes 2 and 3 displayed extremely poor results with no
successful predictions, highlightingmajor deficiencies in themodel’s ability to recognize these classes
accurately.

Class Label Accuracy Recall F1-Score Precision0 0.987 0.99 0.96 0.931 0.978 0.98 0.51 0.342 0.0 0.00 0.00 0.003 0.0 0.00 0.00 0.00
Table 16: Performance of Each Classes by GRU Model

Confusion Matrix:

In GRUmodel, the Class 0matrix in figure:93 revealed a high number of correct predictions (466), but
also some misclassifications, most notably mislabeling other class instances as Class 0. The matrix
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for Class 1 in figure:94 presented a challenging scenario, with many instances incorrectly identified,
demonstrating the model’s difficulty with this class. The matrices for Classes 2 and 3 revealed a
complete failure in prediction, with zero correct classifications, confirming the model’s inadequacy
in handling these classes in figure:95 and figure:96 respectively.

Figure 93: ConfusionMatrix for Class 0 forGRU Model
Figure 94: confusionmatrix of class 1 for GRUmodel

Figure 95: confusionmatrix of class 2 for GRUmodel
Figure 96: confusionmatrix of class 3 for GRUmodel

A.1.1.4 Experiment with BERT model for each classes

To be specific, table:17 represents the performance for each classes by BERT model. This model per-
formed excellent for the four classes, to be more specific, it exceled at classifying textual data into
four distinct classes 0, 1, 2, and 3 with 98.3%, 99.3%, 98.6%, 99.0% accuracy respectively and also
indicating high recall, F1-score, and precision.

Class Label Accuracy Recall F1-Score Precision0 0.983 0.944 0.965 0.9881 0.993 0.996 0.987 0.9792 0.986 1.00 0.973 0.9483 0.990 0.966 0.980 0.995
Table 17: Performance of Each Classes by BERT Model

Confusion Matrix:

In the BERTmodel, Class 0 had 24 instances misclassified as not Class 0, while 5 instances from other
classes were incorrectly classified as Class 0 (see figure:97). Class 1 had the fewest misclassifications,
with only two instances incorrectly identified as not Class 1; however, it had the most false positives,
with ten instances from other classes incorrectly labeled as Class 1 (see figure:98). Class 2 performed
the best, with nomisclassifications of true Class 2 instances, but it did classify 24 instances fromother
classes as Class 2, indicating a need for more specificity (see figure:99). Class 3 had a significant num-
ber of correct predictions, but it also had 15 instances misclassified as not Class 3 and two instances
from other classes incorrectly identified as Class 3 (see figure:100).
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Figure 97: ConfusionMatrix for Class 0 forBERT Model
Figure 98: confusionmatrix of class 1 forBERT model

Figure 99: confusionmatrix of class 2 forBERT model
Figure 100: confusionmatrix of class 3 forBERT model

A.1.1.5 Experiment with DistilBERT model for each classes

Furthermore, table:18 represents the performance for each classes by DistilBERT model, where it’s
clearly can see that, each classes performance was also excelent. Class 0 had an accuracy and re-
call of 99.1%, with a slightly lower f1-score and precision, indicating strong but not perfect predictive
reliability. Class 1 has exceptionally high precision at 100% and an overall accuracy of 99.5%, demon-
strating its exceptional ability to correctly identify and confirm instances of this class without error.
Class 2 and class 3 both have near-perfect scores across all metrics, with class 2 achieving 99.8% ac-
curacy and recall and class 3 also scoring 99.8% accuracy and 99.5% recall.

Class Label Accuracy Recall F1-Score Precision0 0.991 0.991 0.981 0.9721 0.995 0.981 0.990 1.002 0.998 0.998 0.995 0.9933 0.998 0.995 0.997 0.997
Table 18: Performance of Each Classes by DistilBERT Model

ConfusionMatrix: The DistilBERTmodel accurately identified 424 instances of Class 0 in figure:101,
with only 4 misclassifications and 12 false positives, indicating high recall and precision. Class 1 pro-
duced excellent results, with 453 correct predictions and minimal errors, including only 9 misclassifi-
cations and no false positives, demonstrating the model’s ability to accurately identify this category
with high sensitivity and specificity (see figure:102. Class 2 continued to perform well, correctly clas-
sifying 434 instances and having very fewmisclassifications (figure:103 shows 3 instances from other
classes wrongly labeled as Class 2 and only 1 instance classified as not belonging to Class 2). In the
end, Class 3 achieved nearly perfect accuracy with 437 correct predictions; only 2 cases from other
classesweremisclassified as Class 3. This leads to an almost perfect classification record in figure:104.
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Figure 101: ConfusionMatrix for Class 0 forDistilBERT Model
Figure 102: confusionmatrix of class 1 for Dis-tilBERT model

Figure 103: confusionmatrix of class 2 for Dis-tilBERT model
Figure 104: confusionmatrix of class 3 for Dis-tilBERT model

A.1.1.6 Experiment with RoBERTa model for each classes

The performance for each classes by the RoBERTamodel has depicted in table:19. The RoBERTamodel
performed admirably, scoring nearly perfect across all classes in terms of accuracy also. Class 0 had
an accuracy of 0.992 and an F1-score of 0.984, while Class 1 had an even higher accuracy of 0.997
and an F1-score of 0.995%. Class 2 demonstrated a perfect recall score and an impressive F1-score
of 0.991. Class 3 also performed well, with a 1.00 recall and a 0.998 F1-score, demonstrating the
RoBERTa model’s ability to effectively handle a variety of textual classifications.

Class Label Accuracy Recall F1-Score Precision0 0.992 0.977 0.984 0.9931 0.997 0.991 0.995 0.9982 0.995 1 0.991 0.9823 0.998 1 0.998 0.995
Table 19: Performance of Each Classes by RoBERTa Model

Figure 105: ConfusionMatrix for Class 0 forRoBERTa Model
Figure 106: confusionmatrix of class 1 forRoBERTa model

Figure 107: confusionmatrix of class 2 forRoBERTa model
Figure 108: confusionmatrix of class 3 forRoBERTa model

Confusion Matrix:

In RoBERTa model, for Class 0 in figure:105, the model correctly identified 418 instances, with only
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10 misclassifications and three false positives, demonstrating high recall and precision. Class 1 also
produced excellent results, with 458 correct predictions and few errors, including only four misclassi-
fications and one false positive, demonstrating themodel’s ability to accurately identify this category
with high sensitivity and specificity in figure:106. Class 2 maintained its strong performance, cor-
rectly identifying 435 instances and having very few misclassifications, with 8 instances classified as
not belonging to Class 2 and no instances from other classes incorrectly labeled as Class 2 in fig-
ure:107. Finally, Class 3 had 439 correct predictions, with near-perfect accuracy; only two instances
from other classes were incorrectly identified as Class 3, resulting in an almost flawless classification
record in figure:108.

A.1.2 Performance Evaluation of Image Data

In this section, we describe all the performance matrix for each classes using image data of public
dataset.
A.1.2.1 Experiment with ResNet model for each classes

Table:20 presents the performance for each classes by ResNet model, and the model exhibits strong
performance in all four classes; in class 0, the results are 98% accurate, 88% precise, 93% recall, and
0.90 F1-score. Class 1 has an F1-score of 0.94, a high precision of 99%, a recall of 90%, and is less
accurate at 83%. With 97% accuracy, 100% perfect precision, 98% recall, and an F1-score of 0.99,
Class 2 performs exceptionally well. Last but not least, Class 3 attains the maximum accuracy of 99%,
88% precision, 93% recall, and an F1-score of 0.91.

Class Label Accuracy Precision Recall F1-Score

0 0.98 0.88 0.93 0.90
1 0.83 0.99 0.90 0.94
2 0.97 1.00 0.98 0.99
3 0.99 0.88 0.93 0.91

Table 20: Performance of Each Classes by ResNet Model
Confusion Matrix:

In ResNet model, with 609 accurate classifications for Class 0 and few false positives and negatives,
the model demonstrated strong identification of this class and high accuracy (see figure:109). Class
1 demonstrated exceptional performance as well, identifying 202 objects correctly and misclassify-
ing only two, highlighting the accuracy of the model (see figure:109). With 203 accurate predictions
and only one misclassification, Class 2 demonstrated nearly perfect accuracy, demonstrating its ef-
fectiveness in identifying this category (see figure:109). Last but not least, Class 3 had 180 accurate
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predictions, maintaining a similar high accuracy even though it had a little bit more misclassifications
than the other classes (see figure:109).

Figure 109: ConfusionMatrix for Class 0 forResNet Model
Figure 110: confusionmatrix of class 1 forResNet model

Figure 111: confusionmatrix of class 2 forResNet model
Figure 112: confusionmatrix of class 3 forResNet model

A.1.2.2 Experiment with CNN model for each classes

The CNN model demonstrated impressive performance across all classes in table:21. In class 0, it
scored a 99.0% accuracy, a 99.0% recall, a 98.0% F1-score, and a 97.0% precision. These scores imply
that the model was especially good at correctly recognizing and categorizing examples within this
class. It obtained a 99.0% accuracy, 99.0% recall, 98.0% F1-score, and 97.0% precision for class 0.
These scores imply that the model was especially good at correctly recognizing and categorizing ex-
amples within this class. Class 1 also achieved high results, maintaining a high F1-score of 99.5% and
precision of 98.0%while having a somewhat lower recall of 95.0%. The model performed exception-
ally well in classes 2 and 3, achieving 100% accuracy, 100% recall, 100% F1-score, and 100% precision
in all measures.

Class Label Accuracy Recall F1-Score Precision0 0.99 0.99 0.98 0.971 0.98 0.95 0.995 0.982 1.00 1.00 0.99 0.993 0.99 0.99 0.99 0.99
Table 21: Performance of Each Classes by CNN Model

Confusion Matrix:

Class 0 for CNN model, as illustrated in figure:113, saw 605 correct identifications, with very few
instances misclassified, demonstrating its reliable detection capabilities and high accuracy rate. In
Class 1, as shown in figure:114, the model correctly identified 202 instances with only 10 inaccura-
cies, demonstrating its precision. Figure:115 shows that Class 2 performed exceptionally well, with
203 correct classifications and only one misclassification, demonstrating the model’s nearly-perfect
accuracy in this category. Class 3 (shown in figure:116) maintained high accuracy with 180 correct
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predictions, but had a slight increase in misclassifications compared to other classes.

Figure 113: ConfusionMatrix for Class 0 forCNN Model
Figure 114: confusionmatrix of class 1 for CNNmodel

Figure 115: confusionmatrix of class 2 for CNNmodel
Figure 116: confusionmatrix of class 3 for CNNmodel

A.1.2.3 Experiment with ViT model for each classes

Class Label Accuracy Recall F1-Score Precision0 0.99 0.99 0.99 0.991 0.99 0.99 0.99 0.992 1.00 1.00 1.00 1.003 1.00 1.00 1.00 1.00
Table 22: Performance of Each Classes by ViT Model

Table:22 shows the performance by ViT model for four classes. Classes 0 and 1 both had an accuracy,
recall, F1-score, and precision of 0.99, indicating nearly flawless recognition and prediction abilities.
Classes 2 and 3 received perfect 1.00 scores in all metrics, demonstrating the model’s exceptional
ability to correctly identify and predict these categories with no errors. This indicates a highly effec-
tive model that consistently outperforms across multiple classifications.

Figure 117: ConfusionMatrix for Class 0 for ViTModel
Figure 118: confusionmatrix of class 1 for ViTmodel

Figure 119: confusionmatrix of class 2 for ViTmodel
Figure 120: confusionmatrix of class 3 for ViTmodel
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Confusion Matrix:

For ViT model, class 0 correctly identified 202 instances with a low number of misclassifications,
demonstrating high precision and accuracy in figure:117. Similarly, Class 1 performs well, with 202
correct classifications and few errors, indicating that the model is reliable (see figure:118). Class 2
and Class 3 both show perfect identification, with 204 correct predictions each and no instances
misclassified as other classes, demonstrating the model’s exceptional ability to distinguish between
these categories accurately in figure:119, and figure:120. These matrices demonstrate the model’s
efficacy across all test classes.

A.2 Performance Evaluation of Private Data for Each Classes

In this section, we describe the performance matrix for each classes of textual and image data using
private dataset.

A.2.1 Performance evaluation of text data for each classes using RoBERTa model

Table:23 shows the performance by RoBERTa model for four classes individually. For Class 0, the
model achieved an accuracy of 0.984, which was very high, demonstrating its ability to correctly
identify this class. The recall was slightly lower (0.959), indicating that it captures the majority but
not all relevant instances. The precisionwas quite high, at 0.977, indicating that when it predicts Class
0, it was usually correct. The F1-score, which balances precision and recall, was 0.968, indicating
excellent overall performance in this class.

Class Label Accuracy Recall F1-Score Precision0 0.984 0.959 0.968 0.9771 0.986 0.981 0.970 0.9612 0.995 0.990 0.991 0.9913 0.998 0.997 0.997 0.997
Table 23: Performance of Each Classes by RoBERTa Model

Confusion Matrix:

The matrix of RoBERTa model for class 0 (see figure:121) contains 772 true positives and 33 false
negatives. There are 18 false positives. Class 1 contains 756 true positives and 15 false negatives.
The false positive count is 31 (see figure:122). Class 2 shows 794 true positives with only eight false
negatives and seven false positives in figure:123. Class 3 Like Class 2, it has an excellent prediction
rate, with 795 true positives, 2 false negatives, and 2 false positives which is depicted in figure:124.
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Figure 121: ConfusionMatrix for Class 0 forRoBERTa Model of Pri-vate Data

Figure 122: confusionmatrix of class 1 forRoBERTa model of Pri-vate Data

Figure 123: confusionmatrix of class 2 forRoBERTa model of Pri-vate Data

Figure 124: confusionmatrix of class 3 forRoBERTa model of Pri-vate Data

A.2.2 Performance evaluation of text data for each classes using RoBERTamodel

A performance for each classes by the ViTmodel usingmetrics like recall, F1-score, and precision with
accuracy on private data is shown in table:24 for the four class labels (0, 1, 2, and 3) separately. For
class 0, the model had an accuracy of 96.1%, an f1-score of 92.6% . Class 1 contained 94.2% accuracy,
and class 2 also classified better, with an accuracy of 97.1%. Between four classes, class 3 standed out
for nearly perfect performance metrics, with an accuracy of 99.0%.

Class Label Accuracy Recall F1-Score Precision0 0.961 0.962 0.926 0.8931 0.942 0.880 0.880 0.8802 0.971 0.923 0.941 0.9603 0.990 0.962 0.980 1.00
Table 24: Performance of Each Classes by ViT Model

Figure 125: ConfusionMatrix for Class 0 for ViTModel of Private Data
Figure 126: confusionmatrix of class 1 for ViTmodel of Private Data

Figure 127: confusionmatrix of class 2 for ViTmodel of Private Data
Figure 128: confusionmatrix of class 3 for ViTmodel of Private Data

Confusion Matrix:

In ViT model, 26 instances in Class 0 (see figure:125) matrix were correctly identified, with one in-
stance being misclassified another Class. Out of the 77 non-Class 0 instances, only 3 were mistakenly
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classified as Class 0. In Class 1 Matrix (see figure:127), Of the 25 cases, 22 were correctly classified,
and 3 cases were incorrectly classified with another class. Class 2 matrix Showed excellent accuracy,
with 24 of 26 correct predictions; however, two cases were mislabeled with another classes (see
figure:127). Perfect performance for Class 3 instances as shown in figure:128, with all 25 correctly
identified, and none of the non-Class 3 instances (77 total) were incorrectly labeled as Class 3.

A.3 Source Code to Replicate The Experiment

The Source code of our experiment can be accessed by following link:
• GitHub:

– Public Dataset: https://github.com/israt-tabassum/cyberbullying-classification-

public-data

– PrivateDataset: https://github.com/israt-tabassum/cyberbullying-classification-

private-data

– GUI:https://github.com/israt-tabassum/cyberbullying-classification-website
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