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Preface

This thesis is submitted to the University of South-Eastern Norway (USN) in partial
fulfilment of the requirements of the degree of Philosophiae Doctor (PhD) in the Process,
Energy and Automation Engineering program. The PhD project work has been conducted
under the supervision of Associate Professor Roshan Sharma, with co-supervision by

Professor Nils-Olav Skeie.

The thesis consists of seven scientific papers, four journal papers and three conference
paper. The thesis is divided in two main parts. The first part presents the background
and research objectives, an extensive literature review and some additional notes on the
case studies. Further, a summary of relevant methods and a summary of the seven
scientific papers is given. Finally, The work is concluded with some observations of what
has been achieved towards the research objectives

Porsgrunn, 7th December 2023

Changhun Jeong
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1 Introduction

1.1 Background

As human societies expand in size, affluence, and population, the demand for energy to
sustain these developments increases proportionally [1]. Since the 1800s, there has been a
substantial global population increase, approximately sevenfold, and a fourfold rise in per
capita energy consumption. Consequently, global energy consumption has surged by a
factor of 28. This surge can be primarily attributed to the widespread utilization of fossil
fuels [2]. Notably, the growth rate of global energy consumption has remained consistent
since 1850, hovering at approximately 2.4% annually with a deviation of only 0.08% [3].

Energy Use In Norway By Sector Energy Use In Norway By Energy Product

= EET e | Gasolneipese |
E B
: : | coal |
1] 7]
: :
> >
3 Household 3
IS =2
s s /!
c = c %
o o /
®© Service business © 4
2 2 District heating
< <
Other industry
Energy int. industry
Electricity
PRI IIIIEISesg8sE82g RRBEIBE8IIIFTE&EES8E T8 882 Y =
A OO O O O 0 O 00 OO0 0O 0 0 ©0 0 © © O o o o o a o o a a o a a o o o O o o o o
™ e e e o e e e e e - NN NN ANANANAN e e e e e e e - NN NN NN NN

Figure 1.1: Energy consumption by sectors in mainland Norway][left] and Energy consumption by-
products in mainland Norway [right][4]

This trend is not unique to the global stage; Norway also faces escalating energy consump-
tion challenges, as indicated by a report from The Norwegian Water Resources and Energy
Directorate (NVE) [4]. Over the span of 1976 to 2014, the total annual domestic energy
consumption in Norway escalated by 40%. Electricity, as portrayed in Figure 1.1 [right],
stands as the predominant energy product in Norway, exhibiting consistent growth. Ac-
cording to NVE’s projections, this growth trajectory is set to persist due to factors like
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1 Introduction

expanding heating systems, increased electric vehicle adoption, and population growth

5].

To solve the emerging energy challenges in the future, both generation and consumption
systems must be operated optimally by generating energy on demand and consuming the
minimum possible energy.

Norway is known for abundant hydropower resources [6]. Hydropower is considered a
mature and alluring green technology that generates electricity by utilizing the energy
differentials from elevated to lower altitudes [7]. While various renewable sources like
wind and solar energy are contingent on weather conditions for passive power generation,
hydropower boasts distinct advantages: flood prevention and energy security. Empowered
by reservoirs, hydropower stations flexibly produce electricity as long as water reservoirs
hold, thus compensating for peak demand [8], [9]. Consequently, hydropower plays a
pivotal role in the transition towards sustainability. In 2019, global hydropower capacity
constituted 55.6% of global renewable energy capacity, with a remarkable 18.3% of global
generation capacity [10], [11].

Despite its allure and popularity, operating hydropower systems is difficult due to strict
regulations aimed at safeguarding surrounding ecosystems. Operational lapses, such as
sudden water discharge from dams, can trigger destructive floods [12]. Consequently,
regulations mandate consistent flow rates throughout watercourses and impose constraints
like downstream minimum flow rates and seasonal reservoir water level fluctuations [13].
Furthermore, uncertainties in the system compound operational complexities, including
inflow fluctuations, power production planning, and measurement errors [14].

Not only considering the generation of the electricity in the greener way but also the
consumption of the energy must be reduced. The global energy landscape spotlights
commercial and residential buildings as contributors to nearly 30% of total energy con-
sumption, primarily attributed to heating and cooling needs [15]. Also, as illustrated
in Figure 1.1 [left], a large portion of the energy is consumed in households in Norway.
Despite the advances in construction techniques and insulations, the rate of building
renovations remains low due to the investment cost and construction time. For example,
the annual renewal in France is estimated at around 1% [16].

Here, without much investment or replacement of the equipment or materials, process
control technology emerges as a potential immediate and effective solution to future energy
challenges by generating energy more efficiently from hydropower and minimizing the
energy consumption in building heating. Process control technology offers the means to
optimize electricity generation given existing resources and enhance energy efficiency for
heating living areas. Initially devised to streamline manufacturing processes by adhering
to quality standards and environmental regulations while minimizing resource and energy
usage, process control technology has evolved in tandem with advancements in computer
technology [17].

18



1.1 Background

These advancements have paved the way for intricate control algorithms, including op-
timal, adaptive, fuzzy, ratio, and feed-forward control algorithms. Moreover, the combin-
ation of hardware and software has established the foundation of Advanced Process Con-
trol (APC), which can solve complex multivariable control problems and mixed integer-
discrete control problems, exemplified by Model Predictive Control (MPC) and distrib-
uted control systems (DCS). APC offers multifaceted benefits such as energy conservation,
reduced resource consumption, time savings, cost reduction, and enhanced competitive-
ness in terms of both quality and costs [17].

PAST FUTURE
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—e— Predicted Output

Measured Output
Predicted Control Input
— Past Control Input

Prediction Horizon
< >

| | | | | | | | |
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Figure 1.2: Model Predictive Control Scheme [18]

MPC, in particular, has gained attention across industries and research domains due to its
capacity to manage control and state constraints in multi-input, multiple-output systems
[19]. The core idea behind MPC is straightforward: it leverages a dynamic model to
predict system behavior, solving an optimal control problem (OCP) to derive an optimal
control sequence based on the projected system behavior. Subsequently, the first control
input from this sequence is applied to the system. This process repeats at every time
step [20], [21]. Figure 1.2 illustrates this MPC process, where predicted control inputs are
optimized over a prediction horizon to steer the system towards a reference trajectory.

However, while MPC stands as an appealing control strategy, the presence of uncertainties
in the system, such as model mismatch or exogenous disturbances, can undermine optimal
operation and constraint robustness [22], [23]. To address these challenges within the MPC
framework, researchers have introduced robust and stochastic MPC frameworks [24].
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1 Introduction

1.2 Research Objectives and Scope

This thesis undertakes the utilization and simulation of MPC frameworks across three case
studies, accounting for the presence of uncertainties. These case studies hold significant
implications for addressing energy challenges:

1. Dalsfoss Hydropower System: Operated by Skagerak Kraft AS in Telemark,

Norway, the Dalsfoss hydropower system is a crucial contributor to energy produc-
tion. The Dalsfoss hydropower station utilizes the reservoir. Implementing MPC in
the systems can enhance their efficiency and performance. By considering disturb-
ances such as the amount of water inflow forecast, this thesis explores how MPC
can ensure optimal utilization of the water resource at the system, even amidst
seasonally varying operational conditions and complex concession requirements.

. Hjartdgla Hydropower System: The Hjartdgla hydropower system is also oper-

ated by Skagerak Kraft AS in Telemark, Norway. The Hjartdgla hydropower plant
is operated intermittently. To make the water flow at downstream as constant
as possible, the Hjartsdgla hydropower system includes a buffer reservoir, Hjartsja.
Considering the uncertain water inflow forecast from four different rivers, this thesis
suggests an MPC framework that can control the system efficiently while adhering
to the operational requirements such as the water level at the reservoir and minimum
flowrates at downstream.

. Building Temperature Control System: Heating systems in buildings are no-

torious energy consumers. Applying MPC to manage temperature inside a building
can offer potential energy savings without compromising occupants’ comfort. The
thesis delves into the intricacies of this case study to demonstrate how MPC can
optimize energy consumption while maintaining a conducive indoor environment,
by considering uncertainties in the system parameters and the weather forecast.

Through these case studies, the thesis aims to investigate the efficacy of MPC frameworks
under the presence of uncertainty, shedding light on their potential use as tools to tackle
energy challenges. To achieve this overarching goal, the research pursues the following
specific objectives:

20

1. Formulation of Optimal Control Problems for Enhanced System Opera-

tion: Previous research, such as the work conducted on the Dalsfoss hydropower
plant system [14], [25], focused on applying MPC to maintain water levels within
a moderate range for constraint satisfaction. However, recognizing the value of
maximizing water levels as a resource for electricity generation, this study presents
a new OCP formulation, for the Dalsfoss hydropower plant system, that aims to
maximize the water level while still satisfying all the operational constraints. Also,
the new OCPs for the Hjartdgla hydropower system and the building temperature
control system are formulated.



1.2 Research Objectives and Scope

2. Implementation of Robust MPC Frameworks for Uncertain Systems:
After establishing the OCPs for three case studies, a series of simulations assess
the performance of various MPC frameworks. These include deterministic (nom-
inal) MPC, multistage MPC, and chance-constrained MPC. Through open-loop
robustness analysis, the simulations expose potential constraint violations when de-
terministic MPC is used and illustrate how the existing MPC frameworks handle
these uncertainties.

3. Development of Novel Methods and MPC Frameworks: While the multistage
and chance-constrained MPC frameworks offer enhanced robustness in the presence
of uncertainties, their application faces challenges such as computational demands
or inadequate robustness. To address these limitations, novel techniques or entirely
new MPC frameworks are imperative.

OBIJECTIVES

PAPER CASESTUDY Formulation Existing Novel
of OCP Methods Methods

A Dalsfoss OCP, DMPC, RA

B Dalsfoss MSMPC, RA

C Dalsfoss MSMPC, Simple, RA

D Hjartdgla OCP, DMPC, MSMPC, Simple, RA

E Hjartdgla MSMPC, SSMPC, RA

F Dalsfoss MSMPC, SSMPC, Simple, RA

G Building OCP, DMPC, MSMPC, CCMPC, HMPC

OCP: Formulation of optimal control problem, DMPC: Deterministic(nominal) MPC,

RA: Open-loop robustness analysis, MSMPC: Multistage MPC, Simple:Simplified Method,
SSMPC: Seqgeuntial Stochastic MPC, CCMPC: Chance-constrained MPC, HMPC: Hybrid MPC
__:newly suggested methods in this thesis work

Figure 1.3: Research scopes by papers

To accomplish these objectives across the three distinct case studies, this research is
presented through a series of seven papers. The research scope is visually illustrated in
Figure 1.3. The scope of the research can be summarized as follows:

Case Study 1: Dalsfoss Hydropower Station System

21



1 Introduction

o Paper A: Reformulation of the OCP for the Dalsfoss system, deterministic MPC
simulation, and open-loop robustness analysis.

e Paper B: Simulation of nominal MPC and multistage MPC for the Dalsfoss sys-
tem. Comparative analysis demonstrates the advantages of the multistage MPC
framework.

e Paper C: Introduction of the simplified method that reduces the size of OCP for
the practical implementation of multistage MPC in the Dalsfoss system.

e Paper F: Introduction of sequential stochastic MPC combined with the simplified
method for the further acceleration of the computational speed.

Case Study 2: Hjartdgla Hydropower System

o Paper D: OCP formulation for the Hjartdgla system, multistage MPC simulation
with the simplified method, and verification of the method’s effectiveness.

o Paper E: Implementation of sequential stochastic MPC for the Hjartdgla system,
emphasizing computational efficiency and feasibility.

Case Study 3: Building Temperature Control System

e Paper G: OCP formulation for the building temperature control system, determ-
inistic MPC, multistage MPC, and chance-constrained MPC simulations, and the
proposal of a hybrid MPC framework.

The intricate web of research endeavors encapsulated within these papers ultimately con-
tributes to a comprehensive understanding of the potential and limitations of MPC frame-
works in the context of energy systems facing uncertainties. Through these contributions,
the thesis not only enhances the theoretical underpinnings of MPC strategies but also of-
fers practical insights into addressing energy challenges.

1.3 Contributions

This thesis serves as an invaluable resource by providing a comprehensive understanding
of and practical strategies within the domain of Model Predictive Control (MPC) frame-
works. These frameworks hold the potential to improve energy production and usage by
offering enhanced efficiency. This is of paramount significance, especially in the context
of Norway, where hydropower systems constitute a cornerstone of the nation’s electricity
generation. Additionally, the heightened energy demand for building heating during the
extended cold winter months adds further impetus to the need for refined energy control
strategies.
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1.3 Contributions

Notably, as of 2021, Norway operates a staggering 1681 domestic hydropower plants
with approximately 1000 hydropower storage reservoirs, contributing to a production of
136.4 TWh of electricity. This substantial output translates to an impressive 90% of the
country’s total power generation. The intricate interplay of water inflow and installed
capacity underscores the operational dynamics of hydropower stations. Yet, the inherent
uncertainty in water inflow, varying both seasonally and annually, poses a challenge. A
robust control system capable of navigating this uncertainty and effectively regulating
water inflow into reservoirs is a necessity in this context [5].

Norway’s energy landscape extends beyond its dominant hydropower presence; the coun-
try boasts an extensively electrified heating sector, with individual electric heating ac-
counting for 63% of total heating demand. The result is a heightened demand for elec-
tricity during the harsh winter months. This demand surge could potentially strain both
generation capacity and hydropower reservoir contents, which tend to be lowest during
winter. As a result, the need for a cost-effective and smart control system for building
temperature management becomes apparent.

This thesis makes significant contributions through three illuminating case studies, each
addressing key challenges:

 Hydropower Reservoir Control: With two case studies, this work delves into the
control of water levels under uncertain water inflow conditions. One case focuses on
reservoir water level control for optimized power production, while the other centers
on regulating a buffer reservoir to maintain steady downstream water flowrates post-
turbine operation.

e Building Temperature Control System: Employing a grey-box modeling ap-
proach, this thesis presents a case study for building temperature control. The
method’s adaptability renders it suitable for various building types, offering a cus-
tomized and efficient control solution.

The novel solutions to the challenges are introduced, such as the simplified method to
multistage MPC, sequential stochastic MPC, and hybrid MPC. The suggested solutions
to the uncertainties in the systems ensured faster computational time without degrading
the performance compared to the other existing methods.

While this thesis showcases three case studies, the underlying methodologies and principles
are poised to find application in a broader spectrum of contexts. The strategies proposed
herein possess the potential to not only maximize profits but also minimize costs in diverse
settings under uncertainty. The presented research thus lays the foundation for a more
sustainable and efficient energy landscape, contributing significantly to the advancement
of energy control systems.
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1 Introduction

1.4 Outline of Thesis

This research has produced seven self-contained, peer-reviewed scientific papers. Part I of
this dissertation, titled ’Synopsis,” forms a unified framework that ties together these in-
dividual papers. Through six chapters, this framework clarifies how each paper addresses
research questions and contributes to our primary objective.

Chapter 1 provides a succinct background to our research, underscoring the vital role of
optimization in hydropower systems and building temperature control systems. Here, the
research objectives and scope are defined to help readers grasp the study’s boundaries.
Additionally, the challenges and the distinct contributions of the research are outlined,
providing readers with a clear roadmap for exploration.

In Chapter 2, an extensive literature review explores various approaches to address-
ing uncertainty in optimization problems, including robust and stochastic optimization
methods. Furthermore, prior research within the domains of hydropower and building
temperature control systems is covered.

Chapter 3 addresses the process description and mathematical models of two hydropower
systems operated by Skagerak Kraft AS, along with the building system for temperature
control. Associated mathematical models are presented, along with the introduction of
operational requirements and descriptions of uncertainty within each case study.

Chapter 4 forms the theoretical foundation of the thesis, elucidating both established
methods and unique contributions made during the research, ranging from open-loop
optimal control to various robust and stochastic techniques.

Chapter 5 provides a summary of the research papers generated throughout the journey.
The motivations, results, and conclusions of each paper are encapsulated, offering a concise
yet informative overview of academic contributions and the development of research over
the past three years.

Concluding the Synopsis, Chapter 6 offers a final assessment of the findings and their
implications. This chapter also looks forward, outlining potential directions for future re-
search in the domain of optimizing hydropower and building temperature control systems
amid prevailing uncertainties.

Part II, titled ’Scientific Papers,” comprises the complete research papers, forming the
core of this thesis.
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2 Literature Review

2.1 Process control

A complex control system can encompass a multitude of measurements and control loops,
often numbering in the thousands. In practical implementation, such intricate systems
are logically partitioned into distinct layers, organized by their respective time scales.
This hierarchical structure, depicted in Figure 2.1, entails:

o Scheduling (weeks): Long-term planning that establishes the overall strategy and
operational goals.

» Site-wide optimization (day): Optimizing large-scale operational decisions within
a daily timeframe.

o Local optimization (hour): Focusing on finer-grained optimization within hourly
intervals.

o Supervisory (Predictive, advanced) control (minutes): Employing advanced
control strategies to guide the process within minute-scale intervals.

» Regulatory control (seconds): Ensuring rapid and precise adjustments to main-
tain stability and performance at the second-scale level.

In the domain of process control, the primary focus often centers on the lower three tiers
of this hierarchy. The local optimization layer harnesses real-time optimization (RTO),
where a defined metric, typically related to operating profit or cost, is optimized using up-
to-date steady-state process models. These models are then used to determine optimal
process set points. These set-points guide the feedback process control systems in the
lower layers (i.e., supervisory and regulatory control), manipulating the process inputs to
steer the system towards the optimized states [26].

While pursuing the objectives mentioned earlier, process control also grapples with dis-
turbance rejection and the pursuit of an optimal trajectory for process dynamics. The
supervisory control layer is the domain of advanced control algorithms, which accom-
modate process constraints, variable couplings, and unit interactions. Within this layer,
model predictive control (MPC), a strategy rooted in optimal control concepts, has gained
widespread adoption in the process industry [26].
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Figure 2.1: Typical control hierarchy in a complex system [26]

The regulatory control layer encompasses single-input single-output control loops, com-
monly exemplified by proportional-integral-derivative (PID) control. These loops work
enact control actions that align with the

in tandem with the supervisory control layer to
directives set forth by higher layers [26], [27].

In the quest to seamlessly integrate economic process optimization with process control, as
well as to harness the potential performance enhancements stemming from dynamic, tran-
sient, or time-varying operations, the concept of economic MPC has emerged. Economic
MPC, based on general cost functions or performance indices, represents a synthesis of
This framework extends the traditional
objectives with broader economic goals

economic optimization and model-based control.
MPC paradigm, aligning the control strategy’s
[28]-[30].
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2.2 Model Predictive control

2.2 Model Predictive control

The inception of Model Predictive Control (MPC) can be traced back to the 1960s, but
it wasn’t until the 1980s that significant interest ignited in this domain. The catalyst
for this momentum was the publication of seminal works such as IDCOM [31], Dynamic

Matrix Control (DMC) [32], and the comprehensive exposition of Generalized Predictive
Control (GPC) [33], [34].

MPC has garnered significant attention in both academic and industrial circles, owing
to its versatile framework capable of handling complex multiple-input, multiple-output
systems with constraints [20], [21], [35].

MPC operates by optimizing the expected behavior of a dynamic system through the
adjustment of its control inputs. This optimization relies on a predictive model of the
process, making the choice of model a critical aspect of MPC design. While feedback
mechanisms can mitigate some shortcomings in model quality, relying on a subpar model
is akin to driving without headlights at night—feedback alone may prove insufficiently
responsive [36].

In its early industrial applications, MPC predominantly employed models based on time-
domain characteristics, input/output responses, and step or impulse responses [31], [32],
[37]. This preference was partly due to the initial popularity of MPC in the process
industries, where linear models offered clarity and ease of understanding. Furthermore,
the abundant availability of linear systems theories, including linear quadratic regulator
theory, Kalman filtering theory, and the internal model principle, made them readily
applicable to MPC.

However, the integration of nonlinear models into MPC emerged as a pivotal advance-
ment, driven by the potential for improved control performance through more accurate
predictions. The inherent complexities of process control-—such as conservation laws,
momentum and energy considerations, phase equilibria, chemical kinetics, and product
properties—all introduce nonlinearities into process descriptions [36].

MPC operates by repeatedly solving an online optimization problem to determine a con-
trol sequence that adheres to specified constraints. This approach is suitable for control
applications where the optimal control problem can be resolved within a single sampling
interval. The nominal stability of MPC, whether applied to linear or nonlinear systems
with strict state and control constraints, can be achieved through the incorporation of ter-
minal cost and constraints or by extending the horizon of the online optimization problem
[20], [36], [38].

In practical MPC implementations, there are instances where no feasible solution exists
to satisfy all constraints. Rather than declaring such situations as process exceptions, a
common approach is to seek a solution that enforces some inequality constraints while
relaxing others to ensure feasibility. Input constraints, often rooted in physical limitations
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like valve saturation, must never be breached. In contrast, output constraints typically
represent desired operational ranges that can be violated if necessary. To handle poten-
tial infeasibilities, output constraints are often treated as "soft” constraints in the MPC
formulation. Several researchers have explored the formulation of output constraints as
soft constraints to enhance the practicality of MPC [39]-[43].

2.3 Optimization under Uncertainty

While many aspects of nominal Model Predictive Control (MPC) have been thoroughly
explored and understood, addressing the challenges posed by uncertainty remains a dy-
namic and active research frontier within MPC.

The presence of uncertainty, whether stemming from additive disturbances, state estim-
ation errors, or model inaccuracies, presents a formidable challenge [36]. While nominal
MPC inherently offers some degree of robustness due to its receding-horizon nature, its de-
terministic optimization formulation often falls short in effectively handling uncertainties,
resulting in suboptimal performance [44], [45].

In response to this challenge, two pivotal MPC paradigms have emerged: Robust MPC
and Stochastic MPC [24]. Robust MPC assumes known or bounded uncertainty and
aims to ensure that system state and control constraints are satisfied for all possible
realizations of this uncertainty. One notable approach within robust MPC is Min-Max
MPC, which computes a control sequence that counteracts the worst-case scenario of
uncertainty, often leading to conservative control inputs [46]. Multistage MPC evolved
as a refinement of Min-Max MPC, incorporating a discrete-time scenario tree to capture
the evolving nature of uncertainty. It computes multiple control trajectories across the
scenario tree, effectively mitigating conservatism while maintaining constraint satisfaction
[38], [47]. Multistage MPC has demonstrated its effectiveness across diverse domains,
including chemical processes, autonomous vehicles, energy systems, and building climate
control [47]-[52].

Conversely, when uncertainty follows a known probability distribution, it is more aptly
described by probabilistic constraints. Stochastic MPC, in this context, ensures the sat-
isfaction of such probabilistic constraints alongside any hard constraints, while concur-
rently stabilizing the system by driving the state toward a designated steady-state set
[53]. Stochastic MPC has found wide-ranging applications in building climate control,
power generation, chemical processes, and vehicle path planning [54]-[60], showcasing its
adaptability in addressing uncertainty-related challenges across various fields.

Despite the successes of robust MPC and stochastic MPC, they face practical limitations.
For example, multistage MPC, while promising, encounters challenges in industrial imple-
mentation due to the exponential growth in the size of the optimal control problem (OCP).
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This growth is driven by factors such as the number of uncertain parameters or disturb-
ances, the count of potential uncertainty realizations, and the length of the prediction
horizon. Consequently, solving the OCP within reasonable time frames becomes compu-
tationally demanding, restricting its practical utility in industrial applications [47].

To tackle these challenges, various methods have been proposed to enhance the compu-
tational efficiency of multistage MPC. These include techniques like the robust horizon
method [47], the primal decomposition algorithm [61], the adaptive horizon multistage
MPC framework [62], and tube-enhanced multistage MPC [63]. These approaches strive
to strike a balance between computational efficiency and control performance, rendering
multistage MPC more practical and applicable in real-world industrial settings.

2.4 Control Strategies in Hydropower

Various control strategies, spanning from proportional-integral (PI) control to heuristic,
predictive, and optimal controls, have been proposed for water system management [64]—
[66]. The intricate nature of hydropower operation has spurred interest in optimization
tools for practical application, given their capacity to solve high-dimensional problems.
Reservoir operation models, aided by optimization techniques like linear programming
(LP) and dynamic programming (DP), have demonstrated efficacy [67]. Nonlinear pro-
gramming (NLP) has been employed for optimizing California’s reservoir operations to
maximize monthly energy economic value [68]. Subsequently, nonlinear model predict-
ive control (MPC) was integrated with Kalman Filtering, marginally mitigating reservoir
water level deviations [69]. Acknowledging uncertainties, adaptive multi-MPC has been
proposed to account for uncertain inflows [70], while a multi-objective constrained op-
timal control under stochastic MPC framework considers both normal and rare scenarios
[71]. Also, many Advanced Process Control (APC) systems for controlling levels of reser-
voirs or tanks are presented [72]-[77]. In [72], the use of A nonlinear MPC with an
extended Kalman filter for water-level control in reservoirs through floodgate manipu-
lation is investigated through simulations. In [73], five distributed MPC schemes on a
hydropower plant benchmark are tested by simulation works. It aims to coordinate sev-
eral subsystems to generate energy according to the demand while satisfying water levels
and flow requirements. In [74], generalized predictive control (GPC) is simulated for a
multivariable model of a pumped-storage hydroelectric power station. Then, It shows
the benefits of using APC compared with an existing PI controller. In [75], a method
for achieving optimal hydraulic-level tracking is introduced. This method utilizes an in-
verse optimal controller designed to control power generation rates within a particular
hydropower facility. Additionally, a neural network is incorporated into the system to
assist in predicting and handling external disturbances. The effectiveness of this pro-
posed approach is evaluated through simulations, where data obtained from the plant
over an entire year of operation serves as a reference for tracking performance. In [76],
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an approach utilizing Multi-Objective MPC is presented for the real-time management
of a multi-reservoir system. This strategy integrates the non-dominated sorting genetic
algorithm II, multi-criteria decision-making, and the receding horizon principle to address
a real-time multi-objective reservoir operation challenge. The primary control objectives
encompass minimizing deviations in reservoir storage, reducing flood risks downstream
at a vulnerable location, and maximizing hydropower generation. The efficacy of the de-
veloped control system is evaluated through simulations. In [77], they suggest a nonlinear
predictive control method for a hydropower system. The approach involves choosing a
performance index with a terminal penalty function, and the effectiveness of the developed
control strategy is evaluated through numerical experiments.

Skagerak Kraft AS and the University of South-eastern Norway (USN) sought to im-
plement MPC in hydropower operations as The proficiency of MPC frameworks in hy-
dropower system management has matured through research. Model identification and
tuning were performed for the Grgnvollfoss run-of-river power plant system. The model’s
efficacy was demonstrated through simulations using PI control with a Smith predictor
and deterministic MPC, with MPC displaying superior performance [78], [79]. Note-
worthy case studies, including the Dalsfos plant, have employed deterministic MPC [80].
Expanding the scope, stochastic MPC was explored, assessing real and assumed values
through Gaussian noise addition [81]. The stochastic MPC approach was tested with
multi-objective-based algorithms and its performance is compared to the deterministic
MPC. This study showed the potential for the use of stochastic MPC [14].

This thesis includes more research on further optimizing the performance of MPC on
hydropower systems and how to deal with uncertainty such as the forecast of the water
inflows into the reservoir systems.

2.5 Building Temperature Control

The integration of model predictive control (MPC) into building energy management
systems (BEMS) has been a dynamic field of research, marked by significant activity [82],
[83]. This approach has been explored in regulating indoor temperatures using both active
heating systems and passive solar blinds [54]. In [84], a comprehensive building model is
developed for MPC implementation. Their four-month evaluation showcased substantial
energy savings, reducing thermal energy consumption by 63% and HVAC electric energy
consumption by 29%. These findings underscore the transformative potential that MPC
integration holds for BEMS.

A reliable prediction model is essential to maximize the benefits of implementing MPC.
Diverse modeling strategies have emerged to capture building thermal behaviors [85].
White-box modeling, rooted in mass and energy balances, uses differential equations
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tailored to specific buildings [86]. However, this approach struggles with parameter iden-
tification for complex models. Black-box models, reliant on measurement data, offer high
prediction accuracy but lack generalized applicability [87], [88].

A balanced approach, grey-box modeling, combines aspects of white-box and black-box
methodologies [16]. Leveraging cognitive understanding and physical insights, grey-box
models often utilize thermal network representations, exemplified by resistor-capacitor
circuit models [89]. This approach capitalizes on reduced-order models, although its para-
meters represent combinations of multiple properties, necessitating parameter estimation
from measured data [90].

Recent research in USN focused on parameter estimation for grey-box models in BEMS.
The resultant models displayed low parameter dispersion, yielding close alignment with
measurements. The developed models demonstrated deviations of approximately 0.5-

1.5°C [91], [92].

it seemed evident that the synergy of MPC and grey-box modeling holds substantial
promise for elevating HVAC efficiency within BEMS, illuminating a path towards energy-
conscious building management. Therefore, in this work, the grey-box model is used for
the simulation of MPC and how to deal with both the model errors and the forecast
uncertainty in the future.
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3 Mathematical Model and Process
Description

3.1 Dalsfoss Hydropower system: The floodgate control

3.1.1 Process Description

The Kragerg watercourse is one of Skagerak Kraft AS’s operational hubs for hydropower
systems. It encompasses a series of five hydropower stations and a dam, positioned along
the watercourse between Lake Tokke and the sea, as depicted in Figure 3.1. Among these
stations, the Dalsfoss hydropower system is the uppermost one next to the Lake Toke [93].
The Dalsfoss system utilizes the water from Lake Toke’s reservoir for power generation.
The system has three turbines and two floodgates [94].
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Figure 3.1: Overview of the Kragerg watercourse
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To ensure the safe and environmentally friendly operation of the Dalsfoss system, Skagerak
Kraft bears full responsibility. In this endeavor, strict compliance with regulations from
the Norwegian Water Resource and Energy Administration (NVE) is essential to uphold
a secure and eco-friendly operation. Notably, a set of these regulations pertains to en-
vironmental considerations, aiming to protect both local communities and the ecosystem.
For example, a requirement within this regulatory framework concerns the maintenance
of water levels at Merkebekk within specified bounds. These bounds, however, are not
static and undergo seasonal fluctuations throughout the year [95].

Meeting the operational requirements consistently during operations poses a challenge
due to the presence of uncertainties in the system. The uncertainties come from two
primary sources. First, the power production plan, tailored to meet energy demands,
introduces variability. Second, the inflow of water into the lake or dam, a critical factor,
is subject to prediction. Skagerak Kraft develops the power production plan based on the
future demand, electricity price, and so on. Concurrently, water inflow forecasts rely on
a complex hydrological model and weather forecasts, culminating in the presentation of
50 potential future scenarios for the subsequent 13 days.

3.1.2 Mathematical Model

Figure 3.6 provides a visual representation of Lake Toke, offering insight into its two
significant sections: the upper stream, known as Merkebekk, on the left-hand side, and
the lower stream situated near the Dalsfoss dam on the right. Additionally, Figure 3.3
presents a simplified schematic of the floodgates at the Dalsfoss dam. In the context of
the Dalsfoss hydropower system, the system states are h; and hy, representing the water
level height above a specified minimal low regulated level, denoted as xﬂi{{,, at Merkebekk
and Dalsfoss, respectively. The control inputs for the system are the gate opening height
of floodgates, designated as hy.

Within this system, as displayed in Figure 3.6, several key factors come into play:

o Vi is the time-varying volumetric inflow into Lake Toke originating from its catch-
ment area. This inflow is distributed between Merkebekk and Dalsfoss, as depicted
in Figure 3.6. Skagerak Kraft employs a hydrological model, utilizing subscribed
weather forecast information, to estimate Vi. It serves as an input disturbance in
the system.

o Another significant disturbance is the power demand, denoted as W,, which is sched-
uled by experts at Skagerak Kraft. This demand is used to compute the turbine
flow rate, V;, representing the requisite water flow rate for electricity generation.
Notably, V; is subject to an operational limitation of 36m?/s.
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Figure 3.2: Schematic of lake Toke [25]
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Figure 3.3: Structure of floodgate [25]

. Vg characterizes the flow rate through the floodgates. Water passing through these
gates does not contribute to electrical power generation, as it bypasses the turbines
and is merely released from the dam. Ideally, floodgate operations should prioritize
keeping these gates closed to conserve water within the dam for energy production.
Activation of floodgates is typically reserved for flood situations to fulfill regulatory
requirements.

The model for Lake Toke has been initially developed and has subsequently undergone

revisions, as suggested in related reports [25], [96]. A succinct summary of the model’s
key components and equations is provided below.
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The heights of water level relative to sea level at Merkebekk and Dalsfoss denoted x3; and
Xp, are given by:

v = hi+ Ry (3.1)
xp =hy + Lllal{/ (32)

The area of the surface curve at Lake Toke is calculated as:
A(h) = max(28 x 105-1.1- 41, 10%) (3.3)
Inter-compartment flow, Vj, is expressed as:

Via =Kz~ (h1 —h2)/|h1 — ha| (3.4)

where K, is the inter-compartment flow coefficient.

The equation to calculate V; from the electrical power demand, W, is:

We

Vi=a

+b (3.5)

where a and b are coefficients obtained from data fitting. xq represents the downstream
level after the turbine and can be obtained by solving the following cubic equation:

0= clxgl + (¢ — clxD)xf1

+ (c3 — coxp + €4V )xq (3.6)
+ We — C3XpD — C4Vg)CD —C5

where ¢y, ¢2, ¢3, ¢4, and c¢5 are coefficients obtained from polynomial model fitting.

At the Dalsfoss power plant, there are two floodgates. The model for flow rate through
floodgate j, VgJ, is given by:

Ve j = Ca-wj-min(hg, ha)+/2g - max(hy,0) (3.7)

where Cy is the discharge coefficient and g is the acceleration due to gravity.

The total water outflow from the Dalsfoss power station, V,, is calculated as:
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j
Vo=Vi+) Vg (3.8)

The dynamic models of the water levels, h; and hy, are expressed as:

dh 1 S
@ (= ayagm) | PVi—Vi) (3
= i BV Vi ==y (3.10)

Parameters for the model are given in Table 3.3.

Table 3.1: Parameters for Lake Toke model

Parameter Value Unit Comment
o 0.05 - Fraction of surface area in compartment 2
B 0.02 - Fraction of inflow to compartment 2
K> 800 m3 /s Inter compartment flow coefficient
Cq 0.7 - Discharge coefficient, Dalsfoss gate
wi 11.6 m Width of Dalsfoss gate 1
wo 11.0 m Width of Dalsfoss gate 2
xﬂi{{, 55.75 m MSL Minimal low regulated level value
XHRY 60.35 m MSL Maximal high regulated level value
g 9.81 m /s’ Acceleration of gravity
a 124.69 Pa~! Coefficient in equation 3.5
b 3.161 m Coefficient in equation 3.5
c1 0.13152 w/ m~3 Polynomial coefficient in equation 3.6
) -9.5241 W /m? Polynomial coefficient in equation 7?7
c3 1.7234 - 107 W/m Polynomial coefficient in equation 4.16a
c4 —7.7045-103  Pa/m Polynomial coefficient in equation 3.6
Ccs —8.7359-107! W Polynomial coefficient in equation 3.6

3.1.3 Operational Requirements

The Dalsfoss hydropower plant operates under several requirements to ensure safe and
efficient performance. These requirements include:
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3.2

. The constant water flowrate: Significant increases in water flow from the hy-

dropower station can harm downstream ecosystems. To minimize these impacts, it
is essential to maintain a relatively constant downstream flow rate (V,), especially
during periods of high flow.

. Minimum downstream flowrate (V,): To support the ecological balance of the

watercourse and the movement of aquatic life, a minimum flow rate of 4m?®/s must
be maintained downstream. This ensures that the watercourse remains viable and
provides a suitable habitat for aquatic organisms.

. Water level regulation at Merkebekk: The water level at the Merkebekk loc-

ation, measured in meters above sea level (m MSL), must be kept within specific
seasonal ranges defined by low regulated values (xry) and high regulated values
(xgrv). These seasonal values are detailed in Table 3.2. The water level (xv) at

Merkebekk is calculated as the sum of &; and xﬂi{{,.

Table 3.2: Seasonal level requirement

Date XLRV [m MSL] xHRV[m MSL]
Jan. 1 - Apr. 30 55.75 60.35
May. 1 - Aug. 30 58.10 59.85
Sept. 1 - Sept. 14 57.60 59.35
Sept. 15 - Oct. 27 95.75 29.35
Oct. 28 - Nov. 11 55.75 29.85
Nov. 12 - Dec. 31 55.75 60.35

Maximum turbine flowrate (V;): To ensure the safe and reliable operation of
the turbine, the flow rate through it is capped at a maximum of 36m> /s. This limit
prevents excessive stress on the equipment and guarantees its longevity.

Floodgate opening height limitation: The floodgate opening height is restricted
to a maximum of 5.6m for safety considerations. This limitation ensures that the
floodgates can effectively control water flow without compromising their structural
integrity or posing risks to personnel and infrastructure.

Hjartgla Hydropower system: The buffer reservoir control

3.2.1 Process Description

The Hjartdgla hydropower plant is also operated by Skagerak Kraft. It is located in
Hjartdal municipality, Norway, as shown in Fig. 3.4. The Hjartdgla hydropower system,
depicted in Fig. 3.5, consists of a buffer reservoir, Hjartsja, which receives water from the
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Hjartdgla hydropower plant and the Hjartsja river. It subsequently releases this water
downstream at Omnessfossen. The system also receives inflows from the Skorva, Skogsaa,
and Mjella rivers.

Hjartdgla Hydropower plant I

p3kT e |

A

Figure 3.4: Overview of the Hjartdola system

Unlike power plants that maintain relatively steady output levels, the Hjartdgla hydro-
power plant adapts its power production dramatically based on demand. This necessitates
precise management of variations in discharged water flow rates to prevent adverse effects
on downstream ecosystems [97].

The Hjartdela system operates amidst various uncertainties, including fluctuations in
power production and water inflows. Nevertheless, the system must adhere to stringent
operational regulations, including the maintenance of water levels at Hjartsja and con-
trolled flow rates at both Hjartsja and Omnessfossen. Downstream flow rates are managed
through the manipulation of a floodgate at Hjartsja. Water inflow predictions are gener-
ated using hydrological models and weather forecasts, providing 50 potential scenarios for
the next 13 days (312 hours). Furthermore, the power production plan remains subject
to changes influenced by factors such as electricity prices and demand [13].

Currently, the Hjartdgla system employs a manual PI controller with set point adjust-
ments made by on-site personnel. However, this control approach is suboptimal due to its
heavy reliance on human judgment and predictions of uncertainty, resulting in a high risk
of constraint violations. Implementing Model Predictive Control (MPC) could enhance
system performance and reduce risks. Specifically, Multistage MPC, which accounts for
system uncertainties, may offer an even more robust control strategy, ensuring efficient
and safe operation of the Hjartdgla hydropower plant.
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Figure 3.5: A simple plan showing the watercourses of the Hjartdgla hydropower system
3.2.2 Mathematical Model

The system state is denoted by the variable A, representing the water level in the reservoir
relative to sea level. The control input is the opening of the floodgate, denoted as h,.
Figures 3.6 and 3.7 provide visual representations of the layout of the Hjartsja reservoir
and the structure of the floodgate at the reservoir, respectively. Water enters the reservoir
from two sources: the Hjartsja river, with a flow rate denoted as VIH, and the turbines
at the Hjartdgla hydropower plant, with a flow rate denoted as Vp. The reservoir releases
water through both a floodgate, represented by V,, and a flood threshold wall denoted as

V.

The water level in the reservoir, measured from its bottom and referred to as hy,, is
described as follows:
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Table 3.3: Parameters for Hjartdgla model

Parameter Value Unit Comment
LRV 155.7 m MSL Lower regulated value
HRV 157.5 m MSL Higher regulated value
Pin,max HRV +3—LRV =48 m Maximum water level of the reservoir
Amin 103 m? Minimum surface area of the reservoir
a 0.0474 - Coefficient
b 1.6898 - Coefficient
hg}f},p 157.37 m MSL Top position of gate openning
Ly 12 m Width of the gate
L 11 m Width of the overflow channel
OF TlmSl 157.5 m MSL Overflow threshold 1
OFT™! 158.5 m MSL Overflow threshold 2
Vi ¥p

e ———————

LRV === oo -—-

A(hin)

Figure 3.6: The simple layout of the Hjartsja reservoir

hin = min(max (0,2 — LRV ), hin max) (3.11)

LRV is the low regulated value of the water level in the reservoir. The surface area of the
reservoir is calculated as:

A = max(Amin, 10°-a-b-h>") (3.12)

The outflows from the reservoir are calculated as:
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Figure 3.7: The simple layout of the floodgate at Hjartsja reservoir

hout,g = max(0,h — (hgse, — hg)) (3.13)

where hgfcl,p and hg denotes the top position of gate opening and the opening of the

floodgate, respectively. The flowrate through floodgate, Vg, is calculated as:

Vo=1.84-L-hl3 (3.14)

out,g

where L represents the width of the gate. The flowrate through overflow channel, V¢, can
be expressed as:

Vi=1.8(L;- hcl,ilst,OFl +L- hcl)ﬁst,OFZ) (3.15)

where hoy,orF1 and hgy,or2 are calculated as followings:

hou,0F1 = max(0,h — OF T{™") (3.16)

houoF2 = max (0, — OF T;™) (3.17)

where OF TImSl and OF szSI mean the heights of the overflow thresholds. Therefore, the
dynamic model of the reservoir is expressed as:
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_dh 1

== it Vo= Ve Ve) (318)

The flowrate at downstream to Omnessfossen is:

Vo =Vg+Vi+Visv+Viss +Vim (3.19)

‘7i,SV7 Vi,SSa and Vi,M are flowrates of Skorva river, Skogsaa, and Mjella rivers, respectively.
The parameters in the model are displayed in Table. 3.3.

3.2.3 Operational Requirements

The operational constraints governing the Hjartdela reservoir system are imperative for
ensuring operational safety and the protection of downstream ecosystems and habitats.
These constraints encompass various facets, including but not limited to:

1. Flowrate Stability at Downstream: [t is essential to maintain a consistent
flowrate downstream to safeguard both fauna and human populations against abrupt
alterations in flowrate or water level.

2. Minimum Flowrates: A minimum flowrate of 1.0 m®/s must be maintained for
water discharged from the Hjartsja reservoir. A minimum flowrate of 2.5 m? /s must
be upheld at Omnessfossen (downstream) to facilitate the unimpeded movement of
fish within the watercourse.

3. Water Level Maintenance: The water level within the Hjartsja reservoir must
be diligently managed within the boundaries defined by the High Regulated Value
(HRV) and Low Regulated Value (LRV). This strict regulation is essential for pre-
serving the ecological integrity of the surrounding ecosystem and habitat.

These operational requirements are instrumental in balancing the operational needs of
the reservoir system with the imperative to protect and sustain the natural environment
it interacts with.

3.3 Experimental building at USN: Temperature control

3.3.1 Process Description

The subject of this study is an experimental facility established in 2014 at the Porsgrunn
campus of the University of South-eastern Norway [98]. Figure 3.8 illustrates both the
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Figure 3.8: The picture of the experimental facility in USN [98]

exterior and floor plan of this test building. It has been meticulously designed with
concrete support structures to ensure its separation from the ground. The internal volume
of the building measures approximately 9.4 m?, and it has been deliberately sealed, devoid
of both natural and mechanical ventilation systems. To minimize solar radiation, three
modestly-sized windows, each measuring 60 x 90 cm?, have been strategically positioned
in the south, east, and west orientations. Additionally, there is a door, measuring 90 x 120
cm?, situated in the north direction. Furthermore, the presence of three adjacent buildings
serves to further mitigate the penetration of solar radiation through the windows.

The building envelope has been constructed utilizing an amalgamation of diverse mater-
ials, including wooden cladding, glass wool, air-fill, polyethylene vapor barriers, wood,
cement chipboard, particleboard, and cardboard. The composition of each type of wall is
unique and is a result of the precise combination of these materials. Similarly, the roof
and floor of the building also possess distinct compositions.

This experimental building incorporates an electrical heater with a power rating of 375
W. This heating system includes a thermostat controller, a comprehensive measurement
system, and a logging computer that consumes approximately 100 W. The measurement
system is equipped with a variety of sensors designed to monitor critical parameters such
as indoor and outdoor temperatures, humidity levels, air pressures, rainfall, wind speed,
wind direction, and the overall power consumption within the building.

In sum, the experimental building serves as a meticulously controlled environment, ideal
for conducting in-depth studies and analyses of the thermal dynamics and energy per-
formance of buildings across various operational conditions.
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3.3.2 Mathematical Model
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Figure 3.9: RC circuit model of the building [92]

The system model adopted in this study serves as a simplified representation of the
experimental building and serves as the basis for obtaining calibration data. Illustrated in
Figure 3.9, this model draws inspiration from the R3C2 model introduced in [16], albeit
with the exclusion of the ventilation resistance component, as the test building lacks a
ventilation system.

The model consists of two state variables, denoted as Ty, and Ty, corresponding to the
interior temperature of the building and the temperature of the inner surface of the walls,
respectively. These state variables are associated with capacitors C, and Cy, represent-
ing the thermal energy storage capacities within the building’s interior and its envelope
(including walls, floor, and ceiling). Additionally, the model incorporates three resistance
components. R}, signifies the thermal resistance between the building’s interior and its
walls, while Ry represents the resistance to heat flow through the walls, linking state Ty,
with the external temperature. The third resistance, Ry, characterizes heat flow resist-
ance through elements of the building envelope not encompassed by the state Ty, such
as windows and the door. The driving forces of the system are represented by Q and T,
where Q denotes the heat flow source (e.g., an electric heater), and T models the external
temperature as a potential influencing factor.

To derive equations from the thermal network model, Kirchhoff’s node potential law is
applied, wherein each state within the circuit, namely Ty, and T, is assigned to a circuit
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node, and the inflow and outflow of each node are meticulously balanced. The model

is then formulated in state-space representation, comprising a set of ordinary differential
equations (ODEs) [91], [92], [99].

d
d—): = Ax; +Bu; +w, (320)

where

CwRy " CwRy, CwRw

CoRw

Parameter Estimation

The process of parameter estimation within the context of this construction project has
been previously documented in references[91], [92]. Parameter estimation entails the
crucial task of determining the precise values of model parameters based on empirical
data. In the specific case examined in this study, the initial approximation for parameter
estimation is achieved by establishing nominal parameter values. These nominal values
are derived from a combination of empirical experimentation and prior knowledge about
the expected parameter range. It is noteworthy that these nominal values are grounded
in an approximate understanding of parameter magnitudes, typically attainable for most
practical building scenarios. While the nominal values themselves may not serve as highly
accurate predictive models for the building’s behavior, they perform a pivotal role as
normalization constants, thus facilitating parameter estimation on a standardized scale.
Furthermore, these nominal values effectively narrow down the search space to a region
of interest where reasonable parameter values can be more readily discerned [91], [92].

In Table 3.4, we present a comprehensive compilation of the nominal parameter values,
ascertained through empirical measurements. These values are instrumental as initial
approximations for the calibration of the model. Additionally, they delineate the minimum
and maximum parameter boundaries, effectively constraining the parameter space [86].
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The noise covariance matrix, denoted as W = diag(w%,w\z,v), is meticulously estimated from
empirical data and is assumed to possess a diagonal structure. The parameter vector,
denoted as 0, is intricately defined to encompass the following components:

0= [Rg7Rb7RW7Cb7CW7Wb;WW] (321)

Table 3.4: Nominal parameter values and min./max. range.

Re[K/W]  Ro[K/W] Rw[K/W] G[J/W] Cw[J/W]

Nominal value (69)  0.160  0.060  0.100 1200k 1200k
Min value (6yn) 0.048 0.018 0.03 360k 360k
Max value (6yin) 0.272 0.102 0.170 2040k 2040k

To mitigate the risk of over-parameterization, particular attention is directed towards the
parameter Ry, wherein its value is deliberately constrained to a constant. It is pivotal to
acknowledge that Ry represents the thermal resistance exhibited by windows and doors,
subject to the influence of both interior and exterior temperatures. Pertinently, the UA
values associated with these components are meticulously specified in [86]. It is imperative
to recognize that the UA values are rooted in the product of two fundamental components,
namely U (denoting the reciprocal of thermal resistance per unit area) and A (indicating
the surface area). Therefore, armed with knowledge about either the thermal resistance
(R) or heat transfer coefficient (U) for all pertinent windows and doors, alongside their
corresponding surface areas (A), it is conceivable to accurately compute Ry as 1/(UgAyg).
Detailed specifications for U and A are explicitly elucidated in Table 3.5, with the value
of Ry being definitively set at 0.24 [86], [92].

Table 3.5: Specification of R,
UW/m’K] Am?] UA [W/K] R [K/W]

Door 1.2 1.76 2.1 0.48
Windows 1.3 1.57 2.0 0.50
Total - - 4.1 0.24

To elucidate, within the R3C2 model depicted in Figure 3.9, a prior probability distribu-
tion is judiciously assigned to the parameter R, characterized as .4 (0.24,0.01?). This is
in contrast to all other parameters, which are endowed with uniform priors represented as
p(0) = 1. It is imperative to underline that these probability distributions play a pivotal
role in the optimization procedures that hinge upon Equation (3.22) [91].

Nx Nx

N
=Y xrely? (3.22)
k=1 i=1k:1

M=

J=

I
-

i
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Table 3.6: Values and standard deviations of estimated parameters
6 c/6
Rg[K/W] 0.236 6.0%
Rb[K/W] 0.072 5.7%
RW[K/W] 0.084 5.7%
ColJ/W] | 1444k 4.7%
Cull/W] | 293k 8.8%
Wh 0.149 3.2%
Ww 0.137 3.7%

Table 3.6 meticulously tabulate both the estimated parameter values and their correspond-
ing standard deviations. The estimation of the posterior distribution for the parameters
is adeptly achieved through the utilization of the Markov Chain Monte Carlo (MCMC)
methodology. Data from the experimental building are employed comprehensively, en-
compassing temperature measurements (T, Ty, Tw), in conjunction with measurements
of the input electrical power (Q) supplied to an electric heater. It is noteworthy that
the temperatures Ty, and T, are deemed as reference data for the model outputs, whereas
T.. and Q assume the role of model inputs. It is imperative to highlight that two sets
of the acquired data are effectively utilized as training data, with the third set being
judiciously reserved for the exclusive purpose of evaluating the posterior predictive distri-
bution, along with assessing the calibrated model’s efficacy in forecasting future system
behaviors. In Table 3.6, the estimated parameters are meticulously delineated, alongside
their corresponding standard deviations. Notably, the standard deviations are scaled by
the maximum a posteriori (MAP) estimates of the parameters, thus enabling a meaningful
comparison among distinct parameters [91], [92].

For a more in-depth examination of the parameter estimation proceedings within this
specific case study, we direct the interested reader to consult the comprehensive discussions
presented in [91], [92].

3.3.3 Operational Requirements

The operation of building temperature control aims to maintain the temperature inside
at a specific temperature range with the minimum cost spent.

e Building Temperature Control: The specified temperature range for the build-
ing’s interior is set to maintain a comfortable and consistent environment. The
interior temperature must remain within the range of 20°C to 22°C. One of the
distinctive challenges in maintaining this desired temperature range is the dynamic
nature of outdoor temperatures. The external temperature varies throughout the
day and night, and the building’s heating and cooling systems must be capable
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of adapting to these external temperature fluctuations. This adaptability is par-
ticularly important to ensure that occupants are not subjected to uncomfortable
temperature extremes

Cost-Efficient Heating: Beyond the imperative of temperature control, the
project is also driven by the necessity to optimize operational costs, particularly
in the realm of heating. The economic landscape has seen a steady rise in energy
prices, making efficient heating strategies a paramount concern.
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4 Methods Overview

4.1 Deterministic Model Predictive Control (MPC)

MPC is a control strategy that employs a finite horizon open-loop Optimal Control Prob-
lem (OCP) to compute a sequence of control inputs. This sequence is determined by
predicting the future behavior of a dynamic system through the utilization of a mathem-
atical model. Subsequently, the first control input in the sequence is implemented, and
this process is iteratively repeated at discrete time intervals in a receding horizon fashion.
MPC can be conceptualized as a feedback control approach that combines model-based
predictions with the optimization of future control inputs to achieve the desired system
performance [20].

Consider a discrete-time nonlinear system of the form
X1 = £(xx, u, k) (4.1)

where x represent the state variables, u denote the control inputs, 8 denotes the nominal
value of the uncertainty and k& denotes the time sample. The system model is represented
by f. Within the framework of Certainty Equivalent MPC, the inherent uncertainty
is preconceived and treated as a nominal value. The OCP is then formulated over a
prediction horizon of length N, as follows:

N,

minimize i J(xp, ug) (4.2a)
k=0

subject to  x; = X, (4.2b)
Xp1 = £(xXp, g, O, (4.2¢)
g(xk,uk) < O, (42d)
Xip < Xk < Xub, (4.2e)
Ujp S Uy S Uyp (4.2f)

At time sample k, the cost function is formally defined as J(xx,uy), as outlined in (4.2a).
The initial state of the system is explicitly provided in (4.2b). The system model and
output constraints are meticulously integrated within (4.2c) and (4.2d), respectively, while
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the respective limits on states and control inputs are systematically enforced through
(4.2e) and (4.2f).

4.2 Open-loop Robustness Analysis

u* | Target A
d—| Process
1

X,d, — Controller

| Target )| Open-loop
dgz)_’ Process Robustness
Analysis

. Target £U)
40 —| Process
1

Figure 4.1: The procedure of open-loop robustness analysis

The objective of open-loop robustness analysis is to assess the extent of constraint viola-
tions resulting from uncertainties affecting the underlying process. The procedural steps
for this analysis are visually depicted in Figure 4.1. After the MPC controller determines
the control inputs, the initial element of these inputs is concurrently applied to the model
while considering all potential sources of uncertainty. Subsequently, the assessment of
constraint violations is conducted.

4.3 Multi-stage Model Predictive Control

Within the context of a multistage Model Predictive Control (MPC) framework, un-
certainties, such as variations in model parameters or disturbances, can be effectively
characterized using a discrete scenario tree, as exemplified in Figure 4.2. This tree delin-
eates potential trajectories of uncertainty evolution in the future, and the corresponding
control inputs are associated with branches stemming from a common node. The dis-
tinctive feature of multistage MPC lies in its capacity to adapt control inputs over time,
thereby mitigating the impacts of uncertainties, as new information becomes available
during the progressive traversal of the scenario tree.

[47].

the system can be written as:
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Prediction horizon

Figure 4.2: The structure of the scenario tree

R AR (4.3)
At time sample k, the variables x,’: Y >, ui, and d,:(] ) represent the state associated with a

parent node, the control input, and the realization of uncertainty for scenario j.

Therefore, OCP for multistage MPC is formulated as:

Np—1
minimize Z ; Z L( ka,uk (4.4a)
uk,V(J k)el
subject to x| = (Y ul V), (4.4b)
x] €X, (4.4¢)
ul €, (4.4d)
ui —ul if x,’:(j) = xf(l) (4.4e)

Equation (4.4a) defines the cost function, incorporating scenario probabilities denoted by
o;. In this equation, L(xx41,u;) represents the stage cost, while N, signifies the prediction
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horizon. Equation (4.4b) characterizes the system model, while (4.4c) and (4.4d) establish
boundaries for states and control inputs, respectively. Additionally, (4.4e) introduces non-
anticipativity constraints, which require that control inputs u’,g along branches stemming

from the same parent node x]f ®) must be identical. These constraints are essential because
control inputs cannot anticipate the realization of uncertainty in future scenarios [47].

In practice, the industrial implementation of multistage MPC encounters challenges primar-
ily stemming from the size of the Optimal Control Problem (OCP). The OCP’s size

experiences exponential growth due to factors such as the (a) multitude of uncertain

parameters or disturbances, (b) numerous potential uncertainty realizations, and (c) an

elongated prediction horizon. This exponential expansion imposes substantial computa-

tional demands, rendering the timely resolution of the OCP a challenging endeavor and

limiting its practical applicability in industrial contexts [47].

1 1 1 1
u, d, X3 u, d, Xy
2 42 Y: 2 42 2
1y d; X3 u, d; X
e
3 43 x] 3 d} X
i d: 3 Uy dy .;;
4 4
4 71 4 gl
i, d, Xs u, d, X
>e >e
5 g2 3 5 32 5
u,d, X3 u;dy X
Se
6 6
6 73 X 6 13 3
hd, S udy N
7 g1 7 7 51 7
wmd, X wd, X
8 42 8 8 g2 #
iy d; X u,d; X
>e Se
'] 9 qQ 3 9
78 d; A3 i d; Xy

\ Robust horizon = 2

—

Prediction horizon = 4

Figure 4.3: The structure of the scenario tree with a robust horizon

Effective implementation of multistage Model Predictive Control (MPC) necessitates care-
ful design of the scenario tree to manage the size of the associated Optimal Control Prob-
lem (OCP). One strategy to mitigate the exponential growth of the scenario tree is the
utilization of a robust horizon approach. This approach accounts for uncertainty evolu-
tion up to a certain time horizon and assumes its constancy for the remaining prediction
horizon, as illustrated in Figure 4.3 [47].
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4.4 Simplified Method for Multi-stage Model Predictive
Control

The utilization of the simplified method in the multistage MPC framework significantly
reduces S, the number of scenario ensembles, to just three. This substantial reduction
results in a proportional decrease in the number of optimization variables, by a factor of
%, and a corresponding reduction in constraints. As a consequence, the simplified method

facilitates quicker and more efficient optimization problem-solving.

d(z)

k+Np

d(l)

g ko
\éﬂt"‘iww

(3)
Aying-1  4(5)

Figure 4.4: An example of scenario ensembles of uncertainty

Scenario ensembles constitute a collection of distinct scenarios representing various sources
of unpredictability. They take on the structure of a scenario tree with a robust horizon of
1, although it’s important to note that the values within these scenarios are not assumed
to remain constant upon branching. Figure 4.4 showcases five representative scenario
ensembles, each color-coded to denote a distinct scenario within the realm of uncertainty.
The mathematical expression for the number of scenario ensembles, denoted as §, extend-
ing across the prediction horizon N, at time sample k, is as follows:

(1) (s)
dk dk
d=| @ . (4.5)
1 S
dily, Ay,
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The simplified method encompasses the following two steps:
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Figure 4.5: The three synthetic scenario ensembles of the uncertainty from the five example scenario

ensembles

Step. 1: To generate synthetic scenario ensembles that represent the original ensembles,
we utilize statistical data, including minimum, mean, and maximum values, for each
time step across the forecasted horizon. As an example, consider the five uncertainty
scenario ensembles illustrated in Figure 4.4. These ensembles can be transformed into
three synthesized scenario ensembles, as indicated by the red dotted lines in Figure 4.5,

by applying Equation (4.6), (4.7), and (4.8).

(1)

max (d,
dmax,k =
1
max(d,(c +) N,
mean(d,(cl)
dmean,k = :
mean(d(l)
k+N,
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min(d"” .. a¥)
dmin,k = . (48)
. S
mln(dl(ch)Np o dl(ch)N,,)

A simplified scenario ensembles at each time sample k, denoted as dgyn «, is formulated as
follows:

dsyn,k: (dmax,k dmean,k dmin,k) (4'9)

The three synthetic scenario ensembles, defined in Equation 4.9, comprehensively encap-
sulate the entire range of uncertainty portrayed by the original scenario ensembles in
Equation 4.5.
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Figure 4.6: The defined boundary line, when s; and s, are set as 0.5

Step. 2: Utilizing synthetic scenario ensembles, each assigned its own probability of
occurrence, offers a more accurate representation of the uncertainty originally depicted
by the scenario ensembles. The probabilities associated with the three synthetic scenario
ensembles are computed by quantifying the number of uncertainty data points from the
original scenario ensembles that fall within predefined boundary regions. These bound-
aries can be established using either engineering expertise or statistical analysis. For
instance, the statistically determined boundaries 1 and 2, denoted as B; and Bj, can be
visualized in Figure 4.6 and are defined as follows:
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Figure 4.7: The defined boundary region to calculate the probabilities of occurrences of the synthesis
scenario ensembles

By = dmean,k + 81 (dmax,k - dmean,k)
By = dmean,k — 852 (dmean,k - dmin,k)

where 51 and s, are parameters that allow for the adjustment of the boundary ranges. As
a result, the boundary regions as depicted in Figure 4.7 can be represented as follows:

Ac (Bl ) dmax,k]

Be [Bl,Bz]
Ce [dmin,kaBZ)

Regions A, B, and C represent the likelihoods of occurrence for the maximum, mean, and
minimum synthetic scenario ensembles, respectively. To illustrate, the computation of
the likelihood of occurrence for the maximum synthetic scenario ensemble can be carried
out in the following manner:

5:1 ; 'N,gj)

=55 oy W (4.10)

a)max
In this context, ®; denotes the probability of the j'" original scenario ensemble occurring,

while N signifies the number of uncertainty points within the j original scenario en-

semble. Additionally, Ng) specifically counts the number of uncertainty points belonging
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to region A within the j original scenario ensemble. The probabilities for the mean and
minimum synthetic scenario ensembles, denoted as @Wmean and Wi, respectively, can be
computed in a similar manner.

4.5 Sequential Stochastic Model Predictive Control

The sequential stochastic MPC framework resembles a decision-making process akin to
how humans formulate plans to attain long-term objectives. When confronted with a
substantial goal, individuals typically begin by crafting a broad, high-level plan that
outlines the general direction they intend to take. This initial plan does not delve into
every potential uncertainty that might emerge in the distant future. As progress toward
the long-term objective unfolds, more intricate short-term plans come into play. These
plans are designed to accommodate immediate uncertainties, ensuring alignment with the
overarching goal. They specify actions to be taken in the near future, such as those for
the current day or the next sampling time, all while staying consistent with the broader
long-term plan. Adjustments to the long-term plan are made as the situation evolves.

This concept finds reflection in the design of the sequential stochastic MPC framework,
as illustrated in Figure 4.8. This framework integrates elements from both certainty-
equivalent MPC and multistage MPC methodologies. The first optimizer, akin to certainty-
equivalent MPC, functions as the high-level, long-term plan. It calculates the optimal ref-
erence control sequence over a prediction horizon of length N, = ¢1, taking into account
nominal uncertainty values 6, and initial state values xg. The second optimizer, a multi-
stage MPC, intervenes to create a more detailed short-term plan for the near future. It
does so by considering the reference control sequence Uref* from the first optimizer and
computing the optimal control sequence for a shorter period (Np = ¢ ), while incorporat-
ing the uncertainty d;. The initial control input from the second optimizer is applied to
the process, and this iterative process continues in a receding horizon fashion.

The first optimizer’s formulation mirrors that of the OCP (4.2), which is employed in
certainty equivalent MPC. The formulation of the second optimizer is akin to that of a
multistage MPC framework and can be expressed as follows:
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X
— Sequential Stochastic MPC —
Certainty
» Equvalent ¢ 6
MPC
Np = 01
Uref
A 4
g Multistage TR
di ™ MPC > Process
N, =0,

0, > 0,

Figure 4.8: The framework of Sequential Robust MPC

m}icl}inlllikze ]é wj;i)J(X£7 ui) + Qu(ui — fef7k)2 (4.11a)
subject to xi = Xo, (4.11b)
X£+1 = f(xi,ui,d,{), (4.11c)
g(x],ul) <0, (4.11d)
Xip < X,’; < Xub, (4.11e)
up, < ui < uyp, (4.11f)
u,i —ul if xP) = xi(l) (4.11g)

Consider a sequence indexed by k= 0,1,...,¢,, with ¢, representing the length of the
prediction horizon for the second optimizer. Within this context, the second optimizer
calculates fresh optimal control sequences spanning the horizon of length ¢,. This cal-
culation is enriched by the inclusion of the weight parameter Q,, designed to facilitate
tracking the reference control sequence from the first optimizer. Operating as a multistage
MPC by design, this optimizer also integrates the system’s uncertainties throughout the
¢ horizon, employing a scenario tree structure to address them effectively.

Figure 4.9 presents control sequence trajectories for three different frameworks: certainty-
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Figure 4.9: The example control trajectories: (a) Certainty-equivalent MPC (b) Multistage MPC (c)
Sequential stochastic MPC

equivalent MPC, multistage MPC, and the proposed sequential stochastic MPC.

In Figure 4.9(a), the control sequence generated by certainty-equivalent MPC is displayed.
This approach plans for a longer term using an extended prediction horizon ¢; and con-
siders nominal parameter values and input disturbances.

Figure 4.9(b) showcases control sequences produced by multistage MPC, operating under
the same long-term plan with the extended prediction horizon ¢;. It handles uncertainties
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using a scenario tree structure. For processes with extended prediction horizons where
multistage MPC may struggle due to a large optimization problem.

The sequential stochastic MPC is depicted in Figure 4.9(c). It combines elements of
both certainty-equivalent MPC and multistage MPC. In Figure 4.9(c), the orange line
represents the long-term control sequence generated by the first optimizer, focusing solely
on nominal process values over the extended prediction horizon ¢;. The blue dashed
lines illustrate control trajectories produced by the second optimizer, working within a
shorter prediction horizon ¢» and considering system uncertainties through a scenario tree.
Typically, when constraints are not a concern, the second optimizer yields a similar control
solution to the first optimizer. However, if there’s potential for constraint violations, the
second optimizer takes a more conservative approach to ensure constraint adherence.

To illustrate the reduction in the size of the optimization problem, let’s consider a system
characterized by n, states, n, control inputs, and S uncertainty scenarios across a predic-
tion horizon of length N,. In a multistage MPC framework, the total number of decision
variables to be optimized amounts to (ny+mn,)-Np-S. In contrast, the sequential stochastic
MPC approach tackles the problem through the sequential solving of two OCPs. The first
OCP encompasses (ny+ny)-N, decision variables, while the second involves (nx+ny) - ¢2-S
decision variables. This approach effectively reduces the problem size by a factor of 1/§
and ¢»/N, compared to the multistage MPC framework. This reduction in complexity
carries significant computational benefits, particularly for systems entailing numerous un-
certainty scenarios or extended prediction horizons. Furthermore, the convergence speed
of the sequential stochastic MPC approach can be further accelerated when coupled with
a simplified method on the second optimizer.

The sequential stochastic MPC scheme offers a significant advantage in terms of improved
convergence during optimization problem-solving. As the prediction horizon extends fur-
ther into the future, the uncertainty tends to become more variable. This heightened
variability can potentially render the optimization problem infeasible when employing
the multistage MPC framework. However, the sequential stochastic MPC scheme excels
in effectively tackling this challenge and successfully resolves the optimization problem.
This success stems from its ability to avoid considering uncertainties too far into the
future, allowing for seamless system operation.

4.6 Chance-constrained Model Predictive Control

Chance-constrained MPC is a widely recognized stochastic MPC approach designed to
accommodate uncertainties in system dynamics. Unlike nominal MPC, which assumes a
deterministic evolution of the state xj, real-world systems frequently demonstrate vari-
ations in model structure and parameters. To address these uncertainties, the system
model is adjusted as follows:

62



4.6 Chance-constrained Model Predictive Control

Xk+1 :Axk+Buk—|—GMwM,k (4.12)

In this context, the disturbances wy i are taken to be sequences of independent and
identically distributed variables with a known probability distribution denoted as p,,.
Additionally, it is presumed that E[wy k- wl\T/I o = Ow.

Chance-constrained MPC utilizes the information about the predicted state’s mean and
variance to maintain state constraint violations within acceptable limits. With the avail-
able system information at time k, its objective is to minimize the expected value of
the cost function. This is achieved by considering a stochastic prediction model for the
state, input constraints, and state chance constraints [57], [100]. The formulation of the
Chance-constrained OCP is presented as follows [24]:

minimize E [i Jk] (4.13a)
u k=0

subject to  xpy1 = Axg + Bug + Gpwwm «, (4.13b)

Pr[chk—',—l < hc] > 1 —ﬁj, (4.13C)

Duy <d, (4.13d)

Elxo] =%, wi~ pw (4.13e)

In this OCP formulation, (4.13c) represents the state chance constraints, with a predefined
threshold B; € (0,0.5] determining the probability of violating constraint A.. It’s important
to note that the introduction of the stochastic variable wy x in the model (4.13b) doesn’t
involve the use of specific realizations or sequences of disturbance values for prediction.
Instead, it entails the propagation of the mean and variance of the stochastic state through
the model equations (4.13b). This propagation is essential for evaluating the cost function
(4.13a) and chance constraints (4.13c).

In cases where the model is linear and uncertainty follows a Gaussian distribution, the
stochastic OCP can be reformulated into a format akin to deterministic MPC. This mod-
ified OCP takes on the following structure [101]:

N
mini‘gnize IEJEMPC (4.14a)
subject to  zx11 = Azi + By, (4.14Db)
HZk—H < Nk+1s (4.14C)
Dv<d, (4.14d)
=% (4.14e)
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SMPC
Jk

where in Equation (4.14a) is expressed as:

TMPC — (2] | Ovzis1 + V] Ravy) (4.15)

In this context, key variables include z and v, which represent the deterministic state
component and perturbations to a static feedback law, respectively. These are expressed
as xg = zx +ex and ux = Kpep + vy, with e; denoting the error at time &, and K, as the feed-
back law constant. Additionally, (4.14c) introduces Mt as Hjzgr) < Fljk+1(1-B),
where F~!j k4 1 signifies the inverse cumulative density function (CDF). The difference
hj — Mk41 represents the constraint back-off magnitude, indicating the extent to which
the predicted value Hjzx,1 needs to deviate from the original bound A, to satisfy the
chance constraint (4.13c). When wyy follows a Gaussian distribution, computing 1
is straightforward by propagating state covariance over the prediction horizon. Con-
sequently, both the predicted state xg1 1 and the error e, follow Gaussian distributions.
As He — h represents a linear transformation of the Gaussian random variable e, the CDFs
Fjx+1 and their inverses can be computed based on the probability distribution function
of Hek+1 —h [101].

4.7 Hybrid Model Predictive Control

The hybrid MPC approach is designed to address two distinct sources of uncertainties:
model mismatch and exogenous disturbances. To tackle model mismatch, a validation
step is employed, where model predictions are compared with experimental data, allowing
deviations to be characterized in probabilistic terms. In contrast, exogenous information is
incorporated into the control framework via a scenario tree, constructed based on either
expert opinions or provided prediction information. The model mismatch is managed
through a chance-constrained framework, which relaxes associated state constraints by
specifying an acceptable level of constraint violation. Meanwhile, the scenario tree is
seamlessly integrated into the optimization problem using the multistage MPC framework
to counteract the influence of exogenous disturbances. This integrated approach yields
the following optimization problem formulation for hybrid MPC:

64



4.7 Hybrid Model Predictive Control

S N
minimize Z o,E [Z Jk] (4.16a)

j=1 k=0

subject to xiﬂ = f(xi(j),Bui,Gw,rc(j)), (4.16Db)
Pr{H.x) | <h]>1-B;, (4.16¢)
Dul <d, (4.16d)
u, = uh if x,’:(j) = xi(l), (4.16¢)
Elx)] =%, wk~ p, (4.16f)

In this formulation, the system dynamics are characterized by the state equation (4.16b).
Here, Gw,i(] ) represents the uncertainty at time step k within the j® scenario, defined as
Gwlr{(j ) = GMWIrV(IJ ,Z +GEWE(Q. The chance constraint (4.16¢) ensures that the state com-
plies with the hard constraint H.xk + 1/ < h. with a probability of at least 1 — 8 ;. Control
bounds are established by (4.16d), while the non-anticipativity constraint (4.16e) guaran-
tees that control inputs are equal when corresponding states are equal. The initial state
is specified by (4.16f), with £ representing the measured or estimated initial state, and
wmk as a random variable following the distribution p,,. The objective is to minimize
the expected cost across all scenarios, ):§:1 o;E [vaz OJk}, achieved by selecting suitable

: J
control inputs u;.

In summary, the hybrid MPC approach effectively addresses both model mismatch and
exogenous disturbances, offering robust handling of uncertainties in real-world systems.
If the model uncertainty adheres to a Gaussian distribution and the model is linear, the
hybrid MPC OCP can be expressed as follows:

miniumize i o, i J,{’SMPC (4.17a)
j=1 k=0

subject to 71, | = Azl +Bvl + Gw[, (4.17h)
HZiH < M1 (4.17¢)
Dv] <d, (4.17d)
vi =i if zf(j) = zlk’(l), (4.17e)
=2 (4.17f)
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5.1 Paper A - MPC Operation with Improved Optimal Control
Problem at Dalsfoss Power Plant

In Paper A, a new Optimal Control Problem (OCP) formulation is presented with the goal
of maximizing the water level in the reservoir at the Dalsfoss hydropower station. Previous
approaches, such as the reference region tracking OCP, were employed for its operation,
as discussed in earlier studies [14], [96]. However, the reference region tracking OCP
primarily focuses on maintaining the water level at an appropriate but not necessarily
maximum level. This suboptimal operation can result in the loss of water in the reservoir,
which could otherwise be used to generate electricity. The newly proposed OCP effectively
addresses this issue while also being more operator-friendly.

Paper A conducts a series of simulations, comparing the outcomes of both the reference
region tracking OCP and the new OCP when implementing deterministic Model Predictive
Control (MPC) with various initial set points. The results demonstrate that the new
OCP leads to more optimal operation by maximizing the water level, i.e., by keeping
more water in the reservoir instead of throwing it out through floodgates. However, it’s
important to note that the robustness of the new OCP is observed to be lower than that
of the reference region tracking OCP due to uncertainties in water inflow forecasts, as
revealed by an open-loop robustness analysis. This discrepancy arises from the fact that
the reference region tracking OCP does not aim to maintain the water level as high as
possible, leaving more room for additional water. This robustness analysis underscores
the importance of incorporating robust or stochastic MPC schemes to mitigate the impact
of forecast uncertainties in reservoir water inflow.

5.2 Paper B - Stochastic MPC For Optimal Operation of
Hydropower Station Under Uncertainty

Paper B proposes two strategies to mitigate the impact of uncertainty in water inflow to
the reservoir for the Dalsfoss hydropower system. Firstly, it suggests introducing a 5cm
safety margin to the operational constraint when applying deterministic Model Predictive
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Control (MPC). Secondly, it advocates for the use of multistage MPC, considering all
available scenario ensembles of water inflow forecasts with equal probabilities.

Both approaches exhibit robustness, as indicated by the results of the open-loop robust-
ness analysis. The inclusion of a safety margin in deterministic MPC leads to a more con-
servative operation, while multistage MPC brings the system closer to optimal perform-
ance compared to deterministic MPC. However, the computational speed of multistage
MPC is significantly slower, approximately 18 times, due to the larger size of the Optim-
ization Control Problem (OCP).

To address the computational speed issue, Paper B employs a strategy of generating three
synthesis scenario ensembles from the original set of 50 scenario ensembles for the water
inflow forecast. These three synthesis scenario ensembles, with equal probabilities, are
used for implementing multistage MPC instead of all 50 scenarios. This optimization res-
ults in a remarkable 11.5-fold reduction in computational time, with a slight degradation
in operational performance.

5.3 Paper C - Multistage model predictive control with
simplified scenario ensembles for robust control of
hydropower station

In Paper C, a novel approach is proposed to simplify the complexity of original scen-
ario ensembles for water inflow forecasts without compromising the effectiveness of the
multistage model predictive control (MPC) scheme. This method is presented in two
key steps. Firstly, it involves generating the three synthesis scenario ensembles based
on statistical information derived from the structure of the original scenario ensembles.
Secondly, probabilities or weights are assigned to these synthesis scenario ensembles in
accordance with the original scenario ensembles. The application of this method signific-
antly reduces the size of the optimal control problem (OCP) by a factor of 3 divided by
the number of scenario ensembles. For example, in the case of the Dalsfoss hydropower
system with 50 possible scenario ensembles for water inflow forecasts, the OCP can be
effectively reduced by 3/50 through the utilization of this simplified approach.

To assess the efficacy of this proposed method, Paper C conducts simulation experiments
involving multistage MPC under various scenarios, including situations with both moder-
ate water inflow and flooding. The results reveal that when using the simplified scenario
ensembles with equal probabilities, the operation tends to be more conservative compared
to the utilization of all original scenario ensembles. However, the computational speed
significantly improves. Importantly, these findings align with the slight degradation in
operational performance mentioned in Paper B. Nevertheless, it is noteworthy that when
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5.4 Paper D - Multistage Model Predictive Control with Simplified Method on Scenario
Ensembles of Uncertainty for Hjartdela Hydropower System

the simplified method is employed, the simulation results are almost identical in opera-
tional performance compared to multistage MPC using all original scenario ensembles,
effectively demonstrating the method’s effectiveness in achieving robust control while
mitigating computational demands.

5.4 Paper D - Multistage Model Predictive Control with
Simplified Method on Scenario Ensembles of Uncertainty
for Hjartdgla Hydropower System

Paper D employs a simplified method to enhance the computational efficiency of multistage
model predictive control (MPC) while preserving its performance quality. Although this
method had been previously applied in Paper C, its effectiveness is further substantiated
through testing on a different case study.

As illustrated in Section 3.2.1, the Hjartdgla hydropower system shares similarities with
the Dalsfoss hydropower system. However, the Hjartdgla system features a smaller reser-
voir and involves interactions with four rivers. Fach of these rivers has 50 scenario en-
sembles for water inflow forecasts, resulting in a staggering 6,250,000 possible combin-
ations when considering all four rivers simultaneously. The computational complexity
made it infeasible to employ multistage MPC while considering all possible scenario tree
combinations, necessitating a reduction in the scenario ensembles.

To address this, the study focused on the minimum water inflow scenario ensembles of
three rivers (Skorva, Skogsaa, and Mjella) situated at the system’s base. This ensured
the minimum downstream flow rate requirement was consistently met. Subsequently,
attention was directed solely toward the water inflow into the reservoir (Hjartsa River)
and its 50 possible scenario ensembles.

The findings of this research highlight the effectiveness of the simplified method, signific-
antly reducing computational time while maintaining performance levels nearly identical
to those achieved when using all scenarios for multistage MPC. Nevertheless, during this
case study, questions arose regarding the method’s efficacy when dealing with systems
featuring multiple uncertainties.
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5.5 Paper E - Sequential Stochastic Model Predictive Control for
Operating Buffer Reservoir in Hjartdgla Hydropower
System under Uncertainty

When implementing multistage model predictive control (MPC) in hydropower systems,
two key concerns emerge. The first pertains to the computational demands resulting from
the extensive size of optimal control problem (OCP). The second involves the challenge of
achieving convergence in the optimization process when utilizing all available information
from water inflow forecasts. Research findings revealed that the OCP failed to converge
when substantial deviations existed among different scenario ensembles.

In Paper E, the effectiveness of the sequential stochastic MPC framework in address-
ing both of these concerns is thoroughly demonstrated in the case study of the Hjardgla
hydropower system. The paper includes simulations involving four distinct MPC frame-
works: Certainty Equivalent MPC, two multistage MPCs with varying prediction horizon
lengths (13 days and 6 hours), and the Sequential Stochastic MPC (1st optimizer - 13
days, 2nd optimizer - 6 hours). The open-loop robustness analysis was performed to
evaluate their performance. The results indicate that the two multistage MPCs and the
sequential stochastic method did not display potential violations. Conversely, Certainty
Equivalent MPC failed to ensure constraint satisfaction.

Notably, the Multistage MPC with a 13-day prediction horizon consistently demonstrated
reliable performance. It excelled in maximizing reservoir water levels when increased
water release was required to meet downstream minimum flow rate requirements, all while
maintaining a steady flow rate. However, the Multistage MPC with a 6-hour prediction
horizon yielded less competitive simulation results. It was characterized by unstable
downstream flow rates and suboptimal reservoir water level maximization for future use.

On the other hand, the sequential stochastic MPC framework consistently matched the
performance of the Multistage MPC with a 13-day prediction horizon length. Additionally,
it successfully resolved the convergence issue and substantially reduced computational
time when a severe flooding situation is assumed. This underscores its effectiveness as
an efficient and robust solution for managing buffer reservoir operations in the face of
uncertainty within the Hjardgla hydropower system.
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5.6 Paper F - Implementation of Simplified Sequential Stochastic Model Predictive
Control for Operation of Hydropower System under Uncertainty

5.6 Paper F - Implementation of Simplified Sequential
Stochastic Model Predictive Control for Operation of
Hydropower System under Uncertainty

The primary objective of Paper F is to further enhance the computational efficiency of the
sequential stochastic model predictive control (MPC) framework. This enhancement is
achieved by introducing a simplified method in the second optimizer. Additionally, Paper
F conducts an extensive evaluation of the sequential stochastic MPC framework by varying
tuning parameters and the prediction horizon length within the second optimizer.

The findings of Paper F present three significant advantages of implementing the sim-
plified sequential stochastic MPC framework. Firstly, it highlights that, when properly
configured, the sequential stochastic MPC outperforms multistage MPC. Secondly, the
incorporation of the simplified method in the sequential stochastic MPC leads to a re-
markable 85-fold reduction in computational time compared to multistage MPC. Lastly,
the framework exhibits more robust optimization convergence, particularly in scenarios in-
volving severe flooding situations characterized by substantial deviations among scenario
ensembles of the water inflow forecast.

Paper F encompasses a comprehensive exploration of various settings within the sequential
stochastic MPC framework. Firstly, it investigates the impact of different sets of weight
parameters in the second optimizer. Secondly, the paper examines the effects of varying
the prediction horizon length in the second optimizer. Remarkably, the performance
of the controller remains relatively consistent regardless of the prediction horizon length.
Consequently, it emphasizes the importance of selecting an appropriate prediction horizon
length that minimizes computational demands while satisfying performance criteria.

Additionally, the study assesses the framework’s performance with different nominal scen-
ario ensembles of the water inflow forecast in the first optimizer. The results indicate that
choosing any one of the scenario ensembles or the ensemble average as the nominal scenario
ensemble yields comparable controller performance. However, when a random constant
value for water inflow is set as the nominal scenario ensemble in the first optimizer, it
significantly degrades overall controller performance and leads to erratic behavior.

In summary, Paper F establishes the utility of the sequential stochastic MPC framework
and delves deeper into its potential by exploring various settings and configurations.
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5.7 Paper G - Hybrid MPC Scheme for Controlling Temperature
in Building with Grey-Box Model under Uncertainties in
Model and Weather Forecast

In Paper G, the Hybrid model predictive control (MPC) framework is introduced to
effectively address two distinct forms of uncertainties. The first is model uncertainty,
characterized by known probabilities, while the second involves future uncertainties, such
as weather forecast scenarios. This Hybrid MPC framework seamlessly combines the
chance-constrained MPC and the multi-stage MPC, allowing it to tackle both types of
uncertainty.

The chosen case study in Paper G involves around temperature control within a building.
A grey-box model for the building had been previously developed and validated, incor-
porating stochastic uncertainty [91], [92]. For controlling the system, another layer of
uncertainty arises from external factors, particularly outdoor temperatures. Despite peri-
odic weather forecasts, small discrepancies between forecasts and real-world conditions
are common. To account for these uncertainties, the framework considers temperature
forecast uncertainty, with the boundaries of this uncertainty gradually increasing from the
present moment to 24 hours in the future. This approach yields three distinct temperat-
ure forecast scenarios. The primary objective is to maintain the building’s temperature
within a desired range while factoring in electricity costs associated with heater usage.

Paper G formulates an optimal control problem (OCP) to address these challenges. It
seeks to keep the building’s temperature within the desired range while considering fluc-
tuations in electricity prices.

The paper conducts simulations involving four types of MPCs: deterministic MPC,
chance-constrained MPC, multi-stage MPC, and the proposed hybrid MPC. The sim-
ulations aim to maintain the building’s temperature within the range of 20 to 22 degrees
Celsius. Deterministic MPC is successful in keeping the temperature closest to 22 degrees
Celsius among all the MPCs. However, when accounting for uncertainties in both the
model and the forecast, the potential for temperature violations within the desired range
emerges.

The simulation results of chance-constrained MPC and multi-stage MPC demonstrate
their effectiveness in handling uncertainties related to the model and the forecast, re-
spectively. The hybrid MPC also effectively manages both uncertainties simultaneously.
To enhance robustness against model uncertainty, one can reduce the permissible prob-
ability of state constraint violations, denoted as f3.

Finally, Paper G explores the impact of different weight parameter settings within the
hybrid MPC framework in the case study. Increasing the weight on the cost-minimization
term for electricity consumption leads to reduced power consumption and lower costs.
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5.7 Paper G - Hybrid MPC Scheme for Controlling Temperature in Building with
Grey-Box Model under Uncertainties in Model and Weather Forecast

In summary, Paper G introduces a Hybrid MPC framework that effectively addresses
model and weather uncertainties, providing valuable insights into temperature control
within buildings.
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6 Conclusion and Perspective

This chapter sums up the research works that have been done so far and then lists the
future works that can be performed.

6.1 Conclusion

In hindsight, the research objectives outlined in Section 1.2 have been successfully achieved
through a comprehensive investigation involving various papers, namely A, B, C, D, E,
F, and G.

The research journey commenced with an exploration of dynamic optimization under
uncertainty, focusing on the Dalsfoss hydropower station system. In Paper A, a new
formulation of the Optimal Control Problem (OCP) is introduced and compared with
previously established methods by running simulations of model predictive control (MPC).
the newly formulated OCP showed its superior efficiency in maximizing water resources for
power generation. In Paper B, the challenges posed by uncertain water inflow forecasts are
addressed by employing a multistage MPC approach. Paper C introduced a simplified
method to significantly reduce computational time while maintaining the effectiveness
and performance of multistage MPC. Additionally, Paper F introduced a novel stochastic
Sequential MPC framework, which not only enhanced computational efficiency but also
reduced the likelihood of infeasibility issues in OCP solutions.

The research expanded to encompass the Hjardgla hydropower system in Papers D and
E. In Paper D, the OCP is successfully formulated for this system and multistage MPC
is leveraged along with the simplified method to mitigate the impact of uncertain water
inflow forecasts. In Paper E, the sequential stochastic MPC framework is rigorously tested,
further confirming the efficacy of both the simplified method and the new framework.

Paper G focuses on the building temperature system. Building upon previous studies that
established the system model, parameter estimation, and estimated model uncertainty,
the Hybrid MPC framework is proposed in Paper G. This framework combines multistage
MPC and chance-constrained MPC, effectively utilizing the previously established model.
The chance-constrained MPC aspect helps mitigate violations arising from model uncer-
tainty, while the multistage MPC component addresses uncertainties related to future
weather forecasts.

75



6 Conclusion and Perspective

In summary, this research has made significant strides in addressing dynamic optimization
under uncertainty across various domains, from hydropower systems to building temper-
ature control, offering valuable insights and practical solutions to real-world challenges
regarding the uncertainties in the system.

In particular, the novel MPCs frameworks and techniques that come from this research
aim to predict the long future of the dynamic system with uncertainties, within the min-
imum computational effort, but without compromising the performance of the controller.
The application can be expanded to other various applications such as other kinds of
renewables, other industries, and even finance.

6.2 Future Perspective

Looking ahead, there are several promising avenues for future research in this field, in-
cluding;:

o Expanding Uncertainty Sources: Exploring additional sources of uncertainty
within the system for more rigorous simulation and research. In this research, many
of possible disturbances such as sensor errors in measurements of levels and flowrates
were not considered. Considering the uncertainties, A more rigorous simulation and
control system can be built.

e Enhancing System Modeling: Improving the accuracy of system models to
enhance predictive capabilities. The system model used is designed simply, for
example, demonstrating only two places of level in the large reservoir, Lake Toke. If
the model is well-described rigorously, better control performance may be achieved
in the real implementation of the MPCs.

e Machine Learning Integration: Leveraging machine learning algorithms and re-
inforcement learning techniques to approximate the optimization problem. Solving
optimization problems has the potential to face difficulties such as the infeasibility
of the problem or the long computational time. Therefore, the utilization of ma-
chine learning techniques to approximate the solution of the OCP will give more
smoother operation.

o Implementing the introduced tools in other various fields: The suggested
methods in this research were only applied to hydropower systems or a building tem-
perature control system. However, the methods can be useful for other applications
such as renewables systems, other industry applications, and finance systems.

These directions represent exciting opportunities to further advance our understanding
and application of dynamic optimization under uncertainty, paving the way for more
robust and efficient solutions in a wide range of domains.
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Abstract

The operational conditions at the Dalsfoss power station
are complicated due to many requirements such as envi-
ronmental regulations and safety constraints. Model pre-
dictive control (MPC) has been in use at this power station
to control the floodgates at the Dalsfoss dam. However,
the current formulation of MPC at the power plant does
not have routines to explicitly handle output constraints.
In this paper, a new improved optimal control problem
(OCP) is formulated for the operation of the flood gates
at the Dalsfoss power station. This new OCP formulation
is thought to be relatively easier for the operators to under-
stand and it is more flexible to the violation of constraints.
The aim of this paper is to extend the current MPC used at
the power plant so that the output constraints are system-
atically included in the new improved MPC formulation.
Two alternatives are presented and their robustness to an
uncertain disturbance is analyzed through robustness anal-
ysis.

Keywords: Model predictive control, optimal control
problem, flood management, uncertainty, robustness anal-
ysis

1 Introduction

Kragerg watercourse is one of many watercourse systems
that Skagerak Kraft operates. The watercourse contains
one dam and five hydropower stations which are located
between lake Toke and the sea sequentially along the wa-
tercourse as shown in Figure 1. Its catchment area is over
1200 square kilometres and lies mainly in Telemark, Nor-
way. The uppermost power plant is the Dalsfoss power
plant which is located next to the dam (SkagerakKraft,
2021b). The system has intakes to three turbines and two
flood gates (SkagerakKraft, 2021a).

Skagerak Kraft is fully responsible for the safety of the
operations at the Dalsfoss power station. Therefore, re-
quirements by the Norwegian Water Resource and Energy
Administration (NVE) must be complied with to ensure
safe and environmental-friendly operation. Some of these
requirements are environmental-related and are imposed
to prevent damages to the inhabitants and the ecosystem

Langay
Helle,
Gumay

o )

‘&
m{]ﬁlm dal [383] v!';
[

ro Kragero

Figure 1. Overview of the Kragerg watercourse (SkagerakKraft,
2021b).

around the water system. One of the most important con-
straints is to maintain the level of water at Merkebekk
within a specific range. The range is not constant and
changes over the months within a year (NVE, 2021). It
is not easy to satisfy the requirement all the time during
the operation due to two uncertainties in the system. One
is the power production plan to meet the energy demand.
The other is the water inflow to the lake/dam. Skagerak
Kraft creates the power production plan and uses it to op-
erate the plant. Water inflow to the lake is predicted by
using a complex hydrological model and weather forecast
information. As the result, the predicted water inflow is
given as 50 possible future scenarios for the next 13 days.

MPC is known as an attractive multivariable con-
strained control approach with its ability to effectively
deal with the complex dynamics of systems with multiple
inputs and outputs and constraints. (Morari and H. Lee,
1999; Mayne, 2014). Therefore, a reference region track-
ing MPC based on a mathematical model of the system
was suggested for the operation of the Dalsfoss power sta-
tion (Lie, 2014). More research has been conducted since
the first MPC was suggested in 2014. A better parameter
fitting on the model was suggested due to a poor descrip-
tion of the model during a severe flood in September 2015
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(Kvam et al., 2017). To obtain optimal operation under the
uncertainty of water inflow, the use of multi-objective op-
timization (MOO) MPC was investigated with the OCP
used in the reference region tracking MPC (Menchaca-
torre et al., 2019).

However, in the works of Lie (2014) and Menchaca-
torre et al. (2019) the water level at the dam (which is an
output of the system under consideration) has not been ex-
plicitly handled as an output constraint, but is rather dealt
indirectly using a complex cost/objective function during
the formulation of the control problem. In this paper, two
alternatives have been proposed to handle the concession
requirements of the level at the dam by explicitly consid-
ering them as output constraint. Pros and cons of these
two alternatives are discussed thoroughly in Section 3.

2 System Description

2.1 System model

max
’|m\""“§ “““““““““ f

1),
1

R

(1—a)A(h) aA (hy)

Figure 2. Schematic of lake Toke (Lie, 2014)

Figure 2 depicts a simplified layout of the lake Toke.
The layout is divided into two parts. The left side of the
layout represents the upper stream of lake Toke, Merke-
bekk. The right side describes the lower stream of lake
Toke, near the Dalsfoss dam.

hy and hy are the height of water level above the min-
imal low regulated level value, xf‘li{{,, at Merkebekk and
Dalsfoss respectively. The water levels are states of the
system. V; is the time-varying volumetric flow into Lake
Toke from its catchment. V; is split to both Merkebekk
and Dalsfoss as shown in Figure 2. Skagerak Kraft has a
hydrological model to calculate V; with the weather fore-
cast information they subscribe to. It is an input distur-
bance to the system. The other disturbance is the power
demand denoted as W,. It is scheduled by specialists in
Skagerak Kraft. W, is used to calculate the turbine flow,
Vi, which means the required water flow rate to generate
electrical power. V; is limited as operational condition by
36m?/s. Vg is the flow rate through floodgates. Water
that flows through flood gates does not produce any elec-
trical power since they are not sent through turbines but
simply discarded from the dam. Ideally, the flood gates
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should be kept closed as much as possible to conserve wa-
ter in the dam for energy production and they should be
activated only in a flood situation to satisfy concession re-
quirements. Figure 3 shows the simplified schematic of
the floodgate at the Dalsfoss dam. The gate opening height
denoted hyg is the control input for the system.

Figure 3. Structure of floodgate (Lie, 2014)

The model of lake Toke was developed and its update
has been suggested (Lie, 2014; Kvam et al., 2017). A sum-
mary of the model follows:

The heights of water level relative to sea level at Merke-
bekk and Dalsfoss, denoted x); and xp, are given by:

xyv = h1 + Ry (1)
xp = hy + %, )

The area of the surface curve at lake Toke is calculated as:

A(h) = max(28 x 10°- 1.1- ™0, 10°) 3)
Inter compartment flow V5 is expressed as:
Vi = K1z (h1 —h2)+/|h1 — ha “4)

where K, is Inter compartment flow coefficient.
The equation to calculate V; from the electrical power de-
mand W, is:
We
XD — xq

Vi=a +b

(&)

where a and b are coefficients from data fitting. xq means
downstream level after the turbine which can be obtained
by solving the following cubic equation:

0= C1x(3] +(cr— clxD)xé
(6)

+ (3 — coxp + caVe)xq

+ We — c3xp — c4Vpxp — 5
where c1, ¢3, ¢3, ¢4, and c5 are coefficient obtained from
polynomial model fitting.

At Dalsfoss power plant there are two flood gates. The
model for flow rate through floodgate j, Vj ;, is:

Ve j = Caw; -min(hg, hy)+/2g - max(hy,0) 7
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where Cy is discharge coefficient and g is acceleration of
gravity.

The total water outflow from the Dalsfoss power station,
V,, is calculated as:

J
Vo=Vi+) Ve (8)

The dynamic model of states, 4, and h,, are expressed as:

dh 1 .
W—W((l—ﬁ)‘ﬁ Vi2) )
dhy 1

a aA(hl)(ﬁV’+V12 Vi—Vg) (10)

Parameters for the model are given in Table 1.

2.2 Operational constraints

Operational constraints on lake Toke are specified by
NVE. They are designed to achieve (i) operational safety,
(i1) securing ecological diversity, and (iii) avoiding prop-
erty damage, e.g., by maintaining certain minimum and
maximum levels at Merkebekk. The key constraints for a
flood situation are:

1. The total water outflow from the Dalsfoss power sta-
tion, V,, should remain as steady as possible. This
requirement is to keep people and animals safe from
the sudden change of the water outflow and level at
the downstream.

2. The minimum flow rate of the total water outflow
should be bigger than 4m?3/s. This restriction is not
to disturb the ecosystem in the downstream, e.g to
allow fishes to move freely, etc.

3. The water level at Merkebekk, xy;, must stay within
a range:

XM € [XLRV,XHRV]

where xry and xgry denote the low regulated value
and the high regulated value for the water level re-
spectively. The seasonal change on level constraints
throughout a year is briefly shown in Figure 4. This
level constraint exists for not disturbing fauna along
the shoreline, but also to prevent damages or in-
convenience such as flooding properties or putting
boats on dry land, etc. This constraint can be vio-
lated to satisfy the second constraint by going lower
than x;ry . However, the level of water at Merke-
bekk should never exceed the maximal high regu-
lated value denoted as xRy -

4. When severe flooding occurs xy can exceed Xpry.
However, after the culmination of flooding ends, xy
must reach xgry as soon as possible.

5. When the winter operation is terminated, the wa-
ter level in the reservoir must reach x;'gy™" quickly.
However, the flow rate at the downstream, Vj,, is lim-
ited to 20m?/s until the water level is at the target

level.

6. Although there is the minimum required flow rate
at the downstream, V, > 4m3 /s, it is more benefi-
cial economically to have the flow rate larger than
10m3 /s, which enables the operation of the four
sequentially located power plants along the water-
course.

The fourth and fifth constraints mentioned above re-
quires the judgement of the professional on sites such as
when flooding begins and when the winter operation is
completed. Therefore, in this paper, the two constraints
are not considered.

59 4

— Xuav

58 Xiry

Level (m)

574

56

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 4. Water level constraint changes throughout year

3 Optimal Control Formulation

In this section, two alternative OCP formulations to im-
prove the the current MPC used at Dalsfoss hydropower
plant are presented. These two alternative MPC formula-
tions can be regarded as extensions of the current MPC.

3.1 Reference region tracking OCP with out-
put constraints

In the reference region tracking MPC currently being used
at Dalsfoss, the water level at the dam is controlled to lie
between the upper and the lower limits (see Figure 4) by
formulating a complex objective function containing a ref-
erence region as,

N
min Y ORR? (xp+i) + Oaudug iy + Otz iy (11
i=1

=

Here o is a weight matrix and N is length of the predic-
tion horizon. u is control input and it has operational con-
straint such as uc ; € [0,/1g max]. fg,max Means the maximal
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Table 1. Parameters for Lake Toke model

Parameter Value Unit Comment
a 0.05 - Fraction of surface area in compartment 2
B 0.02 - Fraction of inflow to compartment 2
K 800 m% /s Inter compartment flow coefficient
Cq 0.7 - Discharge coefficient, Dalsfoss gate
wi 11.6 m Width of Dalsfoss gate 1
wo 11.0 m Width of Dalsfoss gate 2
xﬁi{{, 55.75 m Minimal low regulated level value
XHRY 60.35 m Maximal high regulated level value
g 9.81 m/s? Acceleration of gravity

allowed opening height of the floodgate. Au denotes the
gate opening changes which is:

(12)

AMc.j = Ucy — Ucr—1

The level reference term in Equation 11, R? (X4i), 18
expressed as:

R(x;+1) = min(x, 1 — }’zl+ia 0) + max (xms+1 — %44,0)
(13)
where 7, ; and ¥y, work as lower and upper boundaries of
the reference region. They are calculated by:

¥ = (1= XR)XLRv,i + XRXHRV, i (14)

Y = f(xHRV) — OHRV

where Xg and Oyry are the variable inputs that engineers
can put their insight into. A typical value for Xr is 0.75.
The purpose of Sygry is to have a slight margin wrt. the
maximal allowed level for xp. f(xgry) is decided based
on whether excessive flooding occurs or not as follow:

(15)

max

f(xarv) = {XHRV’

for excessive flooding

Xgry  otherwise

The reference level term in Equation 11 becomes zero
when the water level at Merkebekk stays in the reference
range defined by Equations 14 and 15. The reference term
is only activated when the water level is outside of the ref-
erence range. Therefore, the weight on the use of flood-
gates (i.e. control inputs) and the rate of change of con-
trol inputs are more emphasized when the water level re-
mains in the specified reference range. In this formula-
tion, the only constraints are the input constraints, and the
constraints on the water level are really only handled as a
complex cost function. It is a well-known fact that only
using a cost function does not guarantee constraint satis-
faction. In this paper, the addition of output constraints on
the water level at Merkebekk is suggested as,

xrv < am < f(xprv)
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3.2 New OCP with constraint relaxation

When handling the flood gates, care should be taken that
the water from the dam is not let out through flood gates
unnecessarily. This would result in loss of water which
otherwise could be used to produce electricity. In this
sense, saving as much water as possible (i.e. having as
high water level as possible) in the dam while still satisfy-
ing the concession requirements also becomes necessary.
In this newly formulated OCP, the objective function is
designed to maximize the water level at Merkebekk and
is simpler compared to the objective function in the refer-
ence region tracking OCP, Equation 11 as:

min Y ORRE ey, (Xi+i) + OsAUZ iy + Ol iy + POy

(16)
The new reference term in Equation 16 is expressed as:

N

i=1

Ruew (X14+1) = xMy4+1 — f(xuRV)V (17)

Equation 17 is simpler than Equation 13. It is not only
more effective to preserve the water as much as possible
in the reservoir, but also easier for operators and engineers
to understand.

The last term, pza)p which is the penalty for violation
of level constraints, is newly added. The variable p is the
slack variable which is used to modify the level constraints
as:

xerv +p <xm < f(xmrV)

The value of the slack variable is automatically decided
by the optimizer since it is added to the list of the deci-
sion variable (Sharma, 2020). This term can offer more
flexibility on optimization when the constraints are vio-
lated, for example when x\; goes lower than x; ry to sat-
isfy the minimum flow rate requirement on the total out-
flow, V, = 4m3 /s, the optimization would not fail (due to
infeasibility) and cause the malfunction of the controllers
in the system.
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4 Simulation of Nominal MPC

This section presents the simulation results of nominal
MPC using the two alternative OCP formulations as de-
scribed in Section 3. For the simulation, the two distur-
bances, the power production plan and the water inflow to
the lake Toke must be described.

For the simplicity of the simulation, the power produc-
tion plan is assumed to generate maximum power. This
can be achieved by setting a fixed value on V; as 36m?/s.
This is the maximum flow rate that can pass through the
turbine at Dalsfoss hydropower station.

The actual data of water inflow prediction stored by

Skagerak Kraft is applied for the simulation. The water

inflow prediction is given each day as 50 possible future
scenarios for the next 13 days. An example of the water
inflow prediction is shown in Figure 5. It is the historical
inflow prediction data recorded on 15th April 2020. The
deviation of the inflow prediction tends to be bigger as
time marches further into the future. The prediction data
can be expressed in matrix form as Equation 18.

70

60

50

40

Water Inflow (m?3/s)

30 A

20

Time(day)

Figure 5. 50 ensembles of the water inflow prediction to lake
Toke on April 15 2020

) @) . (50)
VH) V%’f) Vi(’tsm
. V. V. V.
Vi,t _ 1,t.+1 1,t.+l 1.,1i+l (18)
(1) o) . (50)
Viirz Vi ir+12

The rows in Equation 18 shows the time evolution of

the water inflow prediction and the column represents the
different 50 possible scenarios of water inflows. The pre-
diction of the inflow to the lake is updated every 24 hours.
For simulation of nominal MPC, the average value of the
water inflow prediction is used. It is calculated as:
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Table 2. Parameters for the simulations

Parameter Value Unit
Xr 0.75 -
6HRV 0.05 m
R 10 -
WAy 1 -
Wy 1 -
Wp 100 -
hs max 5.6 m
(1 (2 - (50
Mean<véf,)’ V%fz)) V(( )
(1 (2 - (50)
. Mean(V. V. V.
Vavg,t _ ( i,r+1 1,z:+1 1.t.+l) (19)
L) L0 o(50)
Mean(vi,sz Viekiz o Vi,t+12)

The average is calculated on each time step with a new set
of the water inflow prediction. The water inflow predic-
tion based on the historical data is multiplied by a flood
coefficient to simulate the flooding situations. The flood
coefficient is set as 3 for the nominal MPC.

The period of simulation is set from April 15 to May
15 and includes a drastic change of the level constraints
at Merkebekk. The simulation is performed with two dif-
ferent initial points for the water level to demonstrate two
different situations. One initial point for the water level
is located lower than the reference region and the other
initial point is located in the reference region. Parame-
ters for the OCPs are presented in Table 2. For the opti-
mization, IPOPT in CasADi is used in Python (Andersson
et al., 2019).

4.1 Simulation result: Initial water level below
the reference region

Figure 6 shows the result of the simulation of nominal
MPC at Dalsfoss power station using the reference region
tracking MPC with output constraints when the initial wa-
ter level at Merkebekk is below the reference region. The
upper figure shows the level control and the lower fig-
ure shows the control actions during the simulation. The
floodgate is supposed to remain closed to make the wa-
ter level reach the reference region. However, floodgates
are drastically opened several times and remain opened.
It causes the water level to drop since the water is being
thrown out from the reservoir. This abnormal action is due
to the optimization problem becoming infeasible and the
time-varying level constraints not being satisfied at such
low water level. The optimizer then fails to find an opti-
mal solution and produces incorrect and abnormal results.

Figure 7 shows the result of the simulation of nominal
MPC using the newly formulated OCP with constraint re-
laxation as described in Section 3.2. The upper plot in Fig-
ure 7 represents the level changes and the lower plot shows
the floodgate openings during the simulation. Thanks to
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Figure 6. Simulation result of MPC at Dalsfoss station using
the reference region tracking OCP with output constraints for
initial water level lower than reference region. (upper plot - level
control, lower plot - floodgate opening)

the penalty term, p2 @)y, in Equation 16, in the newly for-
mulated OCP, output constraint (water level) relaxation is
possible due to the use of slack variables. This does not
cause any failures of optimization problem during the sim-
ulation. Therefore, as it is supposed to be, the floodgate
stays closed. Despite the violation of the level constraint
at around 380 hours, the water level is maximized and the
level constraints are satisfied later at around 400 hours.
The reason that the level constraint (lower constraint) is
not fulfilled at ca. 380 hours is due to the control signals
being saturated. The flood gates are completely closed and
the inflow to the lake is not sufficiently large. Under this
circumstance, this is the best the new OCP can perform
without failing due to constraint relaxation.

Simulation with NEW OCP
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Figure 7. Simulation result of MPC at Dalsfoss station using the
new OCP with constraint relaxation for initial water level lower
than reference region. (upper plot - level control, lower plot -
floodgate opening)
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4.2 Simulation result: Initial water level in the
reference region

Figure 8 shows the simulation result of nominal MPC us-
ing the reference region tracking MPC with output con-
straints. The initial point for the water level at Merkebekk
is located inside of the reference region. The upper plot in
Figure 8 shows the level change and the lower plot shows
the gate openings during the simulation. The water level
remains nearly constant but the water level is not maxi-
mized. The gate stays constantly opened and thus results
in unnecessary loss of water through the flood gates.

Simulation with OLD OCP
Initial points = [59.75, 59.65]
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Figure 8. Simulation result of MPC at Dalsfoss station using the
reference region tracking MPC with output constraints for initial
water level in reference region. (upper plot - level control, lower
plot - floodgate opening)

The simulation result of nominal MPC using the new
OCP with constraint relaxation with an initial water level
lying inside of the reference region is displayed in Fig-
ure 9. The upper plot shows the level change and the
lower plot shows the gate openings during the simulation.
The water level is maximized as intended to save as much
useful water as possible in the dam. Achieving a higher
level at the dam while still satisfying the concession re-
quirement means more water is preserved in the reservoir,
and this extra water can then be sent through the turbine
later on to produce useful electric power (increased profit).
This shows that the new OCP with constraint relaxation
results in an improved operation of the hydropower plant.

S Robustness Analysis

The realization of all possible water inflow, which means
the first data of water inflow prediction on every update of
the prediction every day, is presented in Figure 10.

With robustness analysis, the goal is to use the nominal
MPC to all the individual 50 ensembles of the water inflow
predictions. In order words, robustness analysis enables
us to study the effect of applying a nominal/deterministic
MPC to an uncertain system. Here uncertainty lies in the
fact that any one of the 50 possible inflow forecasts can
occur in the future in the real plant. The robustness analy-
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Simulation with NEW OCP
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Figure 9. Simulation result of MPC at Dalsfoss station using the
new OCP with constraint relaxation for initial water level in ref-

erence region. (upper plot - level control, lower plot - floodgate
opening)
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Figure 10. Plot of water inflow prediction

sis shows the possibility of constraint violation due to the
influence of uncertainty. Since there are significant devi-
ations in the realization of water inflow in each scenario,
this section presents the result of the robustness analysis
of nominal MPC using both OCPs as described in Section
3 at the Dalsfoss power station.

For robustness analysis, the nominal scenario must be
chosen to get a sequence of the applied control input
throughout the simulation time. Then, the sequence of the
applied control input is used to evolve the states with dif-
ferent inflow forecast scenarios of the uncertainty by the
system model as shown in Figure 11. The first scenario of
water inflow prediction, (Vigl), e ,Vi_(tl}r 1») in Equation 18,
is chosen as the nominal prediction set and the other sce-
narios are considered as the possible future occurrences.

The flooding coefficient is set as 3 for the analysis. The
initial water levels are located inside of the reference re-
gion so that the OCP for the reference region tracking
MPC with output constraints does not fail to converge due
to the violation of the time-varying level constraints (i.e.,
due to infeasibility).
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Figure 11. Scheme of robustness analysis

Figure 12 displays the result of the robustness analy-
sis of nominal MPC with the reference region tracking
OCP with output constraints. The violation of the level
constraint does not occur. However, the water level is re-
mained in the reference region instead of achieving the
optimal states, i.e., maximizing the water level.
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Figure 12. Robustness analysis on level control at Dalsfoss
power station using the reference region tracking MPC with out-
put constraints

The robustness analysis result with the new OCP with
constraint relaxation is shown in Figure 13. The areas
marked by blue and green colours in Figure 13 are dis-
played in Figure 14 and Figure 15 respectively. The po-
tential violation of the level constraint is detected by 1384
times throughout the simulation period. when the nominal
MPC with new OCP is applied to the uncertain system, the
level constraints are not always satisfied for all the possi-
ble water inflows to the lake that can happen in the future.
Some realizations can result in the violation of constraints.
This reflects reality since in the real plant, water inflow to
the lake can be dictated by one (or some other) of the pos-
sible forecast realizations.

6 Conclusion

The new OCP with constraint relaxation shows some im-
provements over the OCP for the reference region tracking
MPC with output constraints. As presented in Section 4,
it not only saves more water in the reservoir compared to
the reference region tracking with output constraints but

232

Virtual, Finland, 21-23 September 2021



SIMS EUROSIM 2021

60.4

-=- bounds

60.3

60.2

59.8 4

0 100 200 300 400 500 600 700
Time(hr)

Figure 13. Robustness analysis on level control at Dalsfoss
power station using the new OCP with constraint relaxation
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Figure 14. Enlarged robustness analysis on level control at Dals-

foss power station using the new OCP with constraint relaxation
: time = [170,370]
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Figure 15. Enlarged robustness analysis on level control at Dals-
foss power station using the new OCP with constraint relaxation
: time = [370,720]

also, did not cause any failure on optimization due to in-
feasibilities. Also, since the new OCP with constraint re-
laxation is simpler, it should be easier for the operators and
engineers on the site to understand. More study should be
performed with the new OCP with constraint relaxation
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by using more realistic operational scenarios including the
use of power production plan in the future.

In robustness analysis, a flood situation is assumed by
setting the flood coefficient as 3. The new OCP with con-
straint relaxation shows the vulnerability compared to the
reference region tracking MPC in terms of the robustness
of MPC. While the reference region tracking MPC has no
potential violations on the level constraint, the MPC with
new OCP displays 1384 times of the potential violation.
However, this kind of possible constraint violation can be
mitigated by employing a stochastic MPC or putting the
safety margin. For the use of the stochastic MPC, the new
OCP with constraint relaxation in this paper may be more
beneficial to use due to its flexibility on output constrained
optimization and its behaviour to save more water at the
dam.
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Abstract: The operational condition at the Dalsfoss power station is complicated due to many
requirements related to environmental regulations and safety constraints such as the seasonally
varying water level requirement at the reservoir. However, the operation becomes more difficult
due to uncertainties in the system. In this paper, at first a certainty equivalent MPC is applied
to the uncertain hydro power system and it has been shown that its robustness property is
poor. Secondly, to prevent the constraint violations due to the uncertainties in the system, two
measures are taken. One measure is to introduce a safety margin for the constraints and further
design a certainty equivalent MPC. The other measure is to implement a multi-stage MPC
for robust constraint satisfaction. Two types of multi-stage MPC are considered in this paper.
The first employs all of the possible 50 scenarios of the uncertainty of an input disturbance
variable, and the latter generates and uses three synthetic scenarios to approximate all of the
possible 50 scenarios. All of the simulation results are compared for their robust performances
and computational time.
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1. INTRODUCTION For proper operation of the power plant concession re-
quirements are imposed by the Norwegian Water Resource
and Energy Administration (NVE). Some of the require-
ments are related to safety while others are related to the
ecosystem around the watercourse (NVE, 2021). However,
it is arduous to satisfy all of the requirements due to the
presence of uncertainty in the system. The prediction of

The Kragerg watercourse is located in Telemark, Norway.
The catchment area of the watercourse is over 1200 square
kilometers. There are five hydropower plants along the
watercourse. The locations of the five plants are shown in
Figure 1. The uppermost hydro power plant is the Dalsfoss ' . !
power plant. The plant is operated by Skagerak Kraft. how much water will flow into the reservoir (lake Tokke)

The plant has two flood gates and one intake to a turbine from the surrounding terrain is quite uncertain. The power
(SkagerakKraft, 2021a,b). production is decided by Skagerak Kraft from considering

aspects such as the power demand and the electricity price
change in the future. The prediction of water inflow is
straume given as 50 possible scenarios for the next 13 days. The
prediction is constructed based on the weather forecast
! and complex hydrological models. The water inflow pre-
% Be diction is updated every 24 hours.

Model predictive control (MPC) is an attractive multivari-

- able constrained optimal control approach to deal with
, dynamic system with multiple inputs, outputs and con-

' straints (Morari and H. Lee, 1999; Mayne et al., 2000). In

a previous work, a reference region tracking deterministic

MPC was suggested for the operation of the Dalsfoss power
- station. This MPC was designed to let the water level at

the reservoir remain with in a specified region (Lie, 2014).

Langay As a further improvement, a stochastic MPC based on

e multi-objective optimization (MOO) was proposed (Men-

chacatorre et al., 2019) to consider the uncertainty on the

water inflow. For the MOO based stochastic MPC, the

e optimal control problem (OCP) formulation was similar
to the reference region tracking MPC. A new OCP, based
on the maximization of the water level at the reservoir is

Fig. 1. Overview of the Kragers watercourse. (Skager-
akKraft, 2021b).

2405-8963 Copyright © 2022 The Authors. This is an open access article under the CC BY-NC-ND license.
Peer review under responsibility of International Federation of Automatic Control.
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formulated, simulated and compared to the OCP of the
reference region tracking MPC. Although a deterministic
MPC based on the new OCP maintains a higher level
of water at the dam, it shows that robust constraint
satisfaction cannot be guaranteed for all 50 possible inflow
scenarios (Jeong et al., 2021).

In this paper, further works on Dalsfoss hydropower plant
have been discussed with the aim to prevent the potential
violation of constraints due to the uncertainties in the
system, and to systematically handle large computational
time associated with stochastic MPC. For this, a certainty
equivalent MPC with a safety margin on the water level
constraint, and a multi-stage MPC are proposed and
discussed in detail in this paper.

The paper is organized as follows: In section 2, a brief
introduction of the multi-stage MPC is presented. The
system model, constraints and the optimal control problem
are described in section 3. In sections 4 and 5, it discusses
the simulation condition and the results of the simulation
for certainty equivalent MPC and multi-stage MPC. Fi-
nally, the conclusion is written in section 6.

2. MULTI-STAGE MODEL PREDICTIVE CONTROL

A standard formulation of a deterministic MPC does
not deal with uncertainty in the system. It is because
the optimization technique does not consider uncertainty
(Birge, 1997; Shapiro et al., 2009).

Prediction horizon

Fig. 2. Scenario tree representation of uncertainty evolu-
tion for multi-stage MPC (Lucia et al., 2013)

Multi-stage MPC includes the uncertainty of the system,
as a form of scenario tree, into the optimization problem.
A typical structure of a scenario tree is displayed in
Fig. 2. The scenario tree describes the possible evolution
of the uncertainty at each time step. It branches out at
each node. Every node has expected states by branched
uncertain events and control input from the events. For
the Dalsfoss hydropower, the scenario tree will have 50
branches with each branch corresponding to each possible
water inflow prediction. OCP for multi-stage MPC is
described as follow:

s N
mTin ij ZJ(ﬂcimuz',j,pi,j) (1a)
. j=1 =1
subject to 9(zi 5,15 5,pi5) >0, (1b)
h(wi 3, ui g, pig) = 0. (1c)
s
Y EBuj=0 jel,..8  (1d)
j=1

where w denotes the probability or weight for each sce-
nario, (1a) is the cost function, (1b) and (1c) are inequality
and equality constraints. The last constraint, (1d), is the
non-anticipativity constraint which guarantees to have the
same control input for all branches arising from the same
parent node (Lucia et al., 2013).

Since the future uncertainty is included in the optimization
problem, the size of the OCP increases exponentially as
the number of branches or scenarios increases. Therefore,
when designing a scenario tree, it is critical to include
the uncertainty in the future but also to have a tractable
size of the OCP for feasible computational time. A good
trade-off between robustness and computational cost can
be achieved by constructing a simplified scenario tree that
uses only the minimum, maximum and mean values of
the scenarios, rather than using all possible scenarios.
The simplified scenario tree will then have less number of
branches but can still describe uncertainty of the system
well. (Thangavel et al., 2018).

3. SYSTEM DESCRIPTION
8.1 System model

Lake Toke is located next to the Dalfoss power station and
it works as a water reservoir for the hydro power plant.
The simplified layout of the lake is displayed in Fig. 3.
The lake is divided into two compartments described by
two different water levels (h; and hs) in Fig. 3. The left
side is the upper part of the lake called Merkebekk and
the right side is Dalsfoss which is the lower part of the
lake near to the dam and the plant. The dynamic model
of the lake Toke is described in Lie (2014)

A

Tt T et R ‘

I . .
Ju Vio—t» Ih" :vh
min t
LRV~ TE = 0 e, — — ~ =

(1—a)A(h)

aA (hg)

Fig. 3. Schematic of lake Toke (Lie, 2014)

The states of the systems are water levels at Merkebekk
and Dalsfoss which are denoted as h; and hy respectively.
The water levels above the sea level at Merkebekk and
Dalsfoss, s and zp, can be expressed as:
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o = hy + 2Ry (2)

min

where z{’Ry; means the low regulated value of the water
level.

The area of the lake surface is calculated based on the
water level as:

A(h;) = max(28 x 10° - 1.1 - 19, 10°) (4)

The inter compartment flow, Vs, is defined based on the
height difference of the water levels as follow:

Via = K1 - (b1 — ha)\/|h1 — ha (5)

where K5 is the inter compartment flow coefficient.

Fig. 4. Structure of floodgate (Lie, 2014)

The Dalsfoss dam has two flood gates. The height of the
gate openings are denoted as hg; and hge. The layout
of floodgate structure is displayed in Fig. 4. The water
flowrate through floodgate is expressed as:

Vi, = Cqw - min(hg, hy)+/2g - max(hz, 0) (6)

where Cq means the discharge coefficient and g represents
the acceleration of gravity. The width of the floodgate is
denoted as w. The maximum opening height of floodgates
is up to 5.6m.

The water inflow to the lake and the power production are
disturbances in the system. The water inflow is denoted as
Vi. The water inflow prediction is updated everyday based
on weather forecast data. The power produced is written

as W,. The water flowrate through a turbine, Vi, is given
by:

Vi=a—"—+b (7)
ITD — g

In (7), a and b are coefficients obtained from the data
fitting method and z, means the water level at quoy. The
water level at quoy is calculated by solving the following
cubic equation.

0= cla:g + (eo — Cll‘D)l‘i
+ (c3 — cowp + caVy)xg (8)
+ We — C3TD — 64‘-/ng —C5

where c1, ¢2, 3, ¢4, and c¢5 are obtained by coefficient from
polynomial data fitting.

The total water outflow from the Dalsfoss power station,
V5, is a summation of water flowrates through the flood-
gates and the turbines as follow:

Vo=Vit ) Vy (9)

The dynamic model of states, hy and hs, are described by
the following equations:

dh, 1 . .
— = m((l—ﬂ)vifvu) (10)
% = @(ﬁ‘ﬁ—k%z _Vo) (11)

Parameters for the model are specified in Table 1.
3.2 Operational constraints

The operational requirements are decided by NVE. It is
mandatory to satisfy those requirements for (i) operational
safety, (ii) securing ecological diversity, and (iii) avoiding
property damage. The constraints are:

(1) The flowrate of the total water outflow, V,, should not
change abruptly. This constraint ensures that people
and animals downstream do not experience sudden
large changes in the outflow.

(2) The flowrate of the total water outflow, V;, must
be kept bigger than 4m3/s. The ecosystem is not
disturbed and fishes in downstream can move freely
by satisfying this constraint.

(3) The water level at Merkebekk, x);, must be main-
tained within a specified water level range:

M € [TLRV, THRV]
where xpry and xgry mean the low and the high reg-
ulated value for the water level respectively. The sea-
sonal level requirement changes are shown in Fig. 2.

(4) When severe flooding occurs, xgry can be extended
to xRy, However, after the culmination of flooding
ends, xy must reach xpry as soon as possible.

(5) The flow rate through the turbine, V4, is limited up
to 36m3/s.

3.8 Optimal control problem

When handling the flood gates, care should be taken that
the water from the dam is not thrown out through flood
gates unnecessarily. This would result in loss of water
which otherwise could be used to produce electricity. In
this sense, saving as much water as possible (i.e. having
as high water level as possible) in the dam while still
satisfying the concession requirements becomes necessary.
The objective function in the OCP is designed to maximize
the water level at Merkebekk and to minimize the control
action and its rate of change as: (Jeong et al., 2021)

N
mi R%_ (44) +wauAu? +wyuu? +p?
l}n WRApew \Lt+i) TWAuRUc p 41 TWullg 441 TP Wp

= (12)
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Table 1. Parameters for Lake Toke model

Parameter Value Unit Comment
« 0.05 - Fraction of surface area in compartment 2
B 0.02 - Fraction of inflow to compartment 2
Kio 800 rn% /s Inter compartment flow coefficient
Cq 0.7 - Discharge coefficient, Dalsfoss gate
w1 11.6 m Width of Dalsfoss gate 1
w2 11.0 m Width of Dalsfoss gate 2
o, 55.75 m Minimal low regulated level value
THRY 60.35 m Maximal high regulated level value
g 9.81 m/s2 Acceleration of gravity
a 124.69 Pa—1 Coefficient in equation 7
b 3.161 m Coefficient in equation 7
c1 0.13152 W/m—3 Polynomial coefficient in equation 8
c2 -9.5241 W /m?2 Polynomial coefficient in equation 8
c3 1.7234 -10? W/m Polynomial coefficient in equation 8
cq -7.7045 -10~3 Pa/m Polynomial coefficient in equation 8
cs -8.7359 -10~1 w Polynomial coefficient in equation 8

Table 2. Seasonal level requirement

Date zLrv[m]  zgrv[m]
Jan. 1 - Apr. 30 55.75 60.35
May. 1 - Aug. 30 58.85 59.85
Sept. 1- Sept. 14 55.75 59.35
Oct. 28 - Nov. 11 55.75 59.85
Nov. 12 - Dec. 31 55.75 60.35

The first term in (12) is to maximize the water level at
Merkebekk and expressed as:

Rpew(Ti41) = M t+1 — THRV (13)
The last term, p*w,, is the penalty for violation of level
constraints. The variable p is the slack variable which is
automatically decided by the optimizer. It allows the viola-
tion on xRy to satisfy the minimum flowrate constraints.

4. SIMULATION
4.1 Simulation setup

To implement the simulations, the two disturbances, the
power production and the water inflow to the lake Toke,
must be defined.

The synthetic data of the power production plan used for
the simulation is described on Fig. 5. In this paper it is
assumed that the power production is perfectly known.

For the water inflow, the real data of the water inflow
prediction stored by the plant operator as historical data
is utilized. The water inflow prediction data is updated
every 24 hours. The prediction consists of an averaged
water inflow on each day for the next 13 days and there are
50 such prediction scenarios. Since the prediction does not
reflect hourly changes in water inflow, the water inflow is
assumed to be constant during each day. The real historical
data is multiplied by 3 to simulate the flooding situation.

The period of the simulation is set from April 15 to May 15.
This period involves the drastic change of the water level
constraints at Merkebekk. The step size is set as 1 hour.
The length of the prediction horizon is 3 days i.e. 72 hours.
The weighting parameters for OCP are determinded from
trial and error and are stated in Table 3. For the solution of

oo oo
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Power production plan (MW)
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o
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Time (hour)

Fig. 5. Synthetic plan for power production during the
simulation period

Table 3. Parameters for the simulations

Parameter Value Unit
WR 10 -
WA 1 -
Wy 1 -
wp 100 -

multi-stage MPC, multiple shooting method and IPOPT
solver in CasADi are used (Andersson et al., 2019).

4.2 Robustness analysis

Robustness analysis is a tool that shows how the controller
performs due to the influence of uncertainty. It is per-
formed to show the number of potential violation of the
constraints when the realized disturbance is different from
the one that was used for prediction. The procedure of
the robustness analysis is displayed in Fig. 6. When the
optimal control input is calculated by the optimizer, it is
applied not only to the nominal system but also to imagi-
nary systems each having different realization of the input
disturbance. However, the state is not updated through
the imaginary systems but only stored for analysis.

4.8 Control strategies

In this subsection, MPC formulations which can handle
the effect of future uncertainty is described. In this paper,
3 types of formulations have been studied as follow:
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Fig. 6. The procedure of robustness analysis

e Certainty-equivalent MPC with safety margin:
With this method, a virtual upper bound for the
water level is created by subtracting a small value
(safety margin) from the actual upper bound. This
virtual upper bound of the water level is then used
to formulate a certainty-equivalent MPC. The safety
margin decreases the maximum allowed water level
at the reservoir by a small value. The idea is that
any fluctuations of the water level due to uncertainty
will remain within the safety margin and will never
go above the actual upper bound. In this study, the
value of the safety margin is set as Hcm.
e Multi-stage MPC using all the 50 scenarios:
The weight on each scenario is set as 1 for the
implementation of the multi-stage MPC because ev-
ery scenario has an equal probability of occurrence.
However, using all 50 prediction scenarios increases
the size of the OCP by 50 times, which increases
the complexity of the problem and will therefore also
require significantly larger computational time.
e Multi-stage MPC using 3 synthetic scenarios:
To have the balance between the robustness and the
computational demand, only three synthetic scenarios
are generated from the all of the 50 possible sce-
narios by extracting maximum, minimum and mean
values along the prediction horizon. Therefore, these
3 synthetic scenarios cover the whole range of the 50
possible scenarios.

5. RESULT

Fig. 7 shows the results of the robustness analysis when
the certainty-equivalent MPC is used. There are 1287 cases
of total possible violations counted by robustness analysis
throughout the whole simulation period. Although cer-
tainty equivalent MPC maintains the water to the maxi-
mum possible level, it is shown that there is a danger that
the constraints may be violated in the future. However,
there were zero constraint violation counted by robustness
analysis when the two multi-stage MPC techniques, and
certainty equivalent MPC with safety margin are em-
ployed.

The level changes and the control input throughout the
simulation period are displayed in Fig. 8 and Fig. 9.
CE-MPC means the certainty equivalent MPC and CE-
MPC(S) stands for the certainty equivalent MPC with a
safety margin. MS-MPC shows the water level changes
when multi-stage MPC with all of 50 possible scenarios
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Fig. 7. The robustness analysis of certainty equivalent
MPC: (a) robustness analysis through the whole sim-
ulation period, (b) detailed image of robustness anal-
ysis (blue color area in (a)), (c) detailed image of
robustness analysis (green color area in (a))

are used. MS-MPC(R) shows the simulation result, using
multi-stage MPC with only the three synthetic scenarios.
Certainty equivalent MPC(CE-MPC) pursues the most
maximized water level, but the robustness is proven to
be vulnerable as shown in Fig. 6. The performance of
the certainty equivalent MPC with the safety margin(CE-
MPC(S)) is the worst compared to the other approaches,
i.e. it maintains the lowest water level at the dam.
Multi-stage MPC with all of 50 possible scenarios(MS-
MPC) shows more conservative performance compared
to the certainty equivalent MPC but better performance
than the certainty equivalent MPC with a safety margin.
Multi-stage MPC with the three synthetic scenarios(MS-
MPC(R)) has similar (only negligible performance loss)
compared with the MS-MPC. MS-MPC and MS-MPC(R)
shows less drastic changes on control input through simu-
lation period.

Table 4 is the summary of the computational time required
to complete simulations. When CE-MPC is used for the
simulation, it takes only 163s(avg. iteration time: 227ms).
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Fig. 9. The control input throughout the simulation period

Table 4. Computation time for simulations]s]

CE-MPC MS-MPC MS-MPC(R)
163 2977 257

However, it takes 18.2 times more, 2977s(avg. iteration
time: 4135ms), when the MS-MPC is applied. The compu-
tational time decreases significantly to 257s(avg. iteration
time: 358ms) when MS-MPC(R) is used.

6. CONCLUSION

Although with the certainty-equivalent MPC, constraint
violations can occur, this paper presents three approaches
to eliminate the influence of future uncertainty. One is to
add a conservative safety margin on the certainty equiva-
lent MPC. The other two is to employ multi-stage stochas-
tic MPC. From the simulation results, all of approaches
perform well. However, multi-stage MPC shows better
performance compared to certainty equivalent MPC with
safety margin. Therefore, the implementation of multi-
stage MPC on the Dalfoss hydropower station seems ben-
eficial because it gives strong robustness while it keeps

the water level as maximum as possible. Also, The com-
putation time for implementing multi-stage MPC can be
significantly reduced without performance loss by selecting
only the three synthetic scenarios instead of using all of the
50 scenarios. The performance is not significantly degraded
when the three synthetic scenarios are used with the multi-
stage MPC.

Although multi-stage MPC shows advantages compared
to the other approaches, there is still more uncertainty to
consider. Firstly, there may be a case that the actual water
inflow might be out of the considered uncertainty range.
Secondly, the water inflow may change every hour or every
minute unlike how it is assumed in this paper. It may be
necessary to investigate how to implement the multi-stage
MPC under these conditions.
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Abstract

This paper proposes simplification of the scenario ensembles that describe the uncertainty present in a
hydropower plant. The simplified scenario tree is further used with a multistage model predictive control
for optimal operation of the hydropower station. The proposed method reduces the number of considered
scenario ensembles of water inflow forecast into the reservoir in the Dalsfoss hydropower plant, which leads
to less computational demand of the multistage MPC. The method takes two steps: the creation of three
synthesis scenario ensembles and the estimation of the probability of occurrence of the three synthesis
scenario ensembles. The simulation results of multistage MPC with 4 different types of scenario ensembles
demonstrate that the proposed simplified method reduces the computation demand of the multistage MPC
by 15 times approximately, without degrading its performance.

Keywords:

Multistage model predictive control, Uncertainty, Simplified method, Renewable energy

1 Introduction

Hydropower is an attractive renewable energy with
two significant benefits; flooding management and en-
ergy security. The presence of a reservoir in a hy-
dropower system enables it to hold the water for gen-
erating power or ensure the steady water flow in down-
stream in the future (IEA, 2021; Torabi Haghighi et al.,
2019). However, the operation of a hydropower system
is challenging. Some operational constraints and re-
quirements must comply when operating a hydropower
system, for ensuring safety in the operation and pre-
venting damage to the ecosystem (NVE, 2021). Fur-
thermore, the presence of uncertainty, such as water
inflow to a reservoir, exacerbates the difficulty of the
operation of a hydropower system.

The operation of the Dalsfoss hydropower plant is
not exceptional for the challenge because there are

doi:10.4173/mic.2023.2.1

several operational constraints and requirements posed
by NVE(NVE, 2021), and uncertainty of water inflow.
Thus, Skagerak Kraft, the operator of the plant, has
been considering the implementation of model predic-
tive control (MPC). MPC is an appealing control strat-
egy for a constrained multi-input and multi-output sys-
tem and optimal operation (Morari and Lee, 1999). It
aims to achieve optimal operation and satisfy the posed
constraints. MPC computes the optimal control se-
quence by solving an optimal control problem (OCP)
and applies the first element of the sequence to the
system (Mayne et al., 2000).

The first attempt of utilizing MPC for the Dals-
foss hydropower plant was made internally in Skagerak
Kraft AS. It suggested a system model of the Dals-
foss hydropower system and simulated the determinis-
tic MPC with reference region tracking OCP that aims

(© 2023 Norwegian Society of Automatic Control
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to keep the water level in a specific range instead of
maximizing it. Then, later, the model and the OCP
are used to test the stochastic MPC in (Menchacatorre
et al., 2019). However, because of the reference region
tracking OCP, it is observed a large amount of water
was thrown away through floodgates instead of being
used for power generation in the future, despite the
constraints on the water level being seldom activated.

To address this issue, the new OCP was formulated
in (Jeong et al., 2021). The new objective function was
designed to maximize the water level at the reservoir
and explicit constraints on the water level bounds were
posed. As the result, the water level was maximized
during the simulations and the constraint of the max-
imum water level became activated. However, due to
the activation of the constraint, the constraint was not
satisfied when uncertainty was realized differently from
the predicted value. Later, the newly proposed OCP
was tested with various sets of weight parameters for
finding preferred operational condition in Jeong and
Sharma (2022b).

Uncertainty in the system, such as model mismatch
and disturbances, can lead to the failure of the op-
timal operation and even to potential constraint vio-
lations during operation (Birge, 1997; Shapiro et al.,
2009). There has been much research to counteract
the influence of the uncertainty in the MPC frame-
work (Mesbah, 2016). Firstly, Min-max MPC was in-
troduced in (Campo and Morari, 1987). Min-max cal-
culates the control sequence over a single trajectory
that aims to counteract the influence of all possible
realizations of uncertainty. In other words, it pro-
vides the control input for the worst-case scenario of
uncertainty. This approach frequently yields a highly
conservative control input, while ensuring the robust
satisfaction of constraints. Later, multistage MPC ap-
peared as the solution of the highly conservative solu-
tion of Min-max MPC in (Scokaert and Mayne, 1998;
Lucia et al., 2013). The uncertain system behavior is
described by a discrete-time scenario tree, which ac-
counts for the future evolution of uncertainty. Mul-
tistage MPC computes many control trajectories over
the scenario tree. The effectiveness and performance
of the multistage MPC approach have been demon-
strated in various industrial applications(Lucia et al.,
2013; Klintberg et al., 2016; Maiworm et al., 2015).

Multistage MPC was effective in counteracting the
uncertain water inflow in the operation of the Dalsfoss
hydropower plant as well (Jeong and Sharma, 2022a).
The 50 scenario ensembles of the water inflow forecast
are used as the scenario tree for implementing the mul-
tistage MPC. As result, no violation was observed. To
reduce the computational time, instead of the whole
scenario ensembles, the three synthesis scenario en-
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sembles were created and used for multistage MPC.
Although the computational demand was significantly
reduced and no violation of constraints was observed,
the performance was degraded.

This paper proposes a solution, the simplified
method, to compensate for the performance degrada-
tion when using the synthesis scenario ensembles to en-
hance the computation speed of the multistage MPC.
The simplified method consists of two stages: (1) Gen-
eration of synthesis scenario ensembles and (2) estima-
tion of the probability of each synthesis scenario ensem-
ble. The synthesis scenario ensemble must encapsulate
the original scenario ensembles and encompass all re-
alizations of uncertainty. The probabilities add more
information on uncertainty in the synthesis scenario
ensembles. The implementation of this method signif-
icantly reduces the size of the optimization problem,
yet does not degrade the performance of the multistage
MPC framework. The mentioned advantage of the pro-
posed method is demonstrated through a simulation of
the Dalsfoss hydropower station system. The simula-
tions of multistage MPCs with 4 different structures of
scenario ensembles of water inflow prediction are per-
formed under the moderate water inflow situation, and
the flooding situation.

The organization of this paper is as follows: Sec-
tion 2 provides overviews of multistage MPC, robust
horizon, and open-loop robustness analysis. Section 3
introduces the method to simplify the scenario ensem-
bles. The system model of the Dalsfoss hydropower
plant system, its operational constraints, and the for-
mulation of the OCP for multistage MPC are explained
in Section 4. The simulation setup and the given data
of water inflow forecasts and power production plan
for running the simulations are described in Section
5. Section 6 presents the simulation results, and the
conclusion is discussed in Section 7.

2 Preliminary

2.1 Multistage model predictive control

In a multistage MPC framework, the uncertainty, such
as model parameters or disturbances, can be repre-
sented by a form of a discrete scenario tree as illus-
trated in Figure 1. The possible evolution of the un-
certainty in the future and the corresponding control
inputs are described by branches from a node. The
control inputs from multistage MPC can counteract
the effects of the uncertainties as new information will
be available as the future sampling in the setting of the
scenario tree (Lucia et al., 2013).
The system can be expressed as:
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Prediction horizon

Figure 1: The structure of the scenario tree

iy = F@Y w4 ) (1)
where zi(j ) u),, and d;(j ) denote the parent state, the
control input, and the realization of the uncertainty at
time sample k.

It is possible to formulate OCP for multistage MPC

as:

S Np—1 ) )
‘minimize Zwi Z L(xiﬂ,ui) (2a)
ul vV, k) el =1 k=0
subject to xi_H = f(xi(j),ui dz(j)), (2b)
z; € X, (2¢)
ul, €U, (2d)
W= b if xp(j) _ zp(l) (2¢)
k k k

Equation (2a) is the cost function which considers a
probability of a scenario by w;, and where L(zjq1,ux)
is the stage cost and N, is the prediction horizon.
Equation (2b) is the system model. Equations (2¢) and
(2d) are bounds of states and control inputs. Equation
(2e) denotes non-anticipativity constraints that all the
control inputs uﬁ on branches from the same parent

node xi(k) have to be equal. the non-anticipativity
constraints are necessary because the control inputs
cannot anticipate the realization of the uncertainty in
the future (Lucia et al., 2013).

When implementing multistage MPC, the biggest
challenge is to solve the OCP in a reasonable time.
It is because of the large size of OCP. The size of the
OCP grows exponentially with the prediction horizon

and with the number of uncertainties and the number
of branches in the scenario tree (Lucia et al., 2013).

2.2 Robust horizon
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Figure 2: The structure of the scenario tree with a ro-
bust horizon

It is critical to have a proper size of OCP by de-
signing the scenario tree properly when running the
multistage MPC. One method to avoid the exponen-
tial growth of the scenario tree is to utilize a robust
horizon. It considers the evolution of the uncertainty
up to certain time steps and assumes that the uncer-
tainty remains constant until the end of the prediction
horizon, as depicted in Figure 2 (Lucia et al., 2013).

2.3 Open-loop robustness analysis

R * Target D
£,dy —| Controller - D g e
dM— Process
Target %®@| Open-loop
a® - Process Robustness
Analysis
Target 9

a4 —] Process
1

Figure 3: The procedure of open-loop robustness anal-
ysis

The open-loop robustness analysis aims to check the
constraint violations due to the occurrence of uncer-
tainties in the process. The analysis procedure is illus-
trated in Figure 3. Once the MPC controller computes
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the control inputs, the first element of the control in-
puts is applied to the model with all possible uncer-
tainties in parallel, and the violation of the constraints
is accessed (Jeong et al., 2021).

3 Simplification of scenario
ensembles

Figure 4: An example of scenario ensembles of uncer-
tainty

The scenario ensembles consist of a collection of dis-
tinct scenarios of unpredictability. They resemble a
scenario tree with a robust horizon of 1 for the hydro
power case study, but the values are not assumed to re-
main constant after branching. Five example scenario
ensembles are displayed in Figure 4. Each color repre-
sents one scenario in the ensemble of uncertainty. The
number of scenario ensembles, S, over the prediction
horizon, N, at time sample k can be mathematically
expressed as follows:

1 S
al al®
d = : : (3)
(1) (8)
diin, diyn,

The simplified method streamlines the scenario en-
sembles to three when there are more than three sce-
nario ensembles present. This is achieved through the
following two steps:

Step. 1: The process of creating synthetic scenario
ensembles, which represent the original ensembles, can
be accomplished by using statistical data such as the
minimum, mean, and maximum values of the ensem-
bles at each time step throughout the predicted hori-
zon. As an illustration, consider the five scenario en-
sembles of uncertainty depicted in Figure 4. These
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Figure 5: The three synthetic scenario ensembles of the
uncertainty from the five example scenario
ensembles

ensembles can be transformed into three synthesis sce-
nario ensembles, as demonstrated in Figure 5 with red
dotted lines, by using Equation (4),(5), and (6).

max(d,(gl) e dfcs))
dmax,k = . (4)
1 s
max(dy)y - dy)
mean(dg) d,(cs))
dmean,k = : (5)
1 S
mean(dfcle déJr)Np)
min(dg) dfcs))
dmin,k = e (6)
. 1 S
min(dy)y o dy)

A simplified scenario ensembles at each time sample k,
represented as dgyn ., is constructed as:

(7)

The three synthetic scenario ensembles, as described
in Equation 7, encompass the full extent of uncertainty
represented by the original scenario ensembles in Equa-
tion 3.

Step. 2: The use of synthetic scenario ensem-
bles, each with its own probability of occurrence, pro-
vides a better representation of uncertainty given by
the original scenario ensembles. The probabilities of
the three synthetic scenario ensembles are calculated
by determining the number of uncertainty points from

dsyn,k = (dmax,k dmcan,k dmin,k)
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Figure 7: The defined boundary region to calculate the
probabilities of occurrences of the synthesis
scenario ensembles

the original scenario ensembles that fall within prede-
fined boundary regions. These boundaries can be de-
termined based on either engineering expertise or sta-
tistical analysis. For example, the boundaries 1 and 2,
denoted by B; and Bs, can be established statistically
as shown in Figure 6 and are described as follows:

By = dmean,k + 81 (dmax,k - dmean,k)

B2 = dmean,k: — 82 (dmean,k - dmin,k)

where s; and s, are parameters that allow for the ad-
justment of the boundary ranges. As a result, the
boundary regions as depicted in Figure 7 can be rep-
resented as follows:

Ac (Bh dmax,k]

B € [By, By
Ce [dmin,k:aB2>

Regions A, B, and C encompass the probabilities of
occurrence for the maximum, mean, and minimum syn-
thetic scenario ensembles, respectively. For instance,
the calculation of the probability of occurrence for
the maximum synthetic scenario ensemble can be per-
formed as follows:

S (4)

Wmax = Zj:l wT A (8)
Ele w;j - NG)

where w; is the possibility of occurence of the jth origi-
nal scenario ensemble, and N) represents the number
of uncertainty points in the j** original scenario ensem-
ble, and N/gj) refers to the number of uncertainty points
that belong to region A in the j** original scenario en-
semble. The probabilities of occurrence for the mean
and minimum synthetic scenario ensembles, wyean and
Wmin, can be calculated in a similar fashion.

3.1 Multistage MPC with simplified
scenario ensembles

By utilizing the simplified method, the number of sce-
nario ensembles in the multistage MPC framework is
significantly reduced to three. This leads to a substan-
tial decrease in the number of optimization variables
by a factor of % and also reduces the number of con-
straints. As a result, the simplified method makes it
easier and faster to solve the optimization problem.

4 System description

The Dalsfoss hydropower plant, located in Telemark,
Norway along the Kragerg watercourse, consists of a
reservoir called Lake Toke and a dam for its power
production. Maintaining control over the water level
in the reservoir is essential for safe and flexible oper-
ation (SkagerakKraft, 2021a,b). However, uncertainty
in the water inflow system presents a challenge in con-
trolling the water level. The water inflow to the reser-
voir is impacted by various factors, such as ice melt,
precipitation, and streams. To address this issue, the
operation of the Dalsfoss hydropower plant is guided by
the forecast which has 50 possible scenario ensembles of
water inflow to the reservoir, each with an equal chance
of occurrence. These scenarios are generated every 24
hours through the use of complex hydrological models
and weather forecast information, providing a 13-day
forecast of water inflow into the reservoir.

4.1 System model

A simplified layout of Lake Toke can be seen in Fig-
ure 8, which separates the lake into two areas: the
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upper region known as Merkebekk, situated on the left
side, and the lower region, known as Dalsfoss, located
near the dam and hydropower plant on the right side.

_max
THRV -~ '-—* —————————————————————————————————————

} . Y e
‘[” Vie—#  |hy Z :,‘“
VVVVVV t

(1—a)A(hy) aA (hy)

Figure 8: Simplified layout of lake Toke

The water levels in Merkebekk and Dalsfoss, denoted
by hi and ho respectively, act as the states of the sys-
tem. The flow between the two regions, Via, is depen-
dent on the difference in water levels. The surface area
of Lake Toke, represented as A(h;), is calculated based
on the water level and its unique curvature structure.
The fraction of the surface area located in Dalsfoss, de-
noted by «, must also be considered. The water inflow,
Vi, which comes from various sources such as rivers,
precipitation, and ice melting, is described by a coeffi-
cient 8 that represents the ratio of water flowing into
Dalsfoss. The operational guidelines must include the
consideration of level constraints, such as the minimum
low regulated level value (LRV), z[3%;, and the max-
imum high regulated level value (HRV), z}2%. The
flow rates through the floodgate, Vg, and the turbine,
Vt, combine to make up the total outflow, VO, towards

the downstream.

Figure 9: Structure of floodgate

The dynamic model of Lake Toke features two flood-
gates for regulating the water level within the reser-
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voir, as depicted in Figure 9. The opening heights of
these floodgates, represented by h,, serve as control-
lable variables that impact the flow rate of water re-
leased from the reservoir, Vg. The model is also used
in previous works (Menchacatorre et al., 2019; Jeong
et al., 2021; Jeong and Sharma, 2022a,b). A summary
of the dynamic model, along with its relevant parame-
ters in Table 1, is provided as:

dhy 1

e m((l — B)Vi — Vi)
dha 1

dt

(9)

= (5V1 + Vig — Vo)

aA(hs) 10)

A(h;) = max(28 x 10% - 1.1 - hil%a 10°) (11)

Vig = K1z - (h1 — ha)/|h1 — ha (12)
Vy = Cq - w - min(hg, hy)+/2g - max(hy,0)  (13)
T—a—2e 1y (14)

ID — Tq

In equation (14), the variable x, represents the wa-
ter level at the quay, and it is obtained through the
resolution of the following cubic equation.

0= 01392 + (e2 — clxD)xg
+ (e3 — coxp + caVi)zq (15)
+ We — C3TD — C4Vgl‘D —C5
The water levels above sea level at Merkebekk, zyy,
and Dalsfoss, zp, are calculated as follows:

Tp = ho + xfﬁ{{, (17)

4.2 Operational constraints

To ensure safe operation, protect the local wildlife, and
prevent damage to nearby properties, the hydropower
plant must comply with a set of established constraints:

1. To ensure the safety of individuals and wildlife
along the watercourse, it’s crucial to avoid abrupt
changes in the downstream flow rate, V,. Main-
taining a consistent flow rate is of utmost impor-
tance.

2. To facilitate the free migration of fish and preserve
the watercourse, it’s vital to maintain the down-
stream flow rate, V5, at a minimum of 4m?/s.
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Table 1: Parameters

for Lake Toke model

Parameter Value Unit Comment
« 0.05 - Fraction of surface area in compartment 2
B 0.02 - Fraction of inflow to compartment 2
Kio 800 m3 /s Inter compartment flow coefficient
Cq 0.7 - Discharge coefficient, Dalsfoss gate
wy 11.6 m Width of Dalsfoss gate 1
Wa 11.0 m Width of Dalsfoss gate 2
o 55.75 m MSL Minimal low regulated level value
THRY 60.35 m MSL Maximal high regulated level value
g 9.81 m/s? Acceleration of gravity
a 124.69 Pa~! Coefficient in equation (14)
b 3.161 m Coefficient in equation (14)
c1 0.13152 W/m—3 Polynomial coefficient in (15)
Co -9.5241 W/m? Polynomial coefficient in (15)
c3 1.7234 - 102 W/m Polynomial coefficient in equation (15)
4 -7.7045 - 10~ Pa/m Polynomial coefficient in equation (15)
cs -8.7359 - 1071 W Polynomial coefficient in equation (15)

3. The water level at Merkebekk must be maintained The parameters affecting the objective function are
within specified bounds, as indicated by: listed in Table 3. The first component of the objective
function, in Equation (18), aims to maximize the water
oM € [ZLRV, THRV] level at Merkebekk by setting the reference target as
the high regulated value (HRV):
These bounds vary based on the season, as out-
lined in Table. 2.
: L(zk) = Mk — THRV (19)
4. The maximum flow rate through the turbine, V%,
is capped at 36m?/s. The second term, wap,AhZ ., serves to minimize
5. The maximum opening height of the floodgates is variat.ions in the height of the floodgate opening, thus
restricted to 5.6m. reducing wear and tear on the floodgate and main-
taining a stable flow rate downstream. The third
term, wp, h o aims to minimize the utilization of the
Table 2: Seasonal level requirement ﬂ002dg%'xte The final term in the objective function,
wpp”, is a penalty term in the event of a violation of
Date zrry[m MSL]  apry [m MSL] the water level constraints. This penalty term allows
Jan. 1 - Apr. 30 55.75 60.35 for a degree of slack from the lower regulated value
May. 1 - Aug. 30 58.85 99.85 (xLrv) to prioritize the satisfaction of the minimum
Sept. 1 - Sept. 14 55.75 99.35 flow rate constraint when there is not enough water in
Oct. 28 - Nov. 11 55.75 59.85 the reservoir for both constraints. The slack variable
Nov. 12 - Dec. 31 55.75 60.35

is denoted as pi. The level constraint is formed as:

4.3 Optimal control problem

The objective of MPC for the hydropower system is
to maximize the utilization of water resources in the
generation of electricity, and in satisfying the steady
flow and the minimum water flow at downstream. The
cost function of the OCP is defined as:

hg L+ wppi
(18)

Jp = meLQ(kaH) =+ wAthh;k —+ wp,

g

xyp € [rLrv —p, 2aRV]. The value of py, is determined
by solving OCP (Jeong et al., 2021).

Table 3: Parameters for objective function

Parameter Value Unit
WR 10 -
WAy 1 -
Wy 1 -
wp 10000 -

Therefore, the optimal control problem for the mul-
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tistage MPC is formulated as:

S Np—1
‘minimize Zwi Z Ik (20a)
ul V(j,k) el =1 k=0

subject to xiﬂ = f(xi(j), ui, Vi’rk(j% Wek)s
(20b)
TLRV < $i/[,k < THRv, (20c)
0 < uj, < 5.6m, (20d)
0 <V, <36m?/s, (20e)
4m®/s < Vo < inf, (20f)
ui =l if xim = xi(l) (20g)

where the system state, xi, is defined as [h{k., hé7k],

and the control input, ui, is defined as [hél,lw h]gz,k]~

5 Simulation setup

5.1 General setting

The simulation period is set for a duration of one
month, from April 15th to May 15th. This period in-
cludes a significant change in the required water level.
The prediction horizon is determined as 13 days (312
hours). The simulations are executed utilizing the
TPOPT solver in CasADi (Andersson et al., 2019).

5.2 Uncertainties in the system

The Dalsfoss hydropower plant faces two main sources
of uncertainty: the water inflow and the power produc-
tion plan. To simulate the system more realistically,
historical data on power production and the stored sce-
nario ensembles of the water inflow prediction from the
real hydropower plant are utilized. A perfect predic-
tion is assumed on the power production plan.

5.2.1 Power production plan

The power production plan for the period of April 15th
to May 15th, 2020 is depicted in Figure 10. The data
for this plan is obtained from Skagerak Kraft who is
the operator of the hydropower plant..

5.2.2 Water inflow forecast

The water inflow forecast is obtained by updating it
every 24 hours in the form of 50 scenario ensembles
for the next 13 days (312 hours). The 50 scenario en-
sembles, which were obtained on April 15th, 2020 from
Skagerak Kraft, are graphically represented as an ex-
ample in Figure 11. These ensembles are mathemati-
cally represented in a matrix form as follows:

50

Power Production Plan

— " _—

s’ \JL’ﬂ

A L
"

. . . . . .
0 100 200 300 400 500 600 700 800
Time (hr)

Figure 10: Actual power production history from April
15th, 2020 to May 15th, 2020

~ ©
o S}
T

@
=3
T

)

o
S
T

Water inflow, V (ma/s
S
o

. . . . . .
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Figure 11: Example of the water inflow forecast ob-
tained on April 15th, 2020 from Skagerak.
The cyan color lines are the original 50 sce-
nario ensembles, the red dotted lines repre-
sent the three synthesis scenario ensembles,
and the pink lines are boundaries with s;
and sy set as 0.5.

(1) (2) *(50)
o i
. : V VAN
‘/iwk —f 17l.c+1 i,k+1 1,1.€+1 , (21)
(1) (2) (50
Vi,(kzr?>12 Vi,(k)+312 Vi,(k+)312

Where the columns in the matrix represent individ-
ual water inflow scenarios. The severity of flooding
conditions is described through the use of a flooding co-
efficient, f, which is set to values of 1 and 2 to represent
the moderate water inflow situation and the flooding
situation, respectively. For an example, with f = 2, the
original real water inflow ensembles are all multiplied
by 2 to represent a flood situation.

In this paper, the scenario ensembles of the water in-
flow prediction are chosen for implementing multistage
MPC with notations as described below:
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e MS contains the original 50 scenario ensembles of
the water inflow forecast without any simplifica-
tion.

e OS has the original three scenario ensembles of
the water inflow forecast. They are ensembles that
have maximum, median, and minimum accumu-
lated amounts of water inflow over the forecast
period among all ensembles. The scenario ensem-
ble numbers 4, [, and m are chosen as:

ZVl(k)—maX ZV( ZV ""ZVL(ZO))

S = median(S Vi, STV STV
Z k = min( ZVI(; ,ZV;(; ,-~-aZVi,(ZO))

where

PN

¢ Syn(p) contains three synthetic scenario ensem-
bles with probability distribution information,
which is the proposed method in this paper. To
set boundary, values of s; and s, are set as 0.5.

)
k+1 + V(/c)+2 +- V(/Jc+312

1

e Syn(e) has three synthetic scenario ensembles
with equal probability. The synthetic scenario en-
sembles are constructed by applying the first step
of the simplification, Equations (4), (5), and (6).
Then, the equal probability is given to the sce-
nario ensembles without using the second step of
the simplification.

6 Result

6.1 Open-loop Robustness anaylsis

Multistage MPCs with MS, Syn(e), and Syn(p) show
good robustness against constraint violations caused
by water inflow uncertainty. This is not the case for
multistage MPC with OS, as demonstrated by simu-
lations that reveal potential constraint violations (de-
picted in Figure 12). The figure illustrates possible
water level trajectories at Merkebekk from the open-
loop robustness analysis, with each line representing a
distinct scenario. The analysis shows that under the
moderate water inflow situation, there are 283 poten-
tial violations, and this number increases to 567 in the
flooding situation. As multistage MPC with OS is not
robust to constraint violations, the simulation results
from this method will not be discussed further in this

paper.
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Figure 12: The potential constraint violations caused
by implementing multistage MPC using

three original scenarios (OS)
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Figure 13: The water level at Merkebekk during the
simulation under the moderate water inflow
situation

6.2 Simulation result

The simulation results of the water level at Merkebekk
under the moderate water inflow situation (f = 1) are
presented in Figure 13. The upper plot of the figure
provides an overview of the water level through the
entire simulation period, while the lower plot provides
a closer examination of the water level during the sharp
fluctuations in the level bounds.

The simulation results of the flooding situation (f =
2) are presented in Figure 14. The topmost plot in
this figure illustrates the variation of the water level at
Merkebekk over the entire simulation duration. The
two lower plots in the figure serve to provide a more
detailed view of the water level changes during selected
periods, effectively being the magnified sections of the
topmost plot.
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Water Level at Merkebekk - Flooding Situation
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Figure 14: The water level at Merkebekk during the
simulation under the flooding situation

The representation of the water level changes in both
Figure 13 and Figure 14 are depicted by several lines,
each of which corresponds to different simulation sce-
narios. The red dotted lines indicate the boundaries of
the level constraints, represented by zpry and zygry-
The water level simulated by multistage MPC with MS
is indicated by the yellow line, while the result of the
simulation of multistage MPC with Syn(e) is depicted
by the purple line. The green line represents the wa-
ter level changes simulated by multistage MPC with
Syn(p).

The opening heights of one floodgate gate with differ-
ent multistage MPCs(with MS, Syn(e), and Syn(p))
during the simulation are depicted in Figures 15 and
16. The opening heights of the other floodgate are al-
most identical to the illustrated figures. Figure 15 rep-
resents the opening height of the floodgate under the
moderate water inflow situation. Figure 16 presents
the opening height of the floodgate during the flood-
ing situation. The opening heights of the floodgate,
are indicated by yellow, purple, and green lines, corre-
sponding to the results generated by multistage MPCs
with MS, Syn(e), and Syn(p), respectively.

Under the moderate water inflow situation, the wa-
ter level constraints are rarely activated, as the amount
of water flowing into the reservoir is not large. There-
fore, three multistage MPCs with MS, Syn(e), and
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Figure 15: Floodgate opening height through simula-
tions in moderate water inflow situation
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Figure 16: Floodgate opening height through simula-
tions in flooding water inflow situation

Syn(p) control the system almost identically. Dur-
ing the early stages of the simulation, until around 370
hours, the water levels are controlled by all MPC types
and remain relatively unchanged as shown in the up-
per plot of Figure 13. This period, seen in the left
half of the upper plot in Figures 15 and 16, exhibits
no significant control actions. However, when the level
constraint change, the floodgates start opening, from
around 360 hours, to ensure the water level does not ex-
ceed the constraint. After 395 hours, subtle differences
in the water levels are observed for each multistage
MPC, with the highest water level being demonstrated
by multistage MPC with Syn(p), the middle water
level by multistage MPC with MS, and the lowest wa-
ter level by multistage MPC with Syn(e).

For the flooding situation, the inflow of water into
the reservoir is much larger, resulting in a rapid in-
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crease in the water level. No control action is taken on
the floodgates until 100 hours because the water level
does not reach the maximum water level as depicted
in Figure 16. As soon as the water level reaches the
maximum level, the floodgates are opened to maintain
the water level within the constraints. All of the multi-
stage MPCs effectively manage to maintain the water
level while satisfying all constraints, but there are slight
differences in the water levels among the different mul-
tistage MPCs. In line with the simulation result of the
moderate water inflow situation, multistage MPC with
Syn(p) has the highest water level, multistage MPC
with MS has the middle water level, and multistage
MPC with Syn(e) has the lowest water level in the
flooding scenario.
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Figure 17: The total amount of water thrown out
through floodgates during the simulation
period
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Figure 17 illustrates the total amount of discharged
water through the floodgates during the simulation pe-
riod. As depicted in the figure, multistage MPC with
Syn(p) exhibits a slightly lower flow rate compared to

multistage MPC with MS. On the other hand, multi-
stage MPC with Syn(e) displays the highest amount
of water discharge through the floodgates over the sim-
ulation period.

The computational speed of each multistage MPC is
presented in Figure 18. Multistage MPC with MS re-
quires the longest computation time, with an average
of approximately 30 seconds per time sample. In con-
trast, multistage MPCs with Syn(p) and Syn(e) have
significantly lower computation time, with an average
of approximately 2.5 seconds per time sample.

7 Conclusion

In conclusion, this paper presents a practical and effi-
cient method for simplifying the scenario ensembles for
multistage MPC applied to the Dalsfoss hydropower
station. By using the proposed method, the size of
the OCP was reduced by 94%, and the computa-
tional speed for solving the OCP was accelerated by
15 times. The simulation results indicate that the
performance of multistage MPC with the simplified
method (Syn(p)) is better or competitive with multi-
stage MPC without using the simplified method (MS),
and show the improvement in the performance from
multistage MPC with (Syn(e)), while satisfying all
the level constraints. The proposed method in this
paper probably cannot be generalized as the simpli-
fication of multistage MPC for all types of processes.
However, for processes where the uncertainty is already
described by scenario ensembles, the proposed method
can be effectively used to make the multistage MPC,
which a dynamic optimizer for robust control, much
more faster and real time implementable.
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Abstract

This study focuses on demonstrating the effectiveness and efficiency of the Stochastic Sequential Model Predictive
Control (MPC) framework within the context of the Hjartdgla hydropower system. Multistage MPC, while effective
in managing uncertainty, poses challenges due to its high computational demands and complex optimal control
problems, particularly in applications requiring long-term forecasting, such as hydropower systems. Through a
comparative simulation study with multistage MPC, this paper highlights the superior feasibility and computational
speed of the Stochastic Sequential MPC framework. This work contributes to the broader understanding of MPC

applications in hydropower systems

Keywords: Model predictive control, Stochastic MPC, Uncertainty, Flood management

1 Introduction

Hydropower, esteemed for its environmental benefits[IEA,
2021], confronts challenges that can adversely impact
aquatic ecosystems within watercourses[Schmutz and
Sendzimir, 2018]. Among these challenges, hydropeak-
ing, characterized by abrupt fluctuations in discharged wa-
ter flow rates from hydropower turbines, poses a significant
threat. Hydropeaking incidents often result from operat-
ing hydropower stations in response to fluctuating power
demand and can have devastating consequences on down-
stream fauna [Batalla et al., 2021].

To mitigate the ecological harm caused by hydropeak-
ing, the deployment of buffer reservoirs has emerged as
a viable solution. The primary objective of buffer reser-
voirs is to regulate downstream flow rates in a stable man-
ner by temporarily storing or releasing water [Langhans
et al., 2019]. However, managing these buffer reservoirs is a
formidable task due to the presence of stringent operational
regulations and inherent uncertainties. These uncertainties

http://dx.doi.org/10.4173/doi:10.4173/

encompass factors such as variations in power production
plans and fluctuations in water inflow originating from di-
verse streams and rivers.

The Hjartdgla hydropower system, situated in the Hjart-
dal municipality of Norway and operated by Skagerak
Kraft, encounters similar challenges. This hydropower fa-
cility, equipped with two Pelton turbines and a buffer reser-
voir known as Hjartsja, is specifically designed to control
downstream water flow rates. The operational parameters
of the Hjartdgla hydropower plant entail constraints related
to the water level at Hjartsja, flow rates through a flood-
gate, and downstream conditions. Furthermore, the sys-
tem contends with multiple sources of uncertainty, includ-
ing variations in power production plans, uncertainties in
water inflow forecasts, and model-related uncertainties [Sk-
agerakKraft, 2022].

Currently, the Hjartdgla system employs a Proportional-
Integral (PI) controller for system control, supplemented by
manual adjustments of setpoints conducted by on-site per-

© 2023 Norwegian Society of Automatic Control
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sonnel. However, this control approach is suboptimal, as
it heavily relies on human judgment and predictive assess-
ments of uncertainty, thereby elevating the risk of violat-
ing operational constraints. Consequently, Skagerak Kraft
AS is actively exploring the application of Model Predic-
tive Control (MPC) frameworks to enhance the precision
and efficiency of system control.

Model Predictive Control (MPC) has garnered substan-
tial popularity across both industrial and research domains,
particularly for optimizing the operation of constrained
multiple-input multiple-output processes. Its efficacy in
managing multivariable systems subject to constraints has
led to successful implementations in various industrial ap-
plications [Morari and Lee, 1999]. MPC involves comput-
ing an optimal control sequence for the future by solving
a finite horizon open-loop Optimal Control Problem (OCP)
based on available system information. Subsequently, the
first control input in the sequence is applied, and this pro-
cedure repeats at regular sampling intervals [Mayne et al.,
2000]. Notably, MPC has demonstrated utility in ad-
dressing the operational constraints of hydropower systems
[Jeong et al., 2021, Jeong and Sharma, 2022a], although
challenges arise due to the inherent uncertainty associated
with water inflow to the reservoir, potentially leading to
constraint violations[Jeong et al., 2021].

To mitigate these constraint violations, addressing uncer-
tainty becomes imperative when designing and implement-
ing MPC. One prominent approach is Stochastic MPC, ex-
emplified by the multistage MPC or scenario-based MPC
framework [Mesbah, 2016]. The genesis of this framework
can be traced back to the min-max feedback MPC concept
introduced in [Scokaert and Mayne, 1998] and later for-
malized as multistage MPC by [Lucia et al., 2013]. This
framework portrays future uncertainty evolution through a
discrete-time scenario tree and employs feedback mecha-
nisms, facilitating closed-loop optimization. It tackles the
OCP across multiple control trajectories to account for all
plausible realizations of uncertainty. Multistage MPC’s ver-
satility has been showcased across diverse domains, in-
cluding chemical process systems[Lucia et al., 2013, Mart{
et al., 2015], autonomous vehicles[Klintberg et al., 2016],
building climate control[Maiworm et al., 2015], and no-
tably, the management of hydropower systems operating
under uncertain water inflow conditions [Jeong and Sharma,
2022b, Jeong et al., 2023a, ?]. However, challenges persist
in terms of computational demands and the intricacy of the
OCP structure.

To address these challenges inherent in multistage MPC,
the Stochastic Sequential MPC framework was introduced
in a prior study. This framework orchestrates two sequen-
tial optimizations: an initial optimizer akin to the certainty-
equivalent MPC framework, followed by a subsequent op-
timizer that aligns closely with multistage MPC princi-
ples. Previous research demonstrated the advantages of en-

hanced feasibility and expedited computational efficiency
in solving OCP, highlighting the benefits of employing the
Stochastic Sequential MPC framework over traditional mul-
tistage MPC approaches[Jeong et al., 2023b].

This paper endeavors to apply the Sequential Stochas-
tic Model Predictive Control (MPC) framework to the
Hjartdgla hydropower system and subsequently assess its
efficacy and efficiency in this context.

The paper’s organizational structure is as follows: Sec-
tion 2 offers an introduction to the Sequential Stochastic
MPC framework. In Section 3, the study delves into the
particulars of the case study and outlines the simulation
configurations. Subsequently, Section 4 is dedicated to the
presentation of simulation results, accompanied by a com-
prehensive discussion of the findings. Finally, Section 5
encapsulates the study’s conclusions.

2 STOCHASTIC SEQUENTIAL
MPC

The stochastic sequential MPC framework bears resem-
blance to human decision-making processes within the con-
text of long-term project management. In such scenarios,
an initial long-term plan is formulated based on available
resources, skills, and information, without explicit consid-
eration of future uncertainties. This long-term plan serves
as a foundational blueprint for developing short-term action
plans on a daily or weekly basis. While the short-term plans
align with the long-term strategy, they also incorporate pro-
visions for potential issues or uncertainties that might arise.
In essence, the short-term plans strive to adhere as closely
as possible to the long-term plan, while concurrently inte-
grating contingency plans for unforeseen events. This itera-
tive planning approach facilitates the effective and efficient
management of long-term projects [Jeong et al., 2023b].
The framework of stochastic sequential MPC, as de-
picted in Figure 1, amalgamates characteristics from both
the certainty-equivalent MPC framework and the multistage
MPC framework. In this framework, the first optimizer
functions akin to the certainty-equivalent MPC framework,
generating a long-term reference control sequence denoted
as UZ_;. This reference control sequence is computed over a
prediction horizon of length Np = ¢4, predicated on nomi-
nal values of uncertainty denoted as 6, and the measured or
estimated system states denoted as X. Conversely, the sec-
ond optimizer resembles the multistage MPC framework,
producing short-term optimal control sequences by consid-
ering presently available scenarios of uncertainty in the fu-
ture, denoted as dy,, while also aiming to track the long-term
reference control sequence, Uy, generated by the first op-
timizer. The optimal control sequence within the second
optimizer is computed over a shorter prediction horizon of
length N, = ¢2, where ¢, is significantly shorter than ¢,



Jeong et al., “Utilization of Sequential Stochastic MPC”

X
*M Stochastic Sequential MPC "~
1st optimizer
(CE) k
N, =0,
Uref
2nd optimizer u*
(MS) Process
N, =0,

®1>®z

Figure 1: The framework of Stochastic Sequential MPC
[Jeong et al., 2023b]

[Jeong et al., 2023b].

Despite not explicitly addressing uncertainty in the dis-
tant future, the stochastic sequential MPC framework in-
corporates future uncertainty information by by the sec-
ond optimizer. Consequently, stochastic sequential MPC
can achieve control performance akin to multistage MPC,
while demanding less computational resources and enhanc-
ing the feasibility of the optimal control problem [Jeong
et al., 2023b].

Let’s consider a discrete-time nonlinear system, de-
scribed by the following equation

(M

Xpt1 = f(Xp, up, dy)

In this equation, x;, € R"= represents the system states at
time step k, u, € R™ represents the control inputs at the
same time step, and d; denotes the ensemble of scenarios
representing uncertainty over the prediction horizon, avail-
able at time step k. This relationship can be expressed as:

1 S
al” ¥
dp = : : (@)
(1 s
dily, o dly,

Here, S represents the number of scenario ensembles, with
each column representing a distinct scenario ensemble.
The formulation of the first optimizer mirrors that of the
certainty-equivalent MPC, taking the following form:

1

minimize Z J(xp,ug, 0r) (3a)
k=0

subject to xg =X, (3b)
Xkp+1 = f(Xk, ug, Qk), (30)
g(xg, ug, 0;) <0, (3d)
X1p < Xg < Xub, (3e)
up <u, <uy (3f)

Where 6}, represents the nominal value of the uncertainty
dy, and X denotes the measured or estimated states. The ini-
tial state for the optimization problem is provided in equa-
tion (3b). The system model and output constraints are
integrated into equations (3c) and (3d), respectively. The
bounds on states and control inputs are enforced through
equations (3e) and (3f). The prediction horizon length, de-
noted as IV, is set to ¢1 withk = 0,1,...,¢; [Jeongetal.,
2023b].

As a result
erence control

first optimization, the ref-

derived as Ul
[Uret, 10+ Uref.nr -+ - » Uref oy |- A portion of this refer-
ence control sequence, specifically [Uge q,-- -, Ut 4,1,
is passed to the second optimizer. The formulation of the
second optimizer closely resembles that of the multistage

MPC framework, taking the following form:

of the
sequence is

S P2

minimize ij ZJ(Xi" ul,d}) + Qu(u], — U’:ef’k)Q
j=1 k=0

(4a)

subject to Xé =X, (4b)

xi, = f(x], uf,d}), (do)

g(xy,uy, dj) <0, (4d)

Xib < XJ, < Xup, (4e)

wp, < ul < uy, (4f)

ui = u%c if x’,;(j) = xi(l) (4g)

In this context, ), serves as a weight parameter govern-
ing the tracking of the reference control sequence, while w;
represents the weight or probability associated with the 5"
scenario ensemble [Jeong et al., 2023b].

The initial states for all scenario ensembles in the opti-
mization problem are provided by equation (4b). The sys-
tem model and output constraints are integrated into equa-
tions (4c) and (4d), respectively. Bounds on states and
control inputs are enforced through equations (4e) and (4f)
[Jeong et al., 2023b].

The non-anticipativity constraint, as articulated in (4g),
ensures that the same control inputs are applied at parent
nodes where scenarios branch out. Here, [ represents a sce-
nario number distinct from j. The prediction horizon Ny, is



Modeling, Identification and Control

set as ¢, which is shorter than ¢;, with & = 0,1, ..., ¢s.
Consequently, a new optimal control sequence is computed
over the horizon length ¢- and its first control input is ap-
plied to the system [Jeong et al., 2023b].

For a system characterized by n, states and n, control
inputs, the multistage MPC framework necessitates solving
an Optimization Control Problem (OCP) with (n, + n,) -
Np - S variables. Here, S denotes the number of available
scenarios of uncertainty over the prediction horizon length
Np,. In contrast, the stochastic sequential MPC framework
addresses two OCPs sequentially. The first OCP involves
(ng + ny) - Ny, variables, while the second OCP encom-
passes (n, + ny,) - ¢2 - S variables. Consequently, the sizes
of the OCPs in stochastic sequential MPC are reduced by
factors of 1/S and ¢2/N, compared to one in multistage
MPC, resulting in decreased computational demands [Jeong
et al., 2023b].

3 CASE STUDY

3.1 System description

Hjartsja
Hjartdgla River

Hydropower

Hjartsja
Reservoir

Skorva
River
Skogsaa
River
Mijella
River

Omnessfossen

Figure 2: The simple layout of the watercourse system at
Hjartdgla hydropower plant

Vi,H Vp
e ——
g

LRV =

A(hin)

Figure 3: The structure of the Hjartsja reservoir

msl
orrimsl |OFT;

LRV

Figure 4: The structure of the floodgate at Hjartsja reservoir

Hjardgla hydropower plant has two Pelton turbines of
60MW each. After the turbines, there is a buffer reser-
voir, called Hjartsjd, which is used to control the water
flow rate at downstream SkagerakKraft [2022]. Figure. 2
displays a layout of the Hjartdgla hydropower system and
Figure. 3 shows the structure of the Hjartsja buffer reser-
voir. The water flows into Hjartsja from two places: the
Hjartdgla hydropower turbines Vp and Hjartsja river VlH
The water flows out from Hjartsja through a floodgate V:g
and flood threshold walls V5. Figure. 4 shows the structure
of the floodgate at the reservoir. The water flows toward
Omnessfossen located in downstream. Between Hjartsja
and Omnessfossen, three main rivers flow into the water-
course: Skorva river Vi,sv, Skogsaa river Vi,ss, and Mjella
river VIM The system has two types of uncertainties: the
power production plan and the water inflow forecasts from
all four rivers. The flow rate forecasts of all rivers are
computed based on hydrological models of the rivers and
weather forecast information. Each forecast has 50 possi-
ble scenario ensembles for the next 13 days (312 hours).
The power production plan is the result of the optimization
of factors such as electricity price, demand, etc. During the
operation, it is important to consider all forecast informa-
tion to avoid drastic changes in flow rates.

In the model, the state is the water level at the reservoir h,
and the control input is the gate opening hg. The parameters
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Table 1: Parameters for Lake Toke model

Parameter Value Unit Comment
LRV 155.7 m MSL Lower regulated value
HRV 157.5 m MSL Higher regulated value
Rin, max HRV +3— LRV =4.8 m Maximum water level of the buffer reservoir (Hjartsja)
Anin 103 m? Minimum surface area of water in the buffer reservoir (Hjartsja)
a 0.0474 - Coefficient
b 1.6898 - Coefficient
hg‘i})p 157.37 m MSL Top position of gate opening
Ly 12 m Width of the gate
Lo 11 m Width of the overflow channel
OFTMs! 157.5 m MSL Overflow threshold 1
OFTs! 158.5 m MSL Overflow threshold 2

of the model are specified in Table. 1 and the model is as 2. The water flowing out from the Hjartsja reservoir

follows: should be more than 1.0 m? /s and more than 2.5 m3 /s
at Omnessfossen. This ensures that fish can move
hin = min(max(0,h — LRV), hin max) 5) freely in the watercourse.
b—1
A(hin) = max(Amin, 10°-a-b- hi(n )) (6) 3. The water level at the Hjartsjé reservoir must be main-
tained between H RV and LRV .
hout,g = max(0,h — (ks — hg)) ©)
3.2 Optimal control problems
Ve=184-Ly-hl5 ., (8)
The main purpose of the buffer reservoir is to keep the wa-
ter flow at downstream as constant as possible. Also, it
= — OFT™! : ; -
housor1 = max(0, h — OFT™) ©) may be beneficial to keep the water level in the reservoir
X as high as possible because it gives flexibility to the op-
hous,or2 = max(0,h — OFTy™) (10) eration. For example, during the dry season, the reservoir
can supply enough water for a longer period to satisfy the
Vi = 1.8(Ly - hl5 or + L2 hLs OF2) (11) required minimum flow rate. The first optimizer computes

the reference control sequence with the nominal value of the
water inflows. The objective function for the first optimizer

VO = Vg + V} + Vi,SV + Vi,SS + Vi,M (12) is formulated as:

dh 1

&~ AVt -Vi-v)  a3) Jip = Li+ ARy + AVO; 19
Operational constraints are designed to achieve (i) op-
erational safety and (ii) prevention of damage to the envi- Ly = (hy —HRV)-Qn - (hy — HRV)T  (15)

ronment at downstream. The constraints are regulated by
the Norwegian Water Resource and Energy Administration
(NVE). The violation of the constraints can cause an enor- ARy = (up — ugp—1) - Qan - (up — ugp_1)T (16)
mous fine and other sorts of penalties NVE [2022]. There-
fore, the constraints must be satisfied. The essential con-

straints are: AVOy, = AVE - Qv - AVOkT (17

1. The flow rate of the water at down-
stream(Omnessfossen) must be as steady as possible. Equation (15) aims to maximize the water level in
This requirement is to keep the fauna and people at the buffer reservoir. Equations (16) and (17) inhibit the
downstream safe from hydropeaking or the sudden changes in the floodgate opening and the flow rate at down-
change in the flow rates or levels at downstream. stream(Omnessfossen). The OCP of the first optimizer is
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formed as:

1

minimize Z J1,k (18a)
k=0

subject to  ho = h, (18b)

hiir = f(hiy hg e, mean(Vily)),  (180)

1.0m?/s < Vg, (18d)

2.5m3/s < Vo, (18e)

LRV < h;, < HRV, (18f)

0<hgr <15m (18g)

In the second optimizer, the uncertainty of water inflow
is included in the optimization and the tracking term to the
reference control sequence is added. The objective function
of the second optimizer is formulated as:

ok = Jfk + Qu(“i - :ef,k)Q 19)
OCP for the second optimizer is formulated as:

S P2

minimize Z wj Jo i (20a)
j=1 k=0

subject to hé = iz, (20b)

hiﬂ = f<h;w hé,m V1]H>v (20c)

1.0m?/s < Vg, (20d)

2.5m%/s < Vo, (20e)

LRV < hj, < HRV, (20f)

0<hl, <1lbm, (20g)

hgy=hiy=---=h5, =0  (20h)

The non-anticipative constraint, (20h), stands only in the
first time step, & = 1. It is because the given scenario en-
sembles of the water inflow are independent of each other.
Therefore, the only initial state is a parent node. The
weighting parameters in the objective function are set as
shown in Table 2.

Table 2: Weight parameters in objective function

Parameter 1st optimizer 2nd optimizer
n 1 1
Qau 100 0
Qv 1000 0
Qu - 100

3.3 Simulation setup

For the simulation, the actual water inflow prediction and
the historical power production plan data, stored by Sk-
agerak Kraft, are used. Figure. 5 and Figure. 6 show the

structure of the water inflow forecast and the historical
power production plan. While all 50 scenario ensembles of
inflow of Hjartsja river are considered, the water inflow pre-
dictions of the three rivers between the reservoir and Om-
nessfossen(downstream) are simplified by considering the
possible scenario of minimum flow rates.

Flowrate [m3/s]

-
B o o] o
A ) .

N
L

Time [day]

Figure 5: One example of the water inflow forecast

8 fmu\m
0
0 20 40 60 80 100 120 140

Time [hr]

Flowrate [m3/s]
& o

N

Figure 6: Historical water flow rate through the turbines for
power production

For the simulation, the perfect model and the perfect pre-
diction in power production are assumed. The simulation
period is 5 days (144 hours) and the time step is set as 1
hour. The simulation is performed on CasAdi in Python
Andersson et al. [2019]. In the simulation, four different
MPC:s are tested as follows:

1. Certainty-equivalent MPC: the prediction horizon
length is set as 13 days (312 hours) and utilizes the
mean value of the water inflow forecast for the predic-
tion of water inflow.

2. Multistage MPC (MS13d): the prediction horizon
length is set as 13 days (312 hours) and considers all
the scenario ensembles for the optimization.

3. Multistage MPC (MS6h); the prediction horizon
length is set as 6 hours and considers all the scenario
ensembles for the optimization.

4. Stochastic Sequential MPC (Seq): the first optimizer
has 13 days (312 hours) of the prediction horizon
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length and utilizes the mean value of the water inflow
forecast to compute the reference control sequence.
The second optimizer has 6 hours of the prediction
horizon and considers all the possible scenarios of the
water inflow for the optimization.

To assess the potential violations of the constraints by the
realization of the different scenarios from the prediction, the
open-loop robustness analysis is conducted. The process of
the analysis is shown in Figure. 7. In the open-loop ro-
bustness analysis, the model is updated with the computed
optimal control input and different water inflow from all the
scenarios in an open-loop manner and checks whether the
constraints are violated or not in the subsequent time step.

R * Target £
£,d, —| Controller 4 o & H—|
dM— Process
(2) -
Target X Open-loop
diz)* Process Robustness
Analysis
Target %)
FICNN Process
1

Figure 7: The procedure of open-loop robustness analysis

4 Simulation results and
Discussion

Figure. 8 depicts the time-varying flow rate at the down-
stream location during the simulation period when the
buffer reservoir is assumed to be absent. The figure high-
lights the occurrence of multiple hydropeaking events dur-
ing the relatively short simulation period. To mitigate the
potential damage caused by hydropeaking, it is imperative
to optimize the operation of the buffer reservoir.

204

181

161

144

Flowrate[m?3/s]

129
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0 20 40 60 80 100 120 140

Timelhr]

Figure 8: The flow rate at downstream under the assumption
that a buffer reservoir does not exist
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Figure 9: The result of the open-loop robustness analy-
sis when the certainty equivalent MPC is imple-
mented with the nominal values of the water in-
flow forecast

The simulation result of the certainty equivalent MPC
and the open-loop robustness analysis is illustrated in Fig-
ure. 9, exhibiting the potential constraint violations at cer-
tain instances during the simulation period. It shows all the
possible water level changes from all 50 possible scenario
ensembles of water inflow. There are potential dangers of
the constraint violations at 65 hours, 92 hours, 117 hours,
and 131 hours during the simulation period. Although the
water level surpasses the bound by small amounts, it is
intolerable. However, these potential constraint violations
are eliminated in the implementation of both the multistage
MPC framework and the stochastic sequential MPC frame-
work.

Figure. 10 shows the simulation results of three other
MPC frameworks: the stochastic sequential MPC frame-
work(Seq), the multistage MPC with 13 days of the pre-
diction horizon length(MS13d), and the multistage MPC
with 6 hours of the prediction horizon length (MS6h). Fig-
ure. 10(a) displays how the water level changes through-
out the simulation period, Figure. 10(b) displays the gate
openings (control input) throughout the simulation period,
and Figure. 10(c) displays the flow rate at the down-
stream(Omnesfossen) during the simulation. The results of
the sequential stochastic MPC are almost identical to that of
the multistage MPC with 13 days of the prediction horizon
length. For a fair comparison, the multistage MPC with 6
hours of the prediction horizon length (which is also equal
to the prediction horizon length of the second optimizer for
the sequential stochastic MPC) is displayed but it shows
poor management of the water level, and the flow rate at
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downstream. The water level is unnecessarily lowered and
the flow rate at downstream is not controlled constantly. It
shows the importance of tracking the reference control se-
quence.
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Figure 10: The comparison of the simulation results among
the stochastic sequential MPC (Seq), the mul-
tistage MPC with different prediction horizon
lengths of 6 hours (MS6h) and 13 days(MS13d):
(a)The level changes throughout the simulation
period, (b)The gate openings throughout the
simulation period, and (c)The flow rate of the
water at the downstream(Omnessfossen)

Table 3: The detail of computational time for each frame-

work
MPC Mean Max Min
Certainty Equivalent 0.2804 0.6006 0.2128
Stochastic Sequential 0.3081 0.6246 0.2513
Multistage 13 days 27.09  68.65 13.87
Multistage 6 hours  0.1439 0.6497 0.0812

Table. 3 presents a comparison of the computational time
required by the multistage MPC and stochastic sequential
MPC for the buffer reservoir operation problem. It is ob-

served that the stochastic sequential MPC reduces the com-
putational time by 87 times compared to the multistage
MPC with the prediction horizon length set to 13 days.
Moreover, despite considering all 50 possible scenario en-
sembles, the computation time of the stochastic sequential
MPC is found to be comparable to that of the certainty
equivalent MPC.
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Figure 11: (a)The first control input from the first optimiza-
tion and the second optimization of the stochas-
tic sequential MPC framework, and (b)The dif-
ference of the first control input between the first
and second optimization (The second optimiza-
tion - the first optimization)

Figure.11 demonstrates how the second optimiza-
tion mitigates the impact of uncertainty. Specifically,
Figure.11(a) displays the first control inputs of the control
sequences from the first optimizer and the second optimizer
of the stochastic sequential MPC framework during the sim-
ulation period. It reveals that there is no significant differ-
ence between the two control sequences, which is reason-
able since the second optimizer is designed to track the ref-
erence control sequence from the first optimizer. However,
when the first control inputs of the second optimizer are
subtracted from the first optimizer’s first control inputs, as
shown in Figure.11(b), it becomes apparent that the second
optimizer increases the gate opening in certain instances.
Notably, these instances align with the moments when the
open-loop robustness analysis of the certainty equivalent
MPC, shown in Fig9, detects potential constraint violations.
This finding confirms that the second optimizer adjusts the
control sequence slightly to mitigate the impact of uncer-
tainty effectively when required and when there is a possi-
bility of violating constraints.
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Figure 12: Simulation results of the stochastic sequen-
tial MPC(Prediction horizon: Ist opti-
mizer:13days, 2nd optimizer:6hr) and mul-
tistage MPC(Prediction horizon: 13days) under
assumption of the severe flooding situation.
(a)The water level at the reservoir throughout
the simulation period, and (b)The applied
control inputs throughout the simulation period

In flooding situations, the deviation of water inflow from
one scenario to another increase significantly in the further
future over the prediction horizon, leading to the potential
infeasibility of OCP and, consequently, unreasonable con-
trol actions. The simulation results of the stochastic sequen-
tial MPC and multistage MPC under severe flooding condi-
tions are presented in Figure. 12. The results indicate that
the multistage MPC fails to find an optimal solution, as the
computation of OCP becomes infeasible, resulting in an in-
ability to maximize the water level as desired. In contrast,
the stochastic sequential MPC manages to find the optimal
solution of OCP and effectively control the system in the
desired manner. This highlights the better feasibility of the
stochastic sequential MPC in solving OCP as it does not
consider the deviations of the water inflow in the long-term
future, which can be compensated by the feedback control
concept.

5 Conclusion

This study utilizes the stochastic sequential MPC frame-
work for controlling the buffer reservoir in the Hjartdgla
hydropower system under uncertainty. Compared to the
certainty equivalent MPC, which fails to account for uncer-
tainty, and the multistage MPC, which has slower computa-
tion time, the stochastic sequential MPC effectively handles
uncertainty and ensures that no constraint violations oc-
cur. The second optimizer in the stochastic sequential MPC

framework is shown to counteract the influence of uncer-
tainty by slightly adjusting the control sequence when nec-
essary, as evidenced by simulation results. Moreover, the
stochastic sequential MPC demonstrates significantly faster
computation time and better feasibility in solving OCP, par-
ticularly under severe flooding conditions. These advan-
tages are attributed to the first optimizer providing a refer-
ence control sequence to the second optimizer, which re-
duces computational demand while reflecting the trend of
future uncertainty information. Overall, the results suggest
that the stochastic sequential MPC framework is a promis-
ing approach for real-time control of hydropower systems
under uncertainty.
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ARTICLE INFO ABSTRACT

Keywords: Sequential stochastic model predictive control (MPC) is a control framework that sequentially employs two
Model predictive control optimizers. The high-level optimizer generates a coarse long-term plan based on nominal uncertainty values,
Uncertainty while the low-level optimizer refines the short-term plan by considering all possible realizations of these

Sequential optimization

uncertainties. This paper highlights the advantages of the sequential stochastic MPC framework over the
Energy system

traditional multistage MPC approach. It offers faster computation times, improved feasibility of the optimal
control problem (OCP), less conservative solutions, and enhanced flexibility in framework tuning. These
advantages of sequential stochastic MPC are demonstrated through a case study on flood control in a
hydropower station. Additionally, computational efficiency is further boosted with the simplified method which
was proposed previously. The results reveal a remarkable performance improvement with an approximately 85
times faster computation time than the standard multistage MPC. These findings establish sequential stochastic

MPC framework with the potential for practical implementation.

1. Introduction

Model Predictive Control (MPC) is a widely used control strategy
for optimizing the operation of constrained multiple-input multiple-
output processes. While MPC has demonstrated success in various in-
dustrial applications (Morari and Lee, 1999; Qin and Badgwell, 2003),
it faces challenges when uncertainties or disturbances are present in
the system, leading to constraint violations. Consequently, address-
ing uncertainty becomes crucial during the design and implementa-
tion of MPC, prompting the development of stochastic or robust MPC
approaches (Mesbah, 2016; Saltik et al., 2018).

Robust MPC schemes aim to ensure the satisfaction of constraints
and the achievement of closed-loop stability while maintaining com-
putational efficiency and avoiding excessive conservatism. However,
striking a balance between non-conservatism and low complexity poses
a significant challenge in the field of robust MPC, often necessitating
trade-offs.

One of the initial attempts to counteract the uncertainty in MPC
scheme was the open-loop min-max MPC (Campo and Morari, 1987).
In min—max MPC, the control inputs are chosen in a way that minimizes
the maximum predicted cost or error over a finite prediction hori-
zon, considering all possible scenarios of disturbance within a certain
bounded set. This ensures that the controller is designed to handle
the worst-case situation, providing a certain level of robustness against

* Corresponding author.

disturbances. However, the open-loop min-max MPC overlooks the
incorporation of feedback in the predictions. To address this limitation,
feedback min-max MPC has been introduced, explicitly incorporating
feedback information in the predictions to reduce conservatism (Lee
and Yu, 1997). General feedback min-max MPC optimizes the worst-
case cost function value over a sequence of control inputs, leading to
optimization problems with infinite dimensions. To overcome this, a
tree structure can be utilized to represent uncertainty evolution, en-
abling a finite-dimensional optimization problem (Scokaert and Mayne,
1998). By considering various possibilities for adapting inputs in the
predictions at each stage, this approach provides increased flexibility.
However, the exponential growth of the tree structure with respect to
the prediction horizon length limits its practicality for longer horizons.

Alternative robust MPC approaches optimize either the expected
cost function’s value (as demonstrated in Bernardini and Bemporad
(2009)) or a weighted sum of all anticipated scenarios, a charac-
teristic shared with multistage MPC (Lucia et al., 2013). Multistage
MPC exhibits a less conservative performance compared to feedback-
based min-max MPC, achieved by generating numerous control tra-
jectories across the scenario tree. The tuning parameters allocated to
scenarios within multistage MPC offer additional flexibility for refining
closed-loop performance, contrasting with feedback min-max MPC
strategies.
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Although the multistage MPC framework has shown promising ap-
plications in various fields such as chemical processes (Lucia et al.,
2013; Marti et al., 2015), autonomous vehicles (Klintberg et al., 2016),
energy systems (Jeong and Sharma, 2022a; Janatian and Sharma,
2022), and building climate control (Maiworm et al., 2015), its prac-
tical implementation in the industry poses challenges due to the size
of the optimal control problem (OCP). The size of the OCP increases
exponentially with (a) the number of uncertain parameters or distur-
bances, (b) the number of possible realizations of the uncertainty, and
(c) the length of the prediction horizon. This exponential growth makes
it computationally demanding and difficult to solve the OCP within
reasonable time frames, limiting its industrial applicability.

To address this issues, various methods have been proposed to
improve the computational efficiency of multistage MPC, such as ro-
bust horizon technique (Lucia et al., 2013), primal decomposition
algorithm (Krishnamoorthy et al., 2019), simplified method for sce-
nario ensembles (Jeong et al., 2023), adaptive horizon multistage
MPC framework (Mdoe et al., 2021), and tube-enhanced multistage
MPC (Subramanian et al., 2018). These methods aim to solve compu-
tational efficiency and control performance, making multistage MPC
more practical and applicable in real-world industries.

Despite the advancements in multistage MPC, certain applications,
such as hydropower systems, pose additional challenges due to season-
ally changing constraints and uncertain weather forecast information.
To effectively operate such case studies, there is a need for a new
scheme that considers a long prediction horizon with low computa-
tional demand, to operate the system both smoothly and robustly.

Therefore, the sequential stochastic MPC method is proposed in this
paper. This control framework utilizes a two-step optimization routine
sequentially. The first optimization step generates a control sequence
based on nominal values of uncertainty and a longer prediction horizon,
which in this paper is referred to as a long-term control sequence.
The second optimizer takes in the long-term control sequence as a
base guide and refines the control sequences by considering the whole
scenario tree of multistage MPC representing the uncertainty but with a
relatively shorter prediction horizon. In this paper, the control sequence
generated by the second optimizer under the presence of uncertainty
is termed a short-term control sequence. The second optimizer aims
to track the long-term sequence obtained from the initial optimization
step but introduces necessary adjustments to the control sequences to
handle the uncertainties. Then, the first control input from the second
optimization step is applied to the system in a receding horizon fashion.
This process when repeated gives rise to the sequential stochastic
MPC framework. More details about the framework are provided in
Section 3.

In this paper, the Dalsfoss hydropower station is used as a case
study to implement the sequential stochastic MPC and to discuss the
usefulness of this control framework. The hydropower station is located
in Telemark, Norway, and is operated by Skagerak Kraft. For optimal
operation, the hydropower system has to overcome some operational
challenges such as seasonally changing water level requirements in its
reservoir and uncertainty in the water inflow forecast to the reservoir.
A more detailed description of the hydropower process is provided
in Section 4. The sequential stochastic MPC framework is tested in
the case study to demonstrate its better performance and better con-
vergence of OCP compared to the multistage MPC framework (with
a single optimizer), under the flooding situation. Then, to accelerate
the computational speed of solving the OCP, the simplification of the
scenario ensembles of the uncertainty, which was introduced in Jeong
et al. (2023), is applied. Further, the simulations with different settings
on the sequential stochastic MPC are performed to demonstrate the
limitations and capabilities of the proposed control framework.

The remainder of the paper is organized as follows: Section 2
provides a quick overview of the certainty-equivalent MPC framework
and multistage MPC framework. In Section 3, the sequential stochastic
MPC framework is introduced. Section 4 presents the case study, the
simplification of scenario ensembles, and simulation setups, and the
results are presented in Section 5. A discussion of the findings is
provided in Section 6. the Conclusion is given in Section 7.
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Fig. 1. An example of the structure of a scenario tree (Lucia et al., 2013).

2. Preliminary
2.1. Certainty-equivalent MPC

MPC is a control strategy that generates a control input sequence
as a solution of a finite horizon open-loop OCP. The future behavior of
the process is predicted by using a mathematical model of the system.
The first control input in the sequence is then applied and the process is
repeated at each sampling time in a receding horizon fashion. MPC can
be considered as a feedback control approach that incorporates model-
based predictions and optimizes future control inputs to achieve the
desired system behavior (Mayne et al., 2000).

Consider a discrete-time nonlinear system of the form

Xyt = (X ug, 0p) €))
where x denotes the states, u denotes the control inputs, # denotes the
nominal value of the uncertainty and k denotes the time sample. The
system model is presented by f. In the certainty equivalent MPC, the
uncertainty is predetermined as a nominal value. OCP is formulated
over the prediction horizon with the length N, as,

N,

P

minimize ) J(x;, uy) (2a)
k=0

subject to X, = %, (2b)

Xy = £(xp, 0, 0p), (20)

8(Xy, ;) <0, @d)

X, < X < Xy, (2e)

wy, < uy < Uy, (2D

The cost function at time sample k is defined as J(x,,u;) in (2a). The
initial state of the system is given as (2b). System model and output
constraints are incorporated in (2c) and (2d) and the bounds on states
and control inputs are imposed in (2e) and (2f).

2.2. Multistage MPC

Multistage MPC is a well-known framework where the uncertainty
affecting the process is often described in the form of a scenario tree
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as shown in Fig. 1. (x)i, (u)i, and (d)i indicate state, control input, and
uncertain variable in jth scenario at time sample k respectively. Only a
brief introduction to multistage MPC is provided here. For details, the
readers are referred to (Lucia et al., 2013). A discrete-time nonlinear
system can be expressed as:
ujc,djc) 3
As shown in Fig. 1, in the framework of multistage MPC, the control
and state trajectories are computed for a range of different scenario
ensembles. The optimization problem is formulated over a prediction
horizon N, and a finite number of scenarios S, to find the optimal
control inputs to satisfy the system’s constraints and objectives. The
OCP is expressed mathematically as:

Jjoo_ J
X = E(x.

N

minimize i ; i I, u) (42)
j=1 k=0

subject to Xi = Xy, (4b)
x£+l =fx/, u{{, di), (40)
g(x/.u)) <0, (4d)
Xjp <X, <Xy, (4e)
uy, < ui <uy, (4f)
w =u, if x!V=x" (4g)

where o, is the weight or probability of jth scenario ensemble and Xz(j )
is the parent state at node. The initial states of the process are given
as (4b). System model and output constraints are incorporated in (4c)
and (4d) and the bounds on states and control inputs are imposed in
(4e) and (4f). The non-anticipativity constraint, (4g), ensures that the
same control inputs are used for each branch of the same parent node in
the scenario tree, here / denotes another scenario number than j. For
example, in Fig. 1, u(l), ué, and ug have the same value as the control
input. Similarly, u{, uf, and u? have the same values and so on for all
branches Lucia et al. (2013).

3. Sequential stochastic MPC

The sequential stochastic MPC framework can be thought of as a
decision-making process akin to how humans set a plan to achieve a

long-term goal. When faced with a significant objective, individuals will
first devise a general, broad-spectrum plan that accounts for the overall
direction in which they aim to move, while not necessarily accounting
for every uncertainty that may arise in the future during the long term.

Subsequently, as the plan to achieve a long-term goal progresses,
more detailed short-term plans are made to take into account near-
future uncertainties in order to achieve the overarching goal. These
plans, such as what actions to take in the near future like the current
day or next sampling time, are developed concerning the general long-
term plan, and any necessary adjustments to the latter are made as the
situation evolves.

This idea is reflected in the design of the sequential stochastic MPC
framework, as shown in Fig. 2. The scheme is a combination of the
certainty-equivalent MPC and multistage MPC frameworks. The first
optimizer, similar to the certainty equivalent MPC framework, serves
as the general long-term plan by computing the optimal reference
control sequence over the prediction horizon length N, = ¢,, based
on nominal values of uncertainty 6, and initial state values x,. The
second optimizer which is a multi-stage MPC then generates a more
detailed short-term plan for the near future by taking into account the
reference control sequence U’ ; from the first optimizer and computing
the optimal control sequence for a shorter period N, = ¢,, while
considering uncertainty d,. The first control input from the second
optimizer is applied to the process, and this process repeats iteratively
in a receding horizon fashion.

The formulation of the first optimizer is the same as the OCP (2)
which is for certainty equivalent MPC. The formulation of the second
optimizer is similar to a multistage MPC framework and is expressed
as:

S (2]
minimize Yo z:‘).](xj(, u)+ 0, — Ul ) (5a)
’ j=1 k=
subject to xi = %o, (5b)
X£+1 = f(xj,u{;, di), (5¢)
g(x/.u)) <0, (5d)
Xip < X, < Xy (Se)

u, < ui < uy, (5f)
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Let k = 0,1,...,¢,, where ¢, denotes the length of the prediction
horizon for the second optimizer. The second optimizer computes new
optimal control sequences over the horizon length ¢, by taking into
account the weight parameter Q, for tracking the reference control
sequence. This optimizer being a multistage MPC by its design also
takes into account the uncertainties present in the system for the
horizon ¢, using a scenario tree structure.

An illustration of the control sequence trajectories for the certainty-
equivalent MPC, multistage MPC, and the proposed sequential stochas-
tic MPC frameworks is shown in Fig. 3. Fig. 3(a) illustrates the control
sequence generated by the certainty-equivalent MPC for a long-term
plan taking into account a longer prediction horizon ¢, and con-
sidering nominal values of the parameters and input disturbances.
Fig. 3(b) illustrates the control sequences of a multi-stage MPC for the
same long-term plan, i.e. considering the longer prediction horizon ¢,
but also taking into account the scenario tree structure for handling
uncertainties.

For processes where the prediction horizon ¢; can be very long,
the size of the OCP for the multi-stage MPC can become large, which
makes the practical implementation of multistage MPC very difficult.
To deal with this, the proposed sequential stochastic MPC combines the
effort of both the certainty-equivalent MPC and the multistage MPC in
a unified framework as illustrated in Fig. 3(c). The orange colored line
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shows the long-term control sequence (over a longer prediction horizon
¢)generated by the first optimizer of Fig. 2. This control sequence
considers only the nominal values of the process. The blue dash colored
lines show the control trajectories generated by the second optimizer
over a shorter prediction horizon ¢, by taking into account uncertainty
present in the system represented by a scenario tree by the multi-stage
framework. In general, when constraints are not activated, the second
optimizer offers a similar or identical control solution to the first opti-
mizer. However, once there is the potential for the constraint violation,
the second optimizer circumvents the violation of the constraint by
giving a necessary conservative control action.

To explain the reduction of the size of the OCP, assume a system
with n, states and n, control inputs and .S scenarios of uncertainty over
prediction horizon N,. The number of decision variables to optimize
with a multi-stage MPC framework becomes (n, +n,)- N, - S variables.
However, with the sequential stochastic MPC framework, two OCPs are
solved sequentially. The first OCP has (n, +n,) - N, number of decision
variables, and the second OCP has (n, +n,) - ¢, - S number of decision
variables. Although this approach requires solving two OCPs, the sizes
of the OCPs are reduced by 1/S and ¢,/N,, respectively, compared to
the multistage MPC’s framework. This feature provides a computational
advantage and it allows the sequential stochastic MPC approach to
be more efficient for systems with a larger number of scenarios of
uncertainty or a longer prediction horizon.

In this paper, it has been shown that the performance of the pro-
posed sequential stochastic MPC is similar to the multi-stage MPC,
however, with a much smaller computational footprint. This is one step
closer to realizing a stochastic controller with an MPC framework in
a practical sense for processes, under uncertainty, that need a longer
prediction horizon. The usefulness of the proposed method has been
demonstrated through simulations for the case study of the flood gate
control of a hydropower station as described in Section 6.

4. Case study

Hydropower is widely recognized as a green technology for electric-
ity generation and is known for its ability to supply power in response
to demand. This energy system utilizes water from a reservoir to drive
a turbine-generator system, thereby producing clean electricity while
allowing for control over the water flow in the watercourse (IEA, 2021).
Although hydropower plants are relatively straightforward systems,
they are subject to various regulations and operational constraints.
In Norway, the Norwegian Water Resource and Energy Administra-
tion (NVE) imposes operational requirements on hydropower stations,
including seasonally changing water level constraints, to minimize
environmental damage and ensure safe operation (NVE, 2022). The
Dalfoss hydropower station, operated by Skagerak Kraft in southeastern
Norway, is also obligated to comply with these requirements.

The Dalfoss hydropower plant features a reservoir, Lake Toke, with
a catchment area of approximately 1150 km?. The inflow of water into
the lake, resulting from precipitation or snow melting, is not uniform
and varies throughout the year. Therefore, the actual amount of water
flowing into the reservoir remains uncertain. However, Skagerak pos-
sesses the ability to forecast water inflow using hydrological models
and weather forecasts, enabling the generation of multiple scenarios.
The water inflow forecast, encompassing 50 scenario ensembles for
the next 13 days, considers all sources of water entering the reservoir,
such as precipitation, ice melting, and inflow from various streams.
Similarly, the power production plan can be adjusted, as it is deter-
mined by Skagerak Kraft’s experts based on expected demand and
energy prices in the future. The operation of the hydropower plant
is challenging due to the presence of uncertainty and adherence to
operational requirements (SkagerakKraft, 2022a,b).
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4.1. System model Table 1
Parameters for Lake Toke model.
The dynamic model of the Dalsfoss hydropower plant, which has Parameter  Value Unit Comment
been utilized for simulation purposes in previous works (Jeong and « 0.05 - Fraction of surface area in compartment 2
Sharma, 2022a; Jeong et al., 2021; Jeong and Sharma, 2022b; Men- s 0.02 -, Fraction of inflow to compartment 2
chacatorre et al., 2019), is employed in this study. Fig. 4 illustrates a Ki2 800 me/s Inter compartment flow coefficient

. . i i | . C, 0.7 - Discharge coefficient, Dalsfoss gate
simplified representation of Lake Toke, which consists of two sections: w, 11.6 m Width of Dalsfoss gate 1
Merkebekk, located in the upper part of the lake, and Dalsfoss, situated w, 11.0 m Width of Dalsfoss gate 2
in the lower part where the hydropower dam and power plant are xRy 55.75 m MSL  Minimal low regulated level value
situated. XiRy 60.35 m MSL  Maximal high regulated level value

) 2 i i
In Fig. 4, the water levels at Merkebekk and Dalsfoss are denoted 8 981 m/s Acceleration of gravity
by the states d h tivelv. The int N ¢ fl a 124.69 Pa~! Coefficient in Eq. (12)

y the states h, and h,, respectively. The inter-compartment flow, b 3161 m Coefficient in Eq, (12)
represented by V),, describes the water flow between the two com- ¢ 0.13152 W/m=3  Polynomial coefficient in Eq. (13)
partments of the lake and is dependent on the difference in water I -9.5241 W/m? Polynomial coefficient in Eq. (13)
levels. The surface area of Lake Toke, denoted as A(h;), is determined o 1723410 W/m  Polynomial coeffictent in Eq. (13)
based on the water level and its curvature structure. The parameter 4 77045 107'1 Pa/m Polynomial coefficient in Eq. (13)

. . s —8.7359 - 10 w Polynomial coefficient in Eq. (13)

a represents the fraction of the total surface area of the lake in the
Dalsfoss compartment.

Water inflow, V;, originates from various sources such as rivers,
precipitation, and ice melting, and the coefficient g represents the ratio
of water inflow to the Dalsfoss compartment. Constraints on the water dhy, 1 T T

) . . L = BVi+Vin=V,) @

level are defined by x%it and x[i%%, which correspond to the minimal dt aA(hy)
low regulated level value and the maximal high regulated level value, .
respectively. A(h;) = max(28 X 10% - 1.1- 10, 10%) ®

The Dalsfoss hydropower station is equipped with two floodgates
that allow water to be released from the reservoir. There are two ways
water can flow out of the reservoir: through the turbines for electricity
generation and by regulating the floodgates during flood situations.
The flowrates through the floodgates and turbines denoted as Vg and
V,, play a crucial role in the system. The total water outflow from the
hydropower station, denoted as V,, is the sum of these flowrates. The
flowrates through the floodgates and turbines, in conjunction with the
inter-compartment flow, water inflow, and surface area of the lake, are
essential factors that govern the dynamics of the Dalsfoss hydropower
plant.

The structure of the floodgates at Dalsfoss is shown in Fig. 5. The
opening height of the floodgate, h,, determines the amount of water
released.

The details of the dynamic model of the lake Toke are described in
Table 1 and the followings:
dhy 1

e —(l—a)A(hl)((l_ﬂ)Vi_Vlz) (6)

Via = K5 - (hy — hy))\/|h — hy| 9

Vo=V +V, 10)

Vy = Cq - w - min(hy, hy)1/2g - max(hy, 0) 1n

Vi=a———+b (12)
Xp — Xq

In (12), x, denotes the water level at quoy and is obtained by solving
the following cubic equation:
0=c¢ xz +(cy — clxD)xé

+ (c3 —cpxp + cﬂ@)xq 13)

+ W, —c3xp —cyVyxp —¢5
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R h,

Fig. 5. Structure of floodgate.

Vi h; .
' i n;hi
Table 2
Seasonal level requirement.
Date Xiry [m MSL] Xyry [M MSL]
Jan. 1-Apr. 30 55.75 60.35
May. 1-Aug. 30 58.10 59.85
Sept. 1-Sept. 14 57.60 59.35
Sept. 15-Oct. 27 55.75 59.35
Oct. 28-Nov. 11 55.75 59.85
Nov. 12-Dec. 31 55.75 60.35

4.2. Operational requirements

The Dalsfoss hydropower plant is subject to several operational
requirements to ensure safe and efficient operation. Some of important
requirements are as follows:

1. Mitigation of Hydropeaking Phenomenon: Hydropeaking
refers to the abrupt and significant increase in water flowrate
discharged from a hydropower station, resulting in adverse
impacts on downstream fauna and environmental conditions. To
mitigate the detrimental effects of hydropeaking, it is imperative
to maintain a relatively constant flowrate at downstream V,,
particularly during periods of increased flowrate.

2. Minimum downstream flowrate (V,): To preserve the ecolog-
ical balance of the watercourse and facilitate the movement of
fish species, it is necessary to maintain a minimum flowrate of
4,m3 /s downstream. This ensures that the watercourse does not
dry up and provides sufficient habitat for aquatic organisms.

3. Water level regulation at Merkebekk: The water level at the
Merkebekk location, measured above sea level (m MSL), must
be kept within specific ranges defined by the low regulated
value (x; gy) and high regulated value (xyry). These values vary
seasonally and are listed in Table 2. The water level is calculated
as xy = hy + xMn . where x; is the water level at Merkebekk
above sea level (m MSL).

4. Maximum turbine flowrate (7;): The flowrate through the tur-
bine is limited to a maximum of 36, m?/s to ensure the safe and
reliable operation of the turbine. This limit prevents excessive
strain on the equipment and guarantees the longevity of the
turbine.

5. Floodgate opening height limitation: The opening height of
the floodgates is restricted to a maximum of 5.6,m for safety
reasons. This limitation ensures that the floodgates can effec-
tively regulate the water flow without compromising the struc-
tural integrity of the gates or posing a risk to personnel and
infrastructure.

4.3. Optimal control problem

The OCP for the hydropower plant system involves the states of
water levels at Dalsfoss and Merkebekk, denoted as x = [A, h,], respec-
tively, and the control inputs are the opening heights of two floodgates,
represented by h, = [hy,hy,]. In the context of hydropower plants,
water is a crucial resource for electricity production, emphasizing the
importance of minimizing unnecessary water release through flood-
gates while maximizing reservoir storage. To address this objective,
the OCP incorporates an objective function that reflects the control
strategy’s overall goal (Jeong et al., 2021).

The objective function at time sample k, denoted as J;, is defined
as follows:

Je=or - R + hyg -0, hl, +8hgy - 0y, - 4], + @, - b a4

In Eq. (14), wg, ®,, @y, and o, are weight parameters associated
with the different components of the objective function. The first term
aims to maximize the water level at Merkebekk by setting the reference
target as the high regulated value (HRV), represented as R(x;) = xpx —
XHRV k*

The second term seeks to minimize the floodgate openings, while
the third term discourages abrupt changes in the floodgate openings.
Here, Ahg ) = hgy — hg .

The last term in Eq. (14), @, - pi, introduces a penalty for violating
the low water level constraint when the reservoir’s water level is
so low that it becomes infeasible to simultaneously satisfy the con-
straints for the required minimum downstream flowrate and the water
level requirement. The slack variable p allows for slight deviations
from the low regulated value (LRV) to meet the minimum flowrate
constraint (Jeong et al., 2021).

The objective function (14) serves as the objective function in the
multistage MPC and the first optimizer in the sequential stochastic MPC
scheme. In the sequential stochastic MPC scheme, the second optimizer
utilizes the following objective function:

Tonase = T+ (L =B ) Q- (L =1y )T (15)

Here, Q, is a weight parameter that emphasizes control tracking. The
objective function encourages the gate openings to closely follow the
reference openings determined by the first optimizer.

An OCP for the certainty equivalent MPC or the first OCP in the
sequential stochastic MPC is formulated as follow:

Np

minimize Z L, (16a)
k=0

subject to X,y = f(xk,hg’k,E(I./irlij)), W (16b)
XLRv t Pk < XMk < XHRv» (16¢)
0 < hyy <56m, (16d)
0 <V, <36md/s, (16e)
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Table 3
Parameters for objective functions.
R w, Wy o, ,
Multistage MPC 10 1 1 0 10*
Sequential stochastic MPC (1st Opt) 10 1 1 0 10*
Sequential stochastic MPC (2nd Opt) 30 0 0 1 10*
4m’/s <V < oo, (16D
Xp =% (16g)

In Eq. (16), the cost function is represented by (16a), and the system
model is described by (16b). The system model (16b) incorporates the
nominal value of the realized water inflow forecast as E(I{flij)). The
seasonal constraints on the water level at Merkebekk are presented in
(16c), and the minimum flowrate requirement is specified in (16f). The
introduction of the slack variable in (16¢) allows for violations to satisfy
(16f) in cases where the water level is low in the reservoir. The gate
opening is bounded by (16d), the turbine capacity is determined by
(16e), and the measured water level at the current time serves as the
initial point for the OCP, as stated in (16g). The L, in the cost function
(16a) is formulated as (14).

The formulation of the OCP for the multistage MPC or the second
optimizer in the sequential stochastic MPC is presented as follows:

N Ny

minimize Y @; Y L] (17a)
i=1 k=0

subject o x = f(xP VI W0, (17b)
Xiry + pf( < x{;/[‘k < XyRys (17¢)
O<hl, <56m, (17d)
0<V/ <36 m¥s, (17e)
4m3/s <V < 0, azn
W=hy, it xp =x0, (17g)
x =% (17h)

0

In Eq. (17), the cost function is represented by (17a), and the system
model is described by (17b). The system model (17b) incorporates
the seasonally changing constraints on the water level at Merkebekk,
including a slack variable (17c¢). The gate opening is bounded by (17d),
the turbine capacity is determined by (17e), and the required minimum
flowrate at the downstream is specified in (17f). The non-anticipativity
constraint is introduced in (17g). The measured water level at the
current time serves as the initial point for the OCP, as stated in (17h).
When the OCP (17) is used for the multistage MPC framework, the
objective function (17a) is formed as (14). However, when the OCP
(17) is used as the second optimizer in the sequential stochastic MPC
framework, the objective function (17a) is formed as (15).

The weight parameters of the objective functions (14) and (15)
are specified in Table 3. The determination of these parameters for
the objective function in the certainty equivalent MPC involves nu-
merous simulations and a trial-and-error process (Jeong and Sharma,
2022b). In addition to the parameters listed in Table 3, various sets of
weight parameters are used for the second optimizer in the sequential
stochastic MPC scheme in this work.

4.4. Simplification of scenario ensembles

A method for simplifying a large set of scenario ensembles for a sin-
gle uncertainty was introduced and tested in previous research (Jeong
et al., 2023; Jeong and Sharma, 2023). The purpose of this simplifica-
tion method is to reduce the number of considered scenario ensembles
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Fig. 7. The three synthetic scenario ensembles of the uncertainty from the five example
scenario ensembles.

to improve the efficiency of implementing the multistage MPC frame-
work while maintaining satisfactory performance. The method consists
of two steps: (1) the creation of synthetic scenario ensembles and (2)
the calculation of the probability for each synthetic scenario ensemble.

Fig. 6 illustrates an example of scenario ensembles for a hydropower
station’s water inflow uncertainty. In this example, 5 independent
scenario ensembles are generated, forming a structure similar to a
scenario tree with a robust horizon set to 1. However, the uncertainty
after branching is not assumed to be constant. To simplify the struc-
ture of scenario ensembles, three synthetic scenarios are created by
extracting the maximum, mean, and minimum values of the forecasted
water inflow for each time step over the prediction horizon, as shown
in Fig. 7. Mathematically, the synthetic scenario ensembles at time
k can be represented as dy,; = [dmaxks meanks Iminil- Here, di =
[digsdigi1s - di gy Np] denotes the maximum, mean, and minimum syn-
thetic scenario ensembles, respectively, where i € {max, mean, min}.

To calculate the probabilities of each synthetic scenario ensemble,
boundary regions need to be defined. Fig. 8 shows the defined boundary
1 and boundary 2, as well as regions A, B, and C. Boundary 1 and
boundary 2 are determined as d,c,, £ +51 (A yax kg —Amean k) @0 dpyenn =52
(dinean k —dmin x> T€SPectively, with s, and s, set to 0.5. Regions A, B, and
C are defined as A € (Boundaryl,d,,,, ], B € [Boundaryl, Boundary2],
and C € [d,,;, ., Boundary2), respectively.
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Fig. 8. The defined boundary region to calculate the probabilities of occurrences of
the synthesis scenario ensembles.

Regions A, B, and C are utilized to determine the probabilities of
occurrence for the maximum, mean, and minimum synthetic scenario
ensembles, respectively. For instance, the probability of the maximum
synthetic scenario ensemble w,,,, can be calculated as:

Zf:l w; N 1(\j )
Dmax = SS9 (18)
Zj:l w; - N

max

where o; represents the probability of occurrence of the jth original
scenario ensemble, NV) denotes the number of uncertainty points in
the jth original scenario ensemble, and NX) refers to the number of
uncertainty points that fall within region A for the jth original sce-
nario ensemble. The probabilities for the mean and minimum synthetic
scenario ensembles, @ and w,;,, can be estimated using the same

approach.

mean

4.5. Simulation setup

The simulation setup for this case study encompasses one month
from April 15th to May 15th. This timeframe was chosen because this
period includes a transition in the water level requirements, posing
a more challenging problem to be addressed. A prediction horizon
of 13 days is employed to utilize the entire dataset of water inflow
forecasts. The simulations are implemented using the IPOPT solver in
CasADi (Andersson et al., 2019), which offers efficient optimization
capabilities.

As previously mentioned, the Dalsfoss hydropower plant system is
influenced by two sources of uncertainty: the power production plan
and water inflow forecasts. For this case study, both uncertainties are
defined based on historical data obtained from the actual hydropower
plant, provided by Skagerak Kraft. Fig. 9 illustrates the actual power
production plan spanning from April 15th, 2020, to May 15th, 2020. It
is assumed that the power production plan can be accurately predicted
during the simulation, as the feedback feature of MPC can effectively
handle most changes in the power production plan in practice. Re-
garding water inflow forecasts, they are updated at every time step.
Fig. 10 displays an example set of scenario ensembles stored from April
15th, 2020. The original scenario ensembles are represented by cyan
lines. The simplified synthesis scenarios are depicted by red dotted
lines, while the corresponding boundaries for the synthesis scenarios
are indicated by pink lines.

In the simulation, the water inflow is multiplied by a flooding
coefficient of 2 to simulate a flooding situation. This coefficient serves
as an indicator of flood severity and allows for the investigation of sys-
tem behavior under extreme conditions. By employing this approach,
the performance of the proposed control scheme can be evaluated
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Fig. 9. Historical power production plan during the simulation period.
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Fig. 10. Example of the water inflow forecast, April 15th, 2020, and its simplified
synthesis inflow forecast.

Table 4

Simulated MPC frameworks.
Name Control framework N, [day] S
MS312 Multistage MPC 13 50
MS24 Multistage MPC 1 50
Ss Sequential stochastic MPC 1st opt:13, 2nd opt:1 50
SS(S) Simplified sequential stochastic MPC 1st opt:13, 2nd opt:1 3

effectively. Furthermore, this study assumes a perfect model, obviating
the need for state estimation. In the actual hydropower station, level
sensors directly provide measurements for both states 4, and h,.

In this paper, four MPCs are simulated for comparison with given
conditions in Table 4.

5. Simulation results

This section provides an analysis of the simulation study results.
The performance of the sequential stochastic MPC scheme is compared
with two multi-stage MPC schemes, each having different prediction
horizon lengths of 24 h and 13 days. Additionally, the effectiveness
and efficiency of a scenario simplification technique applied to the se-
quential stochastic MPC scheme are assessed. The section also includes
relevant metrics such as computational time. Then, other features of
the sequential stochastic MPC are introduced.

Figs. 11 and 12 present the comparison of simulation results for
three MPC frameworks: Multistage MPC with 13 days of prediction
horizon (MS312), multistage MPC with 24 h of prediction horizon
(MS24), and sequential stochastic MPC with 13 days of the prediction
horizon in the first optimizer and 24 h of the prediction horizon in
the second optimizer (SS). Fig. 11(a) and (b) depict the changes in
water level and floodgate opening, respectively, while Fig. 12 shows
the variations in flowrate at different locations. In Fig. 11(a), the
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Fig. 11. The comparison of simulations results of Multistage MPC (13 days), Multistage
MPC (1 day), and Sequential Stochastic MPC (1st opt:13 days and 2nd opt:1 day) on
the water level and the floodgate opening.

red line indicates the upper bound of the water level constraint, and
other lines show the water level changes at Merkebekk through the
simulation period. Among the three MPCs, MS24 keeps the highest
water level. However, since MS24 can predict only 24 h, it does
not show good predictability in the seasonally changing water level
constraint, which leads to drastic water level drops. It can be seen more
in detail in Fig. 13. Fig. 13 illustrate the part of Fig. 11(a) in more
detail approximately during the simulation period from 260 h to 380 h.
In Fig. 13, the water level started decrease approximately from 320 h
due to the constraint change in the near future, around at 385 h, when
MS312 or SS controls the system. However, MS24 try to maximize the
water level until 365 h and decrease the water level drastically almost
from the highest possible water level, which means MS24 has the poor
predictability compared to MS312 and SS. Therefore, MS24 is not a
suitable control algorithm in the hydropower case study. Meanwhile,
MS312 and SS maintain the proper predictability by decreasing the
water level earlier than MS24 and show robustness in the satisfaction of
the constraints. Furthermore, SS maintained a water level higher than
MS312.

Figs. 14 and 15 illustrate the effectiveness of the simplification
method applied to the sequential stochastic MPC scheme. These figures
compare the simulation results of the sequential stochastic MPC scheme
using all 50 scenarios (SS) with the simplified sequential stochas-
tic MPC scheme (SS(S)) using three synthesis scenarios. Fig. 14(a)
shows the comparison of water level changes, while Fig. 14(b) presents
the comparison of floodgate opening. Fig. 15 compares the flowrate
changes at different locations. The results demonstrate that the sim-
ulation results of SS(S) and SS are almost identical, indicating the
effectiveness of the simplification method.

Table 5 presents the reduction in computational time achieved by
the simplified sequential stochastic MPC scheme. The average com-
putational time of SS(S) is significantly faster than both SS without
the simplified method and MS312. The computational time of SS(S)
is approximately 3.5 times faster than SS and 85 times faster than
MS312. SS is 24 times faster than MS312. These findings highlight the
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Table 5

Computational time for each framework.
MPC Mean [s] Max [s] Min [s]
SS(S) 0.2857 0.4293 0.2427
SS 0.9964 2.3132 0.6077
MS312 24.2222 42.4864 17.5488

computational efficiency of the sequential stochastic MPC scheme com-
pared to the multi-stage MPC scheme. Moreover, the simplified method
effectively enhances the computational efficiency of the sequential
stochastic MPC scheme without compromising its performance.

The control actions generated by the first and second optimizers
of the sequential stochastic MPC scheme are presented in Fig. 16(a).
The difference in control actions between the two optimizers is also
illustrated in Fig. 16(b). The results indicate that the control actions
taken by the second optimizer are opening the floodgates less or more,
to maintain a higher water level or avoid violation of level constraints.

The results depicted in Fig. 17 highlight a significant advantage of
the sequential stochastic MPC scheme in terms of improved conver-
gence when solving optimization problems. As evidenced by Fig. 10,
the variation in water inflow predictions increases as the prediction
horizon extends further into the future. This variation is particularly
pronounced in scenarios where flooding is predicted. These variations
can result in infeasibility of the optimization problem, as demonstrated
by the simulation utilizing multistage MPC with a flood coefficient of 3
(MS.f3 in Fig. 17). The infeasibility is evident at around 150 h, at which
point the MPC unreasonably opens the gate, resulting in a significant
decrease in water level. The infeasibility of OCP occurs because a few
water inflow scenario ensembles show the realization of unmanageable
flooding situations in further future on the forecast. In contrast to the
multistage MPC, the sequential stochastic MPC scheme demonstrates
an ability to effectively solve the optimization problem and smoothly
operate the system even when severe flooding happens as the flood
coefficient is set as high as 3, 4, and 5.

The simulation results presented above demonstrate the superiority
of the sequential stochastic MPC scheme compared to multistage MPC.
The performance of the scheme can be adjusted by tuning its parame-
ters. Figs. 18, and 19 illustrate the impact of different settings on the
simulation results in the simplified sequential stochastic MPC scheme,
which is used for faster computation and better performance.

In Fig. 18, the effect of different settings for the water level pa-
rameter in the objective function of the second optimizer is evaluated.
The parameter is denoted as “L1”, “L10”, and so on, corresponding to
values of 1, 10, and so forth in wy in the second optimizer, shown in
Table 3. According to the figure, “L10” shows a similar performance
with multistage MPC with 13 days of prediction horizon(MS). In gen-
eral, as the parameter value increases, the water level is maintained at
a higher level.

Fig. 19 illustrates the simulation results for different lengths of the
prediction horizon on the second optimizer, while the first optimizer
is set with a prediction horizon of 13 days. Specifically, the simulation
results are shown for the cases where the prediction horizon is set to
12 h (N12), 24 h (N24), and so on. From the figure, it can be observed
that the simulation results do not differ significantly for the different
lengths of the prediction horizon.

This observation is supported by the computational time results
presented in Table 6, which shows that the computational time for solv-
ing the optimization problem increases as the length of the prediction
horizon on the second optimizer gets longer. Overall, this suggests that
the choice of prediction horizon length for the second optimizer may
not have a large impact on the performance of the sequential stochastic
MPC scheme.

The simulation results presented in this study utilize the nominal
value, or mean value, of water inflow prediction scenarios as input for
the first optimizer, as depicted in Fig. 20. This figure illustrates the
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simulations of Multistage MPC (13 days), Multistage MPC (1 day), and Sequential Stochastic MPC (13 days and 1 day).
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Fig. 13. The detailed comparison of simulations results of Multistage MPC (13 days),
Multistage MPC (1 day), and Sequential Stochastic MPC (1st opt:13 days and 2nd opt:1
day) on the water level.

Table 6
The computational time for different length of the prediction horizon on the simplified
sequential stochastic MPC scheme.

Np2 [day] Mean [s] Max [s] Min [s]
12 0.2868 0.4953 0.2372
24 0.2996 0.4233 0.2491
72 0.3959 0.6179 0.3055
120 0.5102 1.0728 0.3822
168 0.6363 1.1258 0.4847
240 0.8844 1.3514 0.6315
312 1.1363 1.7379 0.9081

performance of the sequential stochastic MPC when utilizing various
values of water inflow prediction in the first optimizer. The label
“Rand” in Fig. 20 corresponds to simulation results in which the water
inflow prediction for the first optimizer is chosen randomly from the
prediction ensemble. Conversely, “OP.max”, “OP.med”, and “OP.min”
correspond to simulation results in which the first optimizer utilizes
the scenario with the maximum, median, and minimum accumulated
amount of water inflow prediction, respectively. The label “Const”
represents the simulation results when the water inflow prediction is
held constant at 200 m3/s for the entire simulation period. The results
demonstrate that the sequential stochastic MPC scheme performs well
when utilizing scenarios from the water inflow prediction ensemble.
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Fig. 14. The comparison of simulations results of Sequential Stochastic MPC (13 days
and 1 day), and simplified Sequential Stochastic MPC (13 days and 1 day) on the water
level and the floodgate opening.

However, when the water inflow prediction utilized in the first opti-
mizer deviates significantly from the actual prediction, such as in the
case of a constant prediction, the performance of the sequential stochas-
tic MPC system decreases significantly, despite the second optimizer
utilizing the correct ensemble of water inflow predictions.

6. Discussion

The presented simulation results provide compelling evidence re-
garding the superior optimality of the sequential stochastic MPC
scheme compared to the traditional multistage MPC approach in con-
trolling hydropower stations. The sequential stochastic MPC scheme
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Fig. 16. (a)The first control input from the first optimization and the second opti-
mization of the stochastic sequential MPC framework, and (b)The difference of the
first control input between the first and second optimization (The second optimization
- the first optimization).

exhibits comparable performance to the multistage MPC scheme while
requiring significantly shorter computational times and ensuring better
feasibility in solving the OCP.

Some readers may argue that the normal multistage MPC approach
with a 13-day prediction horizon already converges rapidly enough
for this particular hydropower system case study, considering the one-
hour time step. However, as Skagerak continues to refine its hydrology
models and gather more information from the area, it is anticipated
that the time steps will be further shortened in the near future, which
leads to the need of solving the bigger size of OCP in the shorter
time. Therefore, the faster convergence achieved by employing the
sequential stochastic MPC scheme holds promise as an algorithm for
future applications.
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Fig. 17. Simulations under severe flooding situations by Multistage MPC(MS) and
Sequential Stochastic MPC(SS).

Moreover, the sequential stochastic MPC scheme allows for fine-
tuning, enabling the attainment of better optimality compared to the
multistage MPC approach, depending on specific settings such as the
weight parameter of the second optimizer in the scheme.

The convergence speed of the sequential stochastic MPC approach
is further accelerated when combined with a simplified method. It is
important to highlight that altering the length of the prediction horizon
in the second optimizer does not lead to significant differences in the
results. However, it increases the computational time and may render
the optimization problem infeasible. Therefore, it is recommended to
keep the length of the prediction horizon in the second optimizer as
short as possible to ensure efficient computation. Additionally, it was
observed that the choice of a scenario ensemble in the first optimizer
does not have a substantial impact on the optimization process. How-
ever, if the forecast significantly deviates from the forecast, the system
may not achieve optimal control.
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Fig. 18. Simulation results from different level parameter tuning on the second
optimizer of the sequential stochastic MPC scheme.

60.4 .
N12
60.3 N24
N72
602 N120 | ]
= N168 | |
%‘60'1 N249
> N312 | |
3 60 Bound
59.9 i
59.8 b
59.7 | | | | | | |
0 100 200 300 400 500 600 700 800
Time [hr]

Fig. 19. Simulation results with different lengths of prediction horizon on the second
optimizier of sequential stochastic MPC.

60.4
Y Bound
60.3 - Rand
OP.max
OP.med
60.2 |- OP.min | 7
Const
601 | — — —Mean
/
— /
E 60r / |
) /
2 /
8 599f / ]
// =
L/ il
598 ,
%
59.7 - b
59.6 - b
595 | | | | | | |
0 100 200 300 400 500 600 700 800
Time [hr]

Fig. 20. Simulations of the sequential stochastic MPC scheme with different scenarios
of water inflow prediction in the first optimizer.

While the current study primarily focuses on controlling the wa-
ter level in the system, practical applications necessitate considering
other constraints such as maintaining a constant flowrate downstream
in the operation of a hydropower station. These constraints can be
effectively addressed by adjusting the parameters of floodgate opening
or by explicitly incorporating constraints on the flowrate change at the

downstream location.

12

Computers and Chemical Engineering 179 (2023) 108409
7. Conclusion

In conclusion, this study has proposed a novel sequential stochastic
MPC scheme and conducted a comprehensive performance comparison
with the traditional multistage MPC scheme. The findings demonstrate
the superiority of the sequential stochastic MPC scheme in effectively
and efficiently controlling water levels and floodgate openings in a
river system, outperforming the multistage MPC scheme. Furthermore,
the effectiveness of the simplified method is proven in the sequential
stochastic MPC scheme. It accelerates the computational time without
degrading the performance of the sequential stochastic MPC.

The research outcomes provide significant contributions to the field
of water level and floodgate control. However, several avenues for
future investigation remain open. One potential direction is to explore
the incorporation of additional sources of uncertainty, such as mea-
surement errors, into the MPC framework to enhance its robustness.
Furthermore, it would be beneficial to implement and validate the pro-
posed sequential stochastic MPC scheme in real-world settings to assess
its practical applicability and performance under realistic conditions.

By addressing these future research directions, it is anticipated that
further advancements can be made in the control of water levels and
floodgate openings, ultimately enhancing the operational efficiency and
resilience of hydropower systems.
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ABSTRACT This paper presents a study on temperature control with a heater in a building using Model
Predictive Control (MPC) with a focus on addressing two uncertainties: in model and the weather forecast.
In previous works, a grey-box model of the building system was developed, and the values of parameters
were estimated by the estimation techniques. In this work, based on the model, simulations are conducted
comparing four types of MPC controllers: Deterministic MPC, Multistage MPC, Chance-constrained MPC,
and hybrid MPC. The hybrid framework integrates the strengths of the multistage and chance-constrained
MPCs to achieve conservative performance and increased robustness in constraint satisfaction. The sim-
ulations demonstrate that while deterministic MPC may not always guarantee constraint satisfaction, the
hybrid framework offers improved robustness by considering uncertainties in model mismatch and uncertain
weather forecasts. The 95% confidence region of model uncertainty is used to assess the robustness of
simulations. The results show that the hybrid MPC approach is effective in maintaining temperature in the
desired range and ensuring constraint satisfaction in controlling the temperature in a building.

INDEX TERMS Chance-constrained MPC, HVAC system, model predictive control, multistage MPC,

optimal control, optimization, stochastic MPC, temperature control, uncertain parameter, uncertainty.

I. INTRODUCTION

Commercial and residential buildings account for approxi-
mately 30% of the global energy consumption, with a major
portion attributed to heating and cooling utilities [1].

While modern construction techniques and insulation
materials have significantly reduced energy consumption for
heating and cooling purposes, the rate of building renewal
remains considerably low. For instance, in France, the annual
renewal rate is estimated to be around 1% [2]. Consequently,
the importance of effective building energy management sys-
tems (BEMS) has increased, as they offer a more feasible
solution compared to modifying the building structure using
modern construction techniques. Among the various solu-
tions available, model predictive control (MPC) has garnered
attention. At each time step, the control input for heating
in a building is determined by solving an optimal control

The associate editor coordinating the review of this manuscript and

approving it for publication was Feiqi Deng

problem (OCP). The OCP consists of a predictive model
used to forecast future behavior and constraints that must
be satisfied during operation. Solving the OCP yields the
optimal control input based on the current knowledge.
The first control input from the sequence is then applied to
the system, and this process is repeated at the next time step
[3], [4]. In the context of BEMS, the utilization of MPC pro-
vides benefits in terms of both temperature set point tracking
and energy consumption minimization [2].

The research focused on employing MPC in BEMS has
witnessed substantial activity [5], [6]. The application of
MPC for regulating indoor tempeature using both active
heating systems and passive solar blinds were investigated
[7]. In [8], a comprehensive building model composed of
layered models, which they utilized in conjunction with
MPC, was developed. Notably, their four-month experimen-
tal evaluation demonstrated remarkable energy savings, with
thermal energy consumption reduced by 63% and HVAC
electric energy consumption reduced by 29%. These findings

© 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/
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highlight the significant potential benefits associated with the
integration of MPC into BEMS.

The presence of a reliable prediction model is essential for
maximizing the benefits derived from MPC. Various mod-
eling approaches have been proposed to capture the thermal
behavior of buildings [9]. For instance, a white-box model
based on mass and energy balance was developed, incorpo-
rating a system of ordinary and partial differential equations
specific to a particular building [10]. However, when dealing
with complex models, it becomes challenging to identify a
large number of required parameters accurately.

An alternative approach for constructing thermal behavior
models is the black box approach, which relies solely on
measurement data without prior knowledge of the building.
Black box models tend to exhibit high prediction accuracy.
However, the drawback lies in the difficulty of generalizing
such models, as they do not incorporate physical knowl-
edge to define the model structure. Numerous studies have
employed the black box approach, utilizing methods such as
ARMAX [11], [12] and PLS-R method [13], [14].

Another modeling approach commonly employed is the
grey-box modeling method, which combines aspects of both
white-box and black-box models [2], [15], [16], [17], [18].
Grey-box models leverage the cognitive understanding of the
underlying physics of the system. In the context of building
heating, the structure of the model can be represented using
thermal networks. Notably, resistor-capacitor circuit models
serve as exemplary thermal network models [19]. The grey-
box modeling approach offers certain advantages over the
white-box approach, such as reduced-order models. How-
ever, a notable characteristic of grey-box models is that their
parameters are lumped, meaning each parameter represents
a combination of multiple physical properties. Consequently,
the estimation of these parameters must be based on measured
data [20].

Hence, the formulation of grey-box models offers a
more streamlined and comprehensive approach to modeling
BEMS. Notably, previous research, in [21] and [22], focused
on parameter estimation for grey-box models in the context
of BEMS. The outcomes of these study yielded a model
characterized by low parameter dispersion. Consequently, the
developed model exhibited good agreement with measured
data, displaying small deviations, approximately 0.5-1.5°C
for the most case.

To address the inherent uncertainties and mismatches in
system dynamics, stochastic approaches prove to be valu-
able. Stochastic MPC leverages probabilistic descriptions of
uncertainties to establish chance constraints. These chance
constraints require that state and output constraints are sat-
isfied with a predefined level of probability. By incorporat-
ing chance constraints, stochastic MPC enables systematic
utilization of stochastic uncertainty characterization, allow-
ing for permissible levels of probabilistic violation of con-
straints. This approach facilitates the systematic exploration
of trade-offs between achieving control objectives and ensur-
ing probabilistic constraint satisfaction in the presence of

VOLUME 11, 2023

uncertainty [23]. Stochastic MPC has found wide-ranging
applications in various domains, including building cli-
mate control [7], [24], power generation and distribu-
tion [25], chemical processes [26], [27], and vehicle
path planning [28], [29]. These applications highlight the
versatility and effectiveness of stochastic approaches in
addressing uncertainty-related challenges across diverse
fields.

However, the epistemic error, which is the mismatch
between the model and reality, is not the sole source of uncer-
tainty. Various other uncertainties exist, including exogenous
disturbances such as external temperature variations from
the forecast information. In order to address this uncertainty
in the forecast, multistage MPC has emerged as a viable
solution [30].

In multistage MPC, the uncertainty is captured through a
discrete-time scenario tree that incorporates the future evo-
Iution of uncertainty. By considering multiple control trajec-
tories over the scenario tree, multistage MPC accounts for
the uncertainty in a robust and proactive manner [32], [33].
The effectiveness and performance of the multistage MPC
approach have been demonstrated in various industrial appli-
cations, highlighting its applicability and value in practice
[30], [31], [33], [34].

Hence, this paper proposes a hybrid MPC framework
which incorporates both stochastic MPC and multistage MPC
approaches to address two distinct sources of uncertainty:
the model uncertainty and the uncertain weather forecast
information.

This paper aims to implement the proposed hybrid
MPC framework, utilizing a grey box model of the build-
ing, to effectively control and regulate indoor tempera-
ture. By integrating both stochastic MPC and multistage
MPC strategies, this framework provides a comprehensive
solution to counteract the uncertainties arising from model
mismatch and weather forecast discrepancies. The objec-
tive is to achieve robust and reliable temperature control
inside the building, considering both sources of uncertainty
simultaneously.

The paper is organized as follows: Section II provides
brief introductions to several key concepts, including MPC,
chance-constrained MPC, multistage MPC, and the param-
eter estimation method for a grey-box model. Section III
presents the proposed hybrid MPC approach. In Section IV,
the system description, system model, the parameter esti-
mation process, and the formulation of OCPs for the four
types of MPC are discussed. Section V covers the simula-
tion setup conditions and presents the corresponding results.
Finally, Sections VI and VII offer discussion and conclusion,
respectively.

Il. PRELIMINARY

In this section, three types of MPC approaches and the
parameter estimation technique are briefly described. The
description in this section is for general use. More specific use
of these approaches for the indoor temperature management
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of the building is described later in Section IV-C. The state
variable is denoted as x, the control input as u, the exoge-
nous dlsturbance as wg, and the model uncertainty as wyy.
The notation ()k represents the state, control input, and
uncertainty at time sample k£ and on the ] scenario. The
notation E [-] denotes an expected value. The system matrices
are denoted as A and B. The system matrices for model
uncertainty and exogenous disturbance are denoted as Gy
and G, respectively.

A. MODEL PREDICTIVE CONTROL

MPC, also known as receding-horizon control, is widely
employed for advanced control of multi-variable systems
with state and control input constraints [3], [4]. Consider a
time-invariant linear system in the discrete-time form:

Xe+1 = Axg + Buy (D

When perfect knowledge of the system is available, MPC
involves solving the following OCP at each sampling time &:

N

minimize Zlk (2a)
k=0

subject to  xgy1 = Axy + Buy (2b)
Hxpy1 <h (20)
Du; <d (2d)
X0 =X (2e)

In OCP (2), N represents the length of the prediction
horizon. The system model is written in (2b). The state and
control inputs are posed in (2c¢) and (2d). The matrices H
and D correspond to the state and input constraint matrices,
respectively, with & and d representing the corresponding
constraint values. The initial state is given from measurement
or estimation as posed in (2e). In the cost function (2a), Ji is
commonly chosen as a regularization cost to drive the state
and input to zero:

Ji = (0 OxXegt + u Ruue) A3)

here, u := {ug, uy, ..., uy} is a sequence of control inputs,
and the matrices O, > 0, and R,, > 0 are weight matrices.

B. CHANCE-CONSTRAINED MPC

Chance-constrained MPC is a well-known stochastic MPC
approach that accounts for uncertainties in system dynamics.
While the nominal MPC assumes a deterministic evolution of
the state xi, real systems often exhibit uncertainties in model
structure and parameters. To incorporate these uncertainties,
the system model (1) is modified as follows:

Xk+1 = Axg + Buy + GmMwwm k 4

here, the disturbances wy x is assumed to be sequences of
independent and identically distributed variables with known
probability distribution p,,. Additionally, it is assumed that
Elwm,k - Wl—\r/[,k] = Ow-
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Chance-constrained MPC leverages the knowledge of the
mean and variance of the predicted state to ensure that
state constraint violations remain within acceptable bounds.
Given the available system information at time k, chance-
constrained MPC aims to minimize the expected value of
the cost function (3) while considering a stochastic predic-
tion model for the state, input constraints, and state chance
constraints [26], [35]. The Chance-constrained OCP can be
formulated as follows [23]:

m1n1mlze |:z J k:| (5a)

subject to  xx41 = Axx + Bug + GmMwMm.k (5b)

Pr[chk+1 <h]>1- ﬂ] (50)
Duy <d (5d)
E[xol =%, wk ~pw (5¢)

In this OCP formulation, (5c) represents the state chance
constraints, where the probability of violating constraint %,
is set by a predefined threshold B; € (0, 0.5]. Notably, the
inclusion of the stochastic variable wy x in the model (5b)
does not imply using specific realizations or sequences of
disturbance values for prediction. Instead, it involves prop-
agating the mean and variance of the stochastic state through
the model equations (5b), which are necessary for evaluating
the cost function (5a) and chance constraints (5d).

When the model is linear and the uncertainty follows a
Gaussian distribution, the stochastic OCP can be transformed
into a similar form to the deterministic MPC. The modified
OCP takes the following form [36]:

N
C SMPC
minimize Z Ji (6a)
k=0
subjectto  zx41 = Azx + By (6b)
Hzp 1 < miy (6¢)
Dv <d (6d)
20=2X (6e)

where J; SMPC in Equation (6a) is expressed as:

MP T T
TMPC = (241 Ozt + v Ruvid) (7)
here, z and v represent the deterministic term of the state and
perturbations to a static feedback law, respectively. They can
be expressed as x; = zx + e; and ux = Kpep + vi, where
ei represents the error at time k and K, is the feedback law
. . —1
constant. In (6¢), N1 is defined as Hizg 41 < Fj w1 (L=B),

where F, .., is the inverse cumulative density function
(CDF). The difference h; — niy represents the constraint
back-off magnitude, 1nd1cat1ng how much the predicted value
Hjzi 1 needs to back off from the original bound 4, to satisfy
the chance constraint (5¢). When wy ¢ is Gaussian, comput-
ing ny1 is straightforward. Given x; ~ N (zx, ), the state
covariance can be propagated over the prediction horizon
as Ty = A AT + GQ,GT fork = 0,1,...,N — 1.
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Consequently, the predicted state x4 and error ey follow
Gaussian distributions xg 11 ~ N(zk41, Zk+1) and egy1 ~
N(0, Zi1), respectively. Since He — h is a linear transfor-
mation of the Gaussian random variable e, the CDFs Fj ;41
and their inverses can be computed from the probability
distribution function of Hey| — h. For further details, refer
to [36].
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1 1 d 9
] X5
|
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FIGURE 1. The structure of the scenario tree [33].

C. MULTISTAGE MPC
Multistage MPC employs a form of scenario tree, as shown
in Figure 1, to describe the uncertainty. The control inputs
are optimized to counteract uncertainties in the tree. When
implementing multistage MPC, all control inputs branching
at the same node must be equal. These equal control inputs
are imposed by non-anticipativity constraints [33].

The time-invariant linear system model with exogenous
disturbance can be written as:

Xg+1 = Axg + Buy + GEWE & (8)

The OCP of multistage MPC can be formulated as follows:

s N
mlmmlz Z Z (9a)

j=1 k=0

subject to x/ Axp 0 + Bu/ + GEwr(’) (9b)
Hx,/; L <h (9c)
Duj <d (9d)
by =, it LV =0 (9e)
xp=2% (9f)

In this formulation, ; represents the weight or importance
of the j™ scenario. The system model is given in (9b). Here,

VOLUME 11, 2023

p ") means the parent node state where the scenario is branch-

1ng out, and w 1s the realization of the uncertainty scenarios
on current tlme The state and the control bounds are posed in
(9¢) and (9d), respectively. The non-anticipativity constraint
is given in (9e). Here, j and [ denote different scenarios. The
initial condition is set in (9f).

In multistage MPC, the size of the optimization problem
can grow exponentially with the length of the prediction
horizon, the number of uncertainties, and the number of
branches from each parent node. To address this challenge,
a technique called robust horizon is often employed, which
limits the branching of scenarios up to a certain stage while
assuming the later uncertainties to be constant. This approach
provides a compromise between handling uncertainties and
computational efficiency [33].

D. GREY-BOX MODEL AND PARAMETER ESTIMATION

The process of parameter identification through numeri-
cal optimization has been extensively studied in the litera-
tures [2], [18], [37]. Optimization algorithms are commonly
employed to minimize an objective function, which in the
context of parameter estimation, typically represents the dis-
crepancy between model predictions and reference data. The
objective function is based on the simulation error computed
over the entire calibration period, as opposed to the traditional
one-step-ahead prediction errors commonly used in statistical
approaches [12], [38]. This approach can be seen as a least
squares curve fitting procedure. Consequently, the objective
function is defined as the mean square error (MSE) between
simulated and measured states over the entire dataset. The
chosen error function is a standard quadratic norm [39],
expressed as:

N ny
D)L 20 T

i=1 k=1 i=1 k=1

where n, denotes the number of states and N is the number
of samples in the dataset. The sum of squared errors for
each temperature state is accumulated, with equal weight-
ing assigned to all states. Alternatively, it is possible to
assign weights based on the uncertainties associated with the
measurements, such as the covariance of the measurements,
as commonly practiced in statistical approaches to parameter
estimation [38].

lll. HYBRID MPC

The hybrid MPC approach is developed to address two
sources of uncertainties separately: model mismatch and
exogenous disturbance. The model mismatch is quantified
during the validation step by comparing the model predic-
tions with experimental data, allowing for the character-
ization of deviations in probabilistic terms. On the other
hand, exogenous information is incorporated into the control
framework through a scenario tree, which can be constructed
based on expert opinions or provided prediction information.
The model mismatch is handled using a chance-constrained
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framework, which relaxes the associated state constraints
by specifying an acceptable level of constraint violation.
The scenario tree, on the other hand, is integrated into the
optimization problem using the multistage MPC framework
to counteract the influence of the exogenous disturbance.
By combining these two frameworks, the following OCP for
the hybrid MPC is formulated:

mlmmlze wa |:Z Jk:| (11a)
j=1

subject to x’kJrl = Axp(’) + Bui + Gw,rc(i) (11b)
Pr[Hex),, <hd=1-p (11c)
D, <d (11d)
W, =l it L0 =0 (11e)
Bl =% wk ~p, (11)

In this formulation, the system dynamics are captured by
the state equation (11b), where ka(l describes the uncer-

tainty at time step k on j scenario as Gwy, D =G erv([] )k +

GEWE ) The chance constraint (11c) ensures that the state sat-
isfies the hard constraint H.xk 4+ 1/ < h. with a probability
of at least 1 — B;. The control bounds are given by (11d). The
non-anticipativity constraint (11e) ensures that the control
inputs are equal if the corresponding states are equal. The
initial state is specified by (11f), where X represents the mea-
sured or estimated initial state and wy x is a random variable
following the distribution p,,. The objective is to minimize the

expected cost over the entire scenario Zle wjE [va: 0 Jk]

by selecting appropriate control inputs uf(

Overall, the hybrid MPC approach counteracts both model
mismatch and exogenous disturbance effectively, providing
an ability to handle uncertainties in real-world systems.

If the model uncertainty is expressed in the form of a
Gaussian distribution and the model is linear, the OCP for
hybrid MPC can be written as:

mmlmlze ijz j SMPC (12a)
j=1 k=0

subject to z’ 11 —AZI —}—Bv’ + Gwr(]) (12b)
HZy < Mt (12¢)
DV, <d (12d)
Vo=ak it 20 =20 (12¢)
z =2 (12f)

IV. SYSTEM DESCRIPTION

The building in this study is an experimental setup con-
structed in 2014 at the Porsgrunn campus of the University
of South-eastern Norway [40]. The exterior and floor plan
of the test building is depicted in Figure 2. The building is
designed with concrete support structures, ensuring that it
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remains detached from the ground. The internal volume of the
building is approximately 9.4 m?, and it is sealed without both
natural and mechanical ventilation systems. To limit solar
irradiation, three small windows measuring 60 x 90 cm? are
positioned in the south, east, and west directions, while a
90 x 120 cm? door is located in the north direction. Addi-
tionally, the presence of three surrounding buildings further
restricts the amount of solar radiation entering through the
windows.

The building envelope is constructed using a combination
of different materials, including wooden cladding, glass wool,
air-fill, polyethylene vapor barriers, wood, cement chipboard,
particleboard, and cardboard. Each type of wall exhibits a
unique construction, resulting from the combination of these
materials. Similarly, the roof and floor of the building have
distinct compositions.

The experimental building features an electrical heater
with a power rating of 375 W, comprising a thermostat
controller, a measurement system, and a logging computer
consuming approximately 100 W. The measurement system
incorporates various sensors to monitor parameters such as
indoor and outdoor temperatures and humidity, air pressures,
rainfall, wind speed, wind direction, and total power usage.

Overall, the experimental building serves as a controlled
environment for studying and analyzing the thermal dynam-
ics and energy performance of buildings under different
operating conditions.

A. SYSTEM MODEL

The chosen system model in this study offers a simplified
representation of the experimental building, serving as the
source of calibration data. Illustrated in Figure 3, the model
is founded on the R3C2 model employed in a previous study
[2]. Notably, the ventilation resistance component is omitted
from this model due to the absence of a ventilation system in
the test building.

The model encompasses two state variables: Ty, repre-
senting the interior temperature of the building, and Ty,
signifying the temperature of the wall’s inner surface. The
control input, denoted as Q, accounts for the heat flow source
(e.g., an electric heater). Two sources of uncertainty are inher-
ent in this model. Firstly, model uncertainty, characterized
by wy, and wy,, arises from the stochastic mismatch between
model predictions and actual observations. The model mis-
match can occur due to various factors such as wind, sunlight
and so on. Secondly, external temperature variations and
weather forecast scenarios are denoted as 7.

To capture the building’s thermal properties, capacitors Cy
and Cy, are integrated into the model, representing thermal
energy storage capacities within the interior and the building
envelope (comprising walls, floor, and ceiling). Furthermore,
the model incorporates three resistance components: Ry, sym-
bolizing the thermal resistance between the building interior
and the wall; Ry, representing the resistance to heat flow
through the wall, connecting state 7y, with the outside tem-
perature; and Ry, characterizing heat flow resistance through

VOLUME 11, 2023



C. Jeong et al.: Hybrid MPC Scheme for Controlling Temperature in Building Under Uncertainties

IEEE Access

Solid Wall

Standard Wall

|.624 | 542 | 875

FIGURE 2. The picture of the experimental facility in USN [40].
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FIGURE 3. RC circuit model of the building [22].

unaccounted components of the building envelope, such as
windows and doors.

To derive equations from this thermal network model,
Kirchhoff’s node potential law is employed. In this approach,
each state (Ty and Ty,) is assigned to a circuit node, ensuring
a balanced flow into and out of each node. Consequently,
the stochastic model can be expressed as a set of following
ordinary differential equations (ODEs): [21], [22], [39].

Ty 1 n 1 n 1 T
dr CoRy,  CoR, Te CbRb v

1
+( )Q+(CbRg)Too+Wb (13)
1 1
( ) (CWRW)TW+(CWRW)T°°+WW
(14)
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In the context of this analysis, an assumption emerges
regarding the determinism of the model under specific
conditions. Specifically, assuming constant and unchanging
model uncertainties, denoted as wy and w,, and further
presuming perfect knowledge and precision in the external
temperature variable T, as applied in equations (13) and
(14), the model takes on a deterministic form.

The deterministic model operates without the presence of
randomness or variability associated with the model uncer-
tainties and external temperature fluctuations. This simplifi-
cation enables a more predictable and precise analysis, which
can be advantageous when these assumptions align with the
specific research or practical context in question. However,
itis crucial to acknowledge that the deterministic model relies
on these stringent assumptions and may not fully capture the
real-world complexities inherent in many practical scenarios.

B. PARAMETER ESTIMATION

The parameter estimation in this building is previously done
in [21] and [22]. The process of parameter estimation involves
determining the values of model parameters based on experi-
mental data. In this case study, a nominal parameter vector
is employed as an initial approximation for the estimation
methods. These nominal values are obtained through trial
and error experiments and prior knowledge of the expected
parameter range. The physical insight required for these ini-
tial approximations is limited to the approximate order of
magnitude of the parameters, which can typically be obtained
for most practical buildings. The nominal values themselves
do not necessarily yield an accurate prediction model for the
building, but they serve as normalization constants, allow-
ing parameter estimation to be performed on a unit scale.
Moreover, they restrict the search space to a region of interest
where reasonable parameter values can be obtained [21], [22].
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Table 1 presents a set of nominal parameters obtained
through experimental measurements. These values are used
as initial guesses for model calibration, and the corresponding
minimum and maximum limits define the constrained
parameter space [10].

The noise covariance matrix W = diag(w%,w%v) are
estimated from the data and assumed to be diagonal. The
parameter vector is defined as follows:

9 = [Rg, va RW7 va CWa Wba WW] (15)

TABLE 1. Nominal parameter values and min./max. range.

Re[KIW]  Ry[KIW] R [K/W] Cpol/W]  Cw /W]
Nominal value (%) 0.160 0.060 0.100 1200k 1200k
Min value (0,,) 0.048 0.018 0.03 360k 360k
Max value (Opin) 0.272 0.102 0.170 2040k 2040k

To prevent over-parameterization, one degree of freedom
is removed by fixing the value of R to a constant. Ry repre-
sents the thermal resistance of windows and doors, which are
exposed to both interior and exterior temperatures, and their
UA values are specified in [10]. The UA values are calculated
as the product of U (the reciprocal of thermal resistance per
area) and A (the area). Therefore, knowing R or U for all
windows and doors, as well as their areas A, allows for the
computation of R; = 1/(UgAy). The specifications for U and
A are presented in Table 2, and the value of Ry is set to 0.24
[10], [22].

TABLE 2. Specification of Rg.

U[W/m2K] A[m?] UA[W/K] RI[K/W]
Door 1.2 1.76 2.1 0.48
Windows 1.3 1.57 2.0 0.50
Total - - 4.1 0.24

Using the R3C2 model from Fig. 3, a prior distribution
is assigned to the parameter Ry as N(0.24,0.01%), while
all other parameters have uniform priors p(d) = 1. These
distributions are employed in optimization calculations with
optimization equation (10) [21].

TABLE 3. Values and standard deviations of estimated parameters.

0 c/0
R [K/W] 0236  6.0%
Ry [K/W] | 0.072  5.7%
Rw[K/W] | 0.084 5.7%
Cp[J/W] 1444k 4.7%
Cw[J/W] 293k 8.8%

Wy 0.1499  32%

Wy 0.137  3.7%

The posterior distribution of the parameters is estimated
using the Markov Chain Monte Carlo (MCMC) method.
Three independent sets of data were collected from the
experimental building, including temperature measurements
Ty, Ty, and T, as well as one measurement of the input
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electrical power Q supplied to an electric heater. The tem-
peratures Ty and Ty, serve as reference data for the model
outputs, while T, and Q act as the model inputs. Two of the
data sets are utilized as training data for parameter estimation
and analysis, while the remaining data set is used as a test
set solely for evaluating the posterior predictive distribution
and assessing the calibrated model’s ability to predict future
system behaviors. The estimated parameters are presented
in Table 3, along with their corresponding standard devia-
tions. The standard deviations are normalized with respect to
the maximum a posteriori (MAP) estimates of the parameters,
enabling a comparison of different parameters [21], [22].
For a more comprehensive analysis of the parameter
estimation in this case study, please refer to [21] and [22].

C. OPTIMAL CONTROL PROBLEM

In this section, the OCPs related to the case study of build-
ing temperature control is introduced. The state at time
sampling k is denoted as xx = [Tpk, Twi]- u includes
both control input, Q, and exogenous disturbance, T, as
Uy = [Qk, Tsok]- The model mismatch is described in wy.

1) DETERMINISTIC MPC WITHOUT CONSIDERING
UNCERTAINTIES

In this subsection, the OCP for implementing deterministic
MPC is introduced, assuming no model mismatch and perfect
forecast in outside temperature. The OCP for deterministic
MPC is formulated as follows:

N

minimize ZJk (16a)
k=0

subjectto  xx41 = Axg + Buyg (16b)
20°C < Tpx + Zx < 22°C (16¢)
100W < Q) < 475W (16d)
X=X (16¢)

In Equation (16a), the cost function is defined, while
Equation (16b) represents the system model in determin-
istic form. The model parameters used are specified in
Table 3. The bounds for the building’s interior temperature
(Tv.x) and the electricity consumption (Or) are given by
Equations (16¢) and (16d), respectively. Z; in (16c) is a
slack variable. The minimum electricity consumption in the
building is set to 100W due to the use of a computer for data
logging. Therefore, when 100W is used, the heater is turned
off.

The cost function (16a) is designed in a quadratic form as
follows:

0 O\
szTkaTkT+(. k )WMP ( K ) +ZW,z!
'max Omax

17)

In Equation (17), the first term, Ty W, TkT , represents the
target temperature term. 7Ty is the difference between the
target temperature and the temperature inside the building at
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sampling time k, denoted as Ty ;. The target temperature is
set to 22°C in this work. T} is mathematically expressed as
T, = Tb,k — 22°C.

The second term in Equation (17) represents the power
consumption term. Oy denotes the power consumption at time
sampling k, and Ok / Onmax normalizes the energy usage. Py is
the normalized electricity price over the prediction horizon,
expressed as the ratio of the electricity price at sampling time
k to the mean price over the prediction horizon.

The last term in Equation (17), Z; WVZ,;'— , is a penalty term
that allows violations of the constraint (16¢) when it cannot
be satisfied. Zy is a slack variable and it is decided by solving
optimization. It is encouraged to be zero in most cases.

The parameters W,, W,, and W, are weight parameters
for the target temperature term, power consumption term,
and penalty for constraint violations, respectively. They are
assumed to be positive-definite. By adjusting these parame-
ters, the MPC can control the system differently. For example,
if Wy is significantly higher than W,,, the MPC will prioritize
controlling the heater to maintain the temperature at the target
value with maximum effort. In the opposite case, the MPC
will minimize the use of the heater as long as the temperature
remains within the constraint (16c). W, must always be kept
significantly higher than the other two parameters for the
satisfaction of the constraints.

2) HYBRID MPC: COMBINATION OF MULTISTAGE MPC AND
CHANCE-CONSTRAINED MPC
There are two types of uncertainties in the system: exogenous
disturbances and model uncertainty. Exogenous disturbances
represent uncertainties in weather forecast information.
Despite the high accuracy of weather forecasts, deviations
between the forecast temperature and the actual temperature
are inevitable. Model uncertainty arises from the mismatch
between the model and reality, as it is nearly impossible to
build a model that precisely represents reality. The uncer-
tainty data can be estimated through experiments, and in this
study, the mismatch is shown as wy and wy, (refer to Table 3).
The uncertainty in weather forecast information can be
mitigated using the multistage MPC framework or scenario-
based MPC. The OCP of the multistage MPC framework with
the robust horizon set as 1 is formulated as follows:

minimize iwj 3 J,Ej) (18a)
j=1 k=0

subjectto x), = AxY + Buy’ (18b)
20°C < T} + 2 < 22°C (18¢)
100W < 0V < 475W (18d)
=z (18¢)
GO = =0 s

However, in multistage MPC, the uncertainty from model
mismatch is not considered. This model uncertainty can
be addressed by incorporating the chance-constrained MPC

VOLUME 11, 2023

framework. To implement chance constraints, the constraint
(16¢) can be modified in the OCP (16a) as follows:

20°C + e <Tpx +2Zx <22°C — ¢ (19)

To implement the hybrid MPC framework which addresses
both uncertainty in model and forecast information, the
constraint (18c) can be modified in the OCP (18) as follows:

20°C + e < T, +2) <22°C — e (20)

In the newly proposed constraints (19) and (20), e; rep-
resents the constrained back-off obtained from the inverse
cumulative distribution function with the propagated covari-
ance throughout the prediction horizon and pre-defined }B.
Based on the given wy, and w,, in Table 3 and 8 € (0, 0.5],
the constrained back-off e is defined as shown in Figure 4.

Constrained back-off
o e o o
= N w -

| s

©
S
L

0.0 0.1 0.2 0.3 0.4 0.5
B

FIGURE 4. The constrained back-off obtained from the inverse CDF for
the distribution of N(0, wp), plotted as a function of the permitted
probability of state constraint violation g € (0, 0.5].

V. SIMULATION

A. SIMULATION SETUP

In Norway, the electricity price is determined in advance for
the next 24 hours in a deterministic manner and published
on the website: nordpool.no. Therefore, there is no uncer-
tainty in the electricity price. Figure 5 presents the historical
temperature forecast and electricity price.

In simulations, a prediction horizon length is set as 5 hours
and a time step is set as 2 minutes. The optimization problem
for running MPC is solved using CasADi in Python [41].
In this work, four MPCs are compared, as outlined in Table 4.

TABLE 4. MPCs used in the simulations.

1 Deterministic MPC(D)
2 Multistage MPC(MS)
3 Chance-Constrained MPC(CC)
4 Hybrid MPC(Hybrid)

The simulations are conducted with various sets of weight
parameters to demonstrate the effectiveness of each con-
troller. The parameter sets are presented in Table 5 and are
selected with trial and error.

To consider the uncertain weather forecast for the imple-
mentation of multistage MPC and hybrid MPC, A scenario
tree must be built. There are two ways to build a scenario tree.
One is to purchase forecast data from third-party companies.
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FIGURE 5. Forecast of outside temperature and electricity price.

TABLE 5. Weight parameter sets used in the simulations.

Parameters A B C D E
Wy 100 1 0.1 0.05 0.01
W, 1 1 1 1 1
W, 106 106 108 105 106

—— Scenario weight

Temperature change (° C)
o
|

6 é 4'1 é é 1‘0 1‘2 1‘4 1‘6 1‘8 2‘0 2‘2
Time (Hour)
FIGURE 6. The addition and subtraction amounts through the prediction

horizon to generate the possible prediction scenarios of the outside
temperature.
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204 —— Scenario_02
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Time (Hour)

FIGURE 7. The prediction scenario tree of the temperature outside.

The other method is to utilize publicly available weather

forecast data and to add or subtract reasonable ranges of

temperatures for each time step over the prediction horizon.
In this study, the latter method is used in this paper. To gen-
erate 2 more possible scenarios from the original forecast
data by adding and subtracting the temperature change over
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the prediction horizon as shown in Figure 6. As a result,
three scenario tree of the outside temperature is generated as
illustrated in Figure 7 and employed to solve the OCP for
multistage MPC.

B. SIMULATION RESULT
This section presents the simulation results through figures

comparing and explaining the performance of the four types
of MPC:s listed in Table 4.

22.0
|
21.5
g
S 21.04
£ 205+ — D(A)
g — ccD(A)
--- MsD{A)
20.01 —== HybridD(A)
Trer

T T T T
0 2 4 6 8 10 12 14 16 18 20 22
Time (hours)

FIGURE 8. Temperature inside of the building (7},) changes during the
simulations of four types of MPCs: Deterministic MPC, Multistage MPC,
Chance-constrained MPC, and Hybrid MPC with weight parameters as A
in Table. 5, denoted as D(A), MS(A), CC(A), and Hybrid(A) respectively.

— D(A)
— ccA)
-—- MS(A)
-—= Hybrid(A)

460 -

IS

N

o
L

420

Power consumption (W)
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FIGURE 9. Electricity consumption by each type of MPC during the
simulation period: Deterministic MPC, Multistage MPC,
Chance-constrained MPC, and Hybrid MPC with weight parameters as A
in Table. 5, denoted as D(A), MS(A), CC(A), and Hybrid(A) respectively.

Figure 8 and Figure 9 depict the change in the tempera-
ture inside the building T}, and the electricity consumption
0 during the simulations of the Deterministic MPC, Mul-
tistage MPC, Chance-Constrained MPC, and Hybrid MPC
with weight parameters set as A in Table 5, denoted as
D(A), MS(A), CC(A), and Hybrid(A), respectively. Both
figures show that all MPCs begin by actively heating the
building from the initial temperature until it reaches a certain
level. Accordingly, the electricity consumption is at its peak
initially and then drops to a certain level to maintain the
desired temperature inside the building. D(A) and MS(A)
demonstrate similar performance. CC(A) and Hybrid(A)
exhibit similar performance as well. However, due to the
constrained back-off from model uncertainty, CC(A) and
Hybrid(A) show more conservative performance than D(A)
and MS(A). Also, upon closer inspection in Figure 10, the
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differences, between D(A) and MS(A) or between CC(A)
and Hybrid(A), become more apparent.

72010 — 7 3991 — DA)
: —-=- MS(A) E 398 4 —-==- MS(A)
[s) | =
© 22.005 < 307
@ =
5 22.000 fmmmmtmmmeeeee—————— g 396 4
© 3
o | @
g 21.995 S 3951
£ S
8 21.990 1 g 394 1
21.985 - 2 393
T T 392 T T
6 8 6 8
Time (hours) Time (hours)
392.0
21.770 4 — CC(A) — CC(A)
1 -—- Hybrid(a) | = —=- Hybrid(A)
5 2h7e < 3915
< 21.760 s
¢ I
3 21755 f==m======m———————— £ 391.0 1
o 3
o 21.750 4 c
g 3 390.5 A
§ 217451 500
= z
21.740 4 S
& 390.0 1
21.735 4
6 8 6 8
Time (hours) Time (hours)

FIGURE 10. Detailed plots of the changes of the temperature inside of
the building (7},) and the electricity consumption in the building between
6 and 8 hours of simulations period: Deterministic MPC(D(A)), Multistage
MPC(MS(A)), Chance-constrained MPC(CC(A)), and Hybrid
MPC(Hybrid(A)) with weight parameters as A in Table. 5.
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FIGURE 11. Prediction trajectories of 7}, with the different realization of

the weather forecast scenarios at 4 hours of the simulation period: (Left)
Deterministic MPC, (Right) Multistage MPC with weight parameters as A

in Table. 5.

Figure 10 provides detailed plots of the temperature
changes and electricity consumption between 6 and 8 hours of
the simulation period. The MS(A) shows a slightly more con-
servative performance compared to D(A), as it considers the
uncertainty of the outside temperature. Similarly, Hybrid(A)
shows a more conservative performance compared to CC(A).
Figure 11 depicts the trajectories of the predicited temper-
ature inside of the building based on three scenarios of the
external temperature and control sequences from solving the
OCPs during the middle of the simulation. The left plot in
Figure 11 is simulated by D(A). When the different scenario
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of the external temperature is realized, it shows the potential
of the violation in the constraint. However, MS(A), in the
right plot, mitigate the violations. Upon closer inspection,
it shows subtle violations, but it is a numerical error from
solving the OCP iteratively. Figure 11 demonstrates the role
of multistage MPC framework in both MS(A) and Hybrid(A)
with the robustness of the satisfaction of the constraint against
the influence of the uncertainty in the weather forecast
information.
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FIGURE 12. Comparison between the 95% confidence regions of
Determisitic MPC(D), Hybrid MPC with g8 = 0.05, and Hybrid MPC with
B = 0.01. The weight parameters of both MPCs are set as A in Table. 5.

Figure 12 presents a comparison of the 95% confi-
dence regions of the model uncertainty between D(A) and
Hybrid(A) with different values of . In Figure 12, D(A)
shows 50% of the 95% confidence region is out of the desired
temperature bound. However, in Figure 12, bfHybrid(A) with
B = 0.05 shows some robustness since the constraint is
backed-off. When bera is set smaller as 8 = 0.01, the
constraint is more backed off and it shows better robustness
in the satisfaction of the constraint.

Table 6 reports the computational time required for solv-
ing the optimization problem on each MPC throughout sim-
ulations. The Deterministic MPC is the fastest, followed
by the Chance-Constrained MPC, the Multistage MPC, and
finally, the Hybrid MPC. However, all MPCs demonstrate
similar computation times without significant differences in
the matter of seconds.
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TABLE 6. Computational time [s].

Mean Min Max

Determinic MPC 0.2012  0.1650 0.3944
Multistage MPC 0.2376  0.2040  0.5910
Chance-constrained MPC ~ 0.2185  0.1742  0.4410
Hybrid MPC 0.2637  0.2219  0.5940

By setting the weight parameters differently, the operation
can be performed based on a preferred balance between set-
ting the temperature at the set point and considering the elec-
tricity price. Figure 13 shows the simulations of the Hybrid
MPC over a 5-day period with 8 = 0.05 and different sets
of weight parameters (B, C, D, and E) from Table 5. As the
weight parameter for temperature targeting (W,) becomes
relatively smaller compared to the electricity consumption
weight (W,), the temperature control becomes more influ-
enced by the electricity price. For example, the Hybrid MPC
with weight parameter set E (Hybrid(E)) displays an increase
in temperature at around 40, 60, and 80 hours during the sim-
ulation period when the electricity price is relatively lower,
as shown in Figure 5.
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FIGURE 13. Simulations of the Hybrid MPC on the temperature inside of
the building (T},) with 8 = 0.05 and different sets of weight parameters:
B, C, D, and E in Table.5.

Table.7 shows the total power consumptions and energy
costs for the 5 days simulations on hybrid MPCs with dif-
ferent settings as shown in Figure 13. When the weight
parameter W, is relatively larger, less energy is used, and
since the objective function (17) reflects the electricity price,
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TABLE 7. Power consumption and its cost throughout the 5 days
simulations of Hybrid MPCs with different sets of weight parameters: B,
C, D, and E in Table.5.

Power consumption [Wh] Cost [NOK]
Hybrid(B) 46976.42 (100%) 4.235 (100%)
Hybrid(C) 46777.44 (99.57%) 4.213 (99.46%)
Hybrid(D) 46120.70 (98.17%) 4.148 (97.93%)
Hybrid(E) 43744.33 (93.11%) 3.937 (92.94%)

it shows even less cost of the energy relatively compared to
the reduction of the energy use.

V1. DISCUSSION

This paper implemented the simulation of various MPCs
including the proposed hybrid MPC on a grey-box model of a
building system for temperature control. Due to the mismatch
between the model and the reality and the uncertainty in
weather forecasts, it is not easy to keep the temperature inside
the desired range. This may not be a significant concern in a
small residential building over short periods, as human may
not feel the difference of the temperature by 0.5°C. However,
it may become more critical when considering long-term
periods or different places such as large public buildings or
important laboratories where constraint satisfaction is crucial.
The hybrid MPC framework demonstrated a more conserva-
tive performance and exhibited higher robustness in satisfy-
ing the constraints by considering both uncertainties in the
model and the weather forecast.

VII. CONCLUSION

In conclusion, the hybrid MPC, which is the combination
of the multistage MPC and chance-constrained MPC frame-
works, provides an effective robust approach for temper-
ature control in buildings, particularly in scenarios where
constraint satisfaction and robustness are of utmost impor-
tance. Further research can explore a method to improve the
accuracy of the model by adaptive methods over the running
time or additional variations of the hybrid framework and
investigate its applicability in different building types and
operational contexts.
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