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A B S T R A C T   

Artificial intelligence (AI) will have a substantial impact on firms in virtually all industries. Without guidance on 
how to implement and scale AI, companies will be outcompeted by the next generation of highly innovative and 
competitive companies that manage to incorporate AI into their operations. Research shows that competition is 
fierce and that there is a lack of frameworks to implement and scale AI successfully. This study begins to address 
this gap by providing a systematic review and analysis of different approaches by companies to using AI in their 
organizations. Based on these experiences, we identify key components of implementing and scaling AI in or-
ganizations and propose phases of implementing and scaling AI in firms.   

1. Introduction 

The release of ChatGPT and other generative artificial intelligence 
(AI) systems changed the rules of the game for businesses (Edelman and 
Abraham, 2023; OpenAI, 2022a). For several years now, experts have 
expected AI to have a far-reaching impact on virtually all industries 
(Berg et al., 2018; Chui et al., 2018). However, this new type of AI – 
generative AI – is supercharging these predictions (Chui et al., 2022). 
Generative AI includes large language models (e.g., LLaMA, see Meta AI, 
2023; GPT-3, see OpenAI and Pilipiszyn, 2021; Bard, see Pichai, 2023), 
image-based systems (e.g., Midjourney, see Midjourney, 2022; DALL-E, 
see OpenAI, 2022b; Stable Diffusion, see Stability AI, 2022), and 
multimodal systems that combine different types of input (e.g., GPT-4, 
see OpenAI, 2023) as well as application-specific systems, such as 
AlphaFold for protein structure prediction (Hassabis, 2022). Anyone 
who has experimented with these systems can quickly see that they will 
enable more than just efficiency and efficacy improvements for busi-
nesses; they will create the basis for powerful new capabilities for firms 
(Chui et al., 2022). The largest tech firms, which are pushing the 
development of these foundation models (The Economist, 2022), are 
already integrating the technology into the core of their value proposi-
tions (Iansiti and Lakhani, 2020). 

Many firms, however, clearly struggle to successfully implement AI. 
Recent surveys show that the vast majority of AI initiatives fail to take 
off (Browder et al., 2022; Ransbotham et al., 2020). Why is this? And 
how can firms gain traction with AI? To take full advantage of the po-
tential benefits of AI technologies, firms must be able to successfully 
implement and ultimately scale AI in their organization. This requires 
going through a process of implementing and scaling AI. Firms must 
create the necessary prerequisites to successfully use AI technologies – 
that is to say, improve operational efficiency or build new value-creation 
capabilities based on AI technology. Without adapting to and adopting 
AI technologies, it will be difficult for many firms to remain competitive. 

Given that implementing AI technologies is a necessity to stay 
competitive in the long run and that most firms continue to struggle with 
successfully deploying AI in their organizations, a detailed analysis of 
how firms can approach the implementation and scaling of AI in orga-
nizations is vital. Conversely, the implementation and scaling of AI in 
organizations has not been studied extensively thus far (Makarius et al., 
2020). Moreover, companies lack guidance in managing these processes. 
Specifically, companies require frameworks to support the imple-
mentation and scaling of AI (Kanioura and Lucini, 2020). This study 
begins to address this gap by providing a systematic analysis of firms’ 
explanations of their approaches to using AI in their organizations. 
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Based on these experiences, we identify the key components of AI sys-
tems in organizations, and we pinpoint the phases that firms need to go 
through to implement and scale AI. 

2. Theoretical background 

2.1. Understanding AI adoption 

AI, defined as “the science and engineering of making intelligent 
machines, especially intelligent computer programs” (McCarthy, 2007, 
p. 2), is gaining increasing relevance for firms. In particular, it is the 
relatively recent developments in machine learning, neural networks, 
and deep learning – approaches “concerned with the question of how to 
construct computer programs that automatically improve with experi-
ence” (Mitchell, 1997, p. xv) – that are driving substantial change for 
companies (Chui et al., 2018; Lakshmi and Bahli, 2020). Various authors 
have argued that the transformation toward the general use of AI in 
almost all company functions and areas is one of the most significant 
change drivers facing firms today (Acemoglu and Restrepo, 2020; 
Chalmers et al., 2021; Obschonka and Audretsch, 2020; Ransbotham 
et al., 2017; Zeba et al., 2021). The changes are expected to be far- 
reaching, touching virtually all aspects of firms’ business including de-
cision making, manufacturing, marketing, supply chain management, 
logistics, recruiting, and more (Holmström, 2022; Makarius et al., 2020; 
Mishra et al., 2022; Murray et al., 2021; Pachidi et al., 2021; van den 
Broek et al., 2021; Wang and Su, 2021). Therefore, the potential from, 
and perhaps even the necessity of, adopting AI technologies are, for the 
most part, apparent to companies. 

However, as with past phases when new technologies were intro-
duced into organizations (Boothby et al., 2010), adopting AI is not as 
straightforward as many would hope. Very many companies struggle 
greatly to gain traction with AI (Browder et al., 2022; Ransbotham et al., 
2020; Zolas et al., 2020). Part of the reason why firms struggle to 
implement AI is due to the fact that it “[differs] from other advanced 
technologies in [its] capacity to make determinations by [itself], as well 
as evolve [its] determinations over time once [it is] deployed in an or-
ganization” (Murray et al., 2021). This means that firms must be able to 
organize appropriately to ensure that the AI system can independently 
contribute to firm value creation as well as track and maintain these 
systems and their contributions to firm processes. Furthermore, other 
authors have pointed out that AI’s myopia (Balasubramanian et al., 
2022) and inability to perceive interdependencies within the firm 
(Raisch and Krakowski, 2021) indicate that firms will likely encounter 
considerable difficulty in improving firm efficiency and expanding firm 
value creation using AI (Kemp, 2023). 

Consequently, it is very important to better understand how AI 
implementation, and ultimately scaling, can be advanced in firms so that 
the considerable benefits inherent in the technology can be reaped. 
Research on technology adoption has pointed out that successful 
adoption hinges on the firm completing a transformation where it learns 
to both use the new technology and create the appropriate organiza-
tional setting. For instance, early studies on information technology (IT) 
adoption have shown that there is a “complementarity between com-
puter investment and organizational investment” (Brynjolfsson et al., 
2002, p. 138). More generally, the adoption of technology necessitates 
both changes in the firm’s technology use itself and in its organization 
(Boothby et al., 2010). AI technology is often discussed as an element in 
digital technologies more generally. The current wave of technological 
changes is significantly different from previous waves of technological 
development. Hanelt et al. (2021) note that current technologies are in 
and of themselves different from past technologies, such as IT. Current 
digital technologies are generative, malleable, and combinatorial (Kal-
linikos et al., 2013). Furthermore, digital technologies are reshaping 
firm boundaries and evoking more fundamental change even in firms’ 
business models (Hanelt et al., 2021). However, this literature has 
insufficiently examined the transformation process relating specifically 

to AI. Such an analysis – separate from other digital technologies, such as 
cloud computing – is essential because AI is effecting a fundamentally 
different advance for firms in “offload[ing] cognitive work from humans 
to computers” (Peretz-Andersson and Torkar, 2022, p. 2). Therefore, this 
paper examines the transformation of firms as they reach an initial 
readiness for AI and ultimately move forward to scale the use of the 
technology within their business. Companies that are known to be strong 
users of AI, such as Google and Uber, build their organizations around 
their AI systems (Johnson et al., 2022). Combining this practical 
knowledge on how AI-first firms operate with previous research on 
technology adoption, we seek to analyze the technological and organi-
zational changes necessary for firms to embark on and ultimately com-
plete the AI transformation successfully. 

2.2. A socio-technical systems perspective on AI adoption 

Socio-technical systems theory (STST) presents a very suitable 
framework for analyzing the implementation and scaling of AI in orga-
nizations because it has been used to study technology adoption more 
generally. It has been employed in different contexts including advanced 
manufacturing (Shani et al., 1992), renewable energy (Li et al., 2015; 
Yun and Lee, 2015), shipping (Geels, 2002), and mobile communica-
tions (Ansari and Garud, 2009; Shin et al., 2011). STST adopts a systems 
view of organizations – that is to say, it views any organization, or part 
of it, as consisting of a set of interacting sub-systems (Appelbaum, 1997; 
Geels, 2004). The theory is based on the socio-technical model devel-
oped by Leavitt (1965), whose original conceptualization proposed four 
interrelated and coordinated dimensions – namely, people, task, struc-
ture, and technologies – as the core components of organizational work 
systems. More recent work in the area of STST has tended to focus on a 
six-dimensional conceptualization consisting of people, goals, culture, 
infrastructure, technology, and processes (see e.g., Münch et al., 2022; 
Sony and Naik, 2020). Moreover, the external environment with the 
firm’s stakeholders and general market environment are often studied as 
part of STST (Münch et al., 2022). 

STST is a suitable theoretical framework for our analysis of AI 
implementation and scaling in firms for several reasons. Our introduc-
tion to STST above shows that the theory presents a comprehensive 
framework to analyze emerging phenomena with interconnected tech-
nical and social dimensions. Critically, AI systems contain both technical 
and social aspects (Anthony et al., 2023; Glikson and Woolley, 2020; 
Lebovitz et al., 2022; Makarius et al., 2020). Therefore, STST is a highly 
appropriate framework to study AI implementation and scaling. Prior 
research in related areas such as servitization has shown that the joint 
study of social and technical components is beneficial in understanding 
the adoption and success of digital technologies (Münch et al., 2022; 
Sony and Naik, 2020). 

Studies examining social and technical aspects of artificial intelli-
gence specifically are, however, still very rare. The exceptions include 
Chowdhury et al. (2022) and Anthony (2021) who both examined socio- 
technical factors affecting individual employees’ collaboration with and 
use of AI. Xing et al. (2021) studied socio-technical barriers to the 
adoption of AI-based products by consumers. The only study to consider 
firm-level socio-technical aspects is Makarius et al. (2020), which pro-
poses that the scope and novelty level of AI are key criteria in defining 
the approach to AI implementation. However, Makarius and colleagues 
note that “the fundamental issues related to structure and functioning in 
organizations in relation to AI systems remain underexplored” (Makar-
ius et al., 2020, p. 271). Consequently, the goal of our research is to 
begin to address this precise gap in the literature by studying the process 
followed by companies in implementing and scaling AI in their organi-
zations as well as the socio-technical components involved in this 
process. 
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3. Data and methods 

We take an exploratory case study approach to examine the phases of 
implementing and scaling AI in a range of different companies. We rely 
on techniques for inductive theory building (Eisenhardt et al., 2016; 
Gehman et al., 2018). We base our approach to sample selection on that 
employed by Fisher et al. (2020), which uses podcasts featuring expert 
interviews as a data source. In our study, we used interviews conducted 
as part of the TWIML AI podcast (originally This Week in Machine 
Learning and AI), which is one of the top podcasts on artificial intelli-
gence (Charrington, 2022). The podcast includes interviews with some 
of the top minds and ideas in machine learning and AI with the goal of 
elucidating the impact of AI on how businesses operate. The podcast 
guests include a wide range of machine learning and AI researchers, 
practitioners, and innovators. We analyzed podcast episodes that ful-
filled the following criteria:  

• The podcast featured a guest from industry practice rather than a 
researcher. This ensured that guests would be able to speak specif-
ically to their experience with implementing and scaling AI appli-
cations in their respective firms.  

• We selected a diverse set of firms that included both companies that 
are widely known to be among the most advanced in applying AI in 
their organizations and those that have relatively less experience. In 
doing so, we can capture a broader range of industry experience, 
with AI technologies applied in different settings.  

• We included a wide variety of AI application areas from computer 
vision to sales forecasting, to content moderation. This approach 
allows us to derive more generally applicable approaches to using AI 
in organizations that go beyond the specifics related to particular AI 
technologies. 

The firms analyzed in this study are all active in applying AI tech-
nologies. Importantly, they are in different phases of implementing and 
scaling AI (Table 1). Some interviewees have worked in more than one 
organization, allowing them to compare and contrast different ap-
proaches based on their varied personal experience. These cases repre-
sent real-life experience in applying AI technologies and managing the 
phases of implementing and scaling AI in different organizational con-
texts. Moreover, the interviewees provide some indication of what, in 
their experience, may constitute some of the best practices for imple-
menting and scaling AI. 

The study examines all interviews conducted with AI practitioners 
featured on the TWIML AI podcast between May 2021 and November 
2022. The podcasts were analyzed regarding descriptions provided by 
practitioners on how they implemented AI technologies in their firms. 
We were intentionally broad in our initial analysis, including various 
types of information on using AI in firms without focusing on any spe-
cific aspect. We made notes on how experienced various practitioners 
and their companies were in applying AI technologies. This allowed us 
to determine how firms tend to progress through the phases of imple-
menting and scaling AI. 

Overall, we examined 22 interviews with machine learning and AI 
practitioners. Some interviewees providing insights into work both at 
their current firm and at well-known AI-first companies, such as Google, 
Uber, and Netflix, where they held prior positions. The practitioners 
held various positions including chief executive officer, chief data offi-
cer, head of AI, head of data science, and machine learning engineer. All 
interviewees had experience applying AI technologies in businesses and 
were, therefore, able to provide insights into the approaches chosen at 
their respective firms. 

Our analysis of the interviews focused on recognizing key activities 
in AI implementation and scaling across the firms included in our study. 
We systematically uncovered themes in our complex data using thematic 
analysis (Braun and Clarke, 2006). This involved coding and catego-
rizing phrases and themes mentioned by interviewees in the podcast 

episodes. This approach allowed us to identify various factors relevant to 
implementing and scaling AI in organizations. Subsequently, we exam-
ined the factors to identify underlying aggregate patterns. Finally, we 
mapped links between the aggregate patterns to derive a structured 
maturity model. 

4. Findings 

This section presents the findings from our analysis of the interviews 
with machine learning and AI professionals. Section 4.1 describes the 
sub-dimensions of the socio-technical system for AI implementation and 
scaling. Then, Section 4.2 delineates how the socio-technical system is 
designed to accommodate firms initially implementing AI and ulti-
mately scaling AI in their organizations. 

4.1. Components of implementing and scaling AI 

Implementing and scaling new technologies is a complex endeavor 
for firms (Fountaine et al., 2021). Recognizing which levers exist for 
management to successfully implement these technologies is, therefore, 
extremely important. Our analysis of the interviews in our study allowed 
us to determine the most important components outlined by the in-
terviewees that increase the likelihood of successful implementation and 
scaling of AI in firms. We therefore employed an inductive approach to 
derive the key technical and social components involved in implementing 
and scaling AI in firms. In the following section, we briefly elaborate on 
the dimensions, elucidating the main sub-dimensions of the technical 
and social components. 

4.1.1. Technical components 
Managing the technology itself is clearly one of the most important 

Table 1 
Case description.   

Companies Interviewee(s) Industry 

1 Toyota Adrien Gaidon Automotive 
2 GSK Kim Branson Pharmaceuticals 
3 Tecton/Uber Mike del Balso Software/mobility   

Kevin Stumpf  
4 Cloudera Sushil Thomas Software 
5 RTL Daan Odijk Media 
6 23andMe Subarna Sinha Personal genomics and biotechnology 
7 Intuit Srivathsan 

Canchi 
Financial software 

8 LinkedIn Ya Xu Professional network service   
Parvez 
Ahammad  

9 Overstock Nishan Subedi Internet retailer 
10 Prosus Paul van der 

Boor 
Global investment group operating in 
social/gaming, classifieds, payments and 
fintech, edtech, food delivery, and 
ecommerce 

11 ClearML/ 
Google 

Nir Bar-Lev Software 

12 AWS Chris Fregly Cloud computing   
Antje Barth  

13 H&M Errol 
Koolmeister 

Fashion 

14 Metaflow/ 
Netflix 

Ville Tuulos Software/entertainment 

15 Stack 
Overflow 

Prashanth 
Chandrasekar 

Software 

16 Redfin Akshat Kaul Real estate 
17 LEGO Francesc Joan 

Riera 
Toys 

18 ADP Jack Berkowitz Software 
19 Capital One Ali Rodell Finance 
20 T-Mobile Heather Nolis Telecommunications 
21 Preset/ 

Airbnb 
Maxime 
Beauchemin 

Software/travel 

22 Gojek Willem Pienaar Multi-service platform  
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aspects of implementing and scaling AI in organizations. Our analyses 
show that there are three levers within the technical components cate-
gory. First, the data pipeline presents an intuitively important aspect. 
Many organizations struggle with collecting and maintaining the data 
necessary to fully implement and scale AI. Managing data is, therefore, 
an important aspect of enabling the implementation and scaling of AI. 
Second, the technical infrastructure refers to how and where AI systems 
are developed in organizations. There are different choices that firms 
can make in this area with implications for how well these AI systems 
can be scaled. Third, AI models indicate the types of algorithmic 
approach used by firms when developing their AI systems. These ap-
proaches can range from relatively simple traditional machine learning 
approaches to ensembles of highly sophisticated deep learning-based 
systems. 

4.1.2. Social components 
The other key dimension of successfully implementing and scaling AI 

in organizations involves setting the right social context. Here too, we 
see three important sub-dimensions of components. First, the AI growth 
vision refers to the overall goal set by the organization regarding using AI 
in the company. The vision sets the scope for choices taken within the 
other dimensions and sub-dimensions. Second, AI capabilities are key in 
successfully driving AI projects. Firms must bring together both tech-
nical and domain capabilities. Third, the AI organizational structure re-
lates to the organizational design of the AI team and its responsibilities 
within the firm. Depending on the vision and the phase of implementing 
and scaling AI in the company, different approaches will be chosen. 

These components describe the main levers available to firms 
attempting to implement and scale AI in their organizations. Our anal-
ysis shows that firms can develop different approaches to implementing 
and scaling AI along these technical and social dimensions. 

4.2. Implementing and scaling AI in organizations 

To successfully use AI, companies need to overcome certain hurdles 
and develop essential internal capabilities. We used the insights gleaned 
from machine learning and AI professionals at various companies to first 
determine the key socio-technical components required to implement 
and scale AI in firms. Next, we analyzed which capabilities these firms 
developed to overcome the hurdles identified and to successfully use AI 
in their respective firms. 

This analysis of the interviews with machine learning and AI prac-
titioners indicated that there were two main areas requiring develop-
ment in firms to successfully use AI: 

Develop the necessary technical infrastructure: Key technical de-
velopments are an important foundational driver for successful use of AI 
in companies. These requisite technical developments are closely related 
to the technical requirements of AI systems themselves. At a most basic 
level, training an AI system involves combining the following assets: 
collecting and managing data pipeline for training and validation, 
providing the necessary technical infrastructure to carry out the training 
and keep track of the deployed AI systems and, finally, hosting and 
maintaining a set of AI models used in the systems. Across these areas, 
firms have a variety of choices to make – for example, whether they 
make or buy certain stacks, or how to design the various elements 
modularly and flexibly. 

Create the right social context: Having a suitable organizational 
setting within which to develop AI solutions is very important to suc-
cessfully implement and scale AI in firms. First, organizations need to 
have an appropriate guiding AI growth vision that sets the scope and 
direction for AI implementation and scaling. Next, organizations must 
develop a range of AI capabilities that allow the firm to harness the po-
tential of AI. This means building up both technical and domain capa-
bilities. Often firms can supplement their internal capabilities with those 
offered by external partners to speed up the implementation and scaling 
of AI. Finally, firms need to set up the organizational structure. To 

successfully navigate AI implementation and scaling, firms need to 
combine the technical and business domain expertise needed to develop 
AI solutions and drive value creation for the business. 

Our analyses of the interviews with machine learning and AI experts 
showed that there are various key activities in these two areas – tech-
nical and social components – supporting the implementation and 
scaling of AI in firms. We categorized the key activities according to 
different maturity levels to define the phases of AI implementation and 
scaling in firms (Table 2). 

4.2.1. Level 1. Proving the concept 
The first phase of implementing and scaling AI emphasizes the firm 

familiarizing itself with the potential of AI technologies and popular-
izing these within the organization. At this stage, firms can often rely on 
external support to implement initial AI solutions that clearly demon-
strate the added value for the business. 

Technical components: Our analyses show that, in this important 
first phase of implementing and scaling AI, creating a first data pipeline is 
highly important. This means starting to eliminate data silos and 
ensuring that the data infrastructure is ready for the next phases of 
implementing and scaling AI. Mike del Balso from Tecton/Uber noted: 
“A big challenge that a lot of these companies have is that they’re still 
not kind of at ‘data maturity,’ so then building ‘ML maturity’ on top of 
that is a tricky spot to be in.” Without the necessary data pipeline 
maturity, therefore, the next phases will become significantly more 
difficult to reach. 

Meanwhile, the approach to technical infrastructure can remain rela-
tively simple in this first phase of implementing AI. Proof-of-concept AI 
applications can be developed on relatively modest infrastructure that is 
available to most firms. For example, Heather Nolis explained that T- 
Mobile started out with very rudimentary technical infrastructure: “We 
originally released our models in R. It was just R in a Docker container as 
an API. They ran pretty okay. We were doing two million returns a day.” 
Many firms also avail themselves of externally available services as 
offered, for example, by the large cloud providers. Daan Odijk from RTL 
described the advantages of using externally available services thus: “By 
taking these off-the-shelf models and then putting our own intelligence 
in the second level, our own labeling and where we have the data in that 
second level, that made a lot more sense for this learning problem as 
well.” 

The latter has the advantage of allowing your AI teams to scale their 
systems more quickly in the future. Regarding AI model development, 
most machine learning and AI practitioners recommend starting with 
the easiest and simplest models possible. Errol Koolmeister describes the 
lessons learned in this regard at H&M: 

“When we started out and some of the consultancy early use cases 
and some of our early use cases, many of the people in the teams 
threw themselves directly into the latest research, wanted to do 
neural networks, wanted to get just a 0.1 uplift. But what we realized 
as well is that this isn’t a Kaggle competition, it is not about opti-
mizing the metrics and that, then you’re done. It’s about carrying it 
over into production into the infrastructure as well.” 

Beyond relying on simpler models to achieve quicker gains, our analysis 
revealed that cloud providers often have services that allow firms to 
build their own applications based on existing models. Heather Nolis 
from T-Mobile recounted their own initial forays into model 
development: 

“I can speak about our speech-to-text here where we originally did 
roll out with vendor partners. We did a huge RFP (request for pro-
posal). Every major speech-to-text provider in the world that exists, I 
have reviewed them. We launched our original proof of concept with 
AWS Transcribe. We did use a vendor. But immediately, once we had 
the audio data, we started looking at open source solutions and 
saying what can we do on our specific data.” 
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This quotation touches on important learning regarding AI models, 
which is that firms should try to take advantage of the many open-source 
options available. 

Social components: At the social level, the first phase of imple-
menting AI requires the creation of an AI growth vision that focuses on 
identifying and successfully pursuing both valuable and feasible proofs 
of concept. To a certain extent, this allows firms to “pick the low hanging 
fruit” early on, which clearly demonstrates the potential benefits of AI 
technologies to a wide range of firm stakeholders, thereby improving 
company-wide buy-in. For example, Nishan Subedi from Overstock 
argued that “machine learning is, I think, best handled when there’s at 
least clarity in terms of the objectives you want to achieve.” At T-Mobile, 
meanwhile, Heather Nolis saw that it was important to “drive home a 
culture of small models for small problems. Build things specific for your 
use case to answer it exactly. Otherwise, you will get a deteriorated 
product.” 

In terms of AI capabilities, firms need to begin building their technical 
capabilities so that the first AI applications can be successfully imple-
mented. Often, it can be a good tactic to look to external expertise – for 
example, from consulting companies or large cloud providers to help 
kick-start such early proofs of concept. Antje Barth from AWS explained 
the advantages of using Amazon SageMaker: 

“There have been a lot of additions to this managed service that is 
giving you basically the tools to build, to train, and to deploy models 
easily. At the same time, it’s taking care of the infrastructure for you. 
It does the heavy lifting of managing individual instances. You can 
really focus on your tasks: to build models, to train the models, and to 
deploy them.” 

Importantly, the firm should begin to create the right organizational 
structure. In this phase, this means starting to build a central AI team. 
This will allow the firm to begin focusing on and developing its AI ca-
pabilities. Errol Koolmeister explains that: “the H&M approach was to 
do it centrally from the start basically to incubate the capability rather to 
spread it out.” The organizational structure should enable good collab-
oration between the AI experts responsible for the technical imple-
mentation and the business domain experts who will be able to scope the 
various AI projects so that they can create real value for the 
organization. 

4.2.2. Level 2. Productionizing 
The second phase presents a relatively large leap forward in terms of 

the impact of implementing and scaling AI. At this stage, firms must set 
up the necessary technical and social components to allow AI systems to 
work in production, meaning that these systems are running and sup-
porting a wide variety of business processes. The systems are being 
tracked and continuously updated while they provide a very large 

number of (real-time) inferences and predictions. 
Technical components: In the second phase of implementing and 

scaling AI, it is important to have a data pipeline that is well organized so 
that it can be easily re-used in the future. Often, firms will optimize re- 
usability by storing processed data that can then be reapplied in many 
use cases across the business as well as in possible new applications. Kim 
Branson from GSK noted that it is important to: “build data for future 
you so you can use it again. Collect those other data points at additional 
marginal cost that are really useful.” Srivathsan Canchi from Intuit 
underlined this point: 

“As we were building ML models for servicing these different sys-
tems, we were discovering that we are building similar features 
because the data sets are highly intersecting. We have a lot of fea-
tures that need to go across these systems and be shared between 
models; across turbo tax, quickbooks, and mint. To be effective at 
sharing such features, we needed a way to do that.” 

Moreover, the analysis revealed another important aspect regarding the 
data pipeline that firms faced during the “productionizing” phase. Spe-
cifically, the need to manage data access and ensure compliance in-
creases during this phase. Subarna Sinha from 23andMe noted her 
company’s complex requirements in this regard: 

“We need to make sure that we are satisfying research compliance. 
Then, we are also GDPR CCPA compliant. We have to have all of our 
training data... Even though we save our training data for a little bit, 
it expires. We have to have processes in place to destroy those 
buckets at a regular frequency and regenerate all of the training data 
as needed. 

The exact requirements regarding data access and compliance vary by 
industry. Those companies operating in highly regulated industries, 
such as 23andMe, or those involving specific customers, such as chil-
dren, must be able to address these issues very conscientiously in the 
“productionizing” phase. 

The technical infrastructure is perhaps the most important pillar of the 
second phase of implementing and scaling AI. It must integrate all 
relevant components of AI systems from data management to experi-
ment management, to orchestration and deployment management. In 
this phase, firms can develop both new AI systems and continuously run 
systems in production. A standardized infrastructure is the backbone 
enabling this dual exploration and exploitation in AI systems. Errol 
Koolmeister explains that H&M sees: “enormous productivity gain with 
designing an infrastructure that’s reusable rather than building inde-
pendent use cases at this scale.” Firms need a deep understanding of the 
processes involved in developing AI systems, which allows them to 
standardize and automate many of the processes. Sushil Thomas from 
Cloudera explains that productionizing AI systems differs markedly from 

Table 2 
Implementing and scaling AI with socio-technical components.   

Phases of Implementing and Scaling AI 

Components Proving Concept Productionizing Platformizing 

Technical Data pipeline Assemble data to run first use cases; enable data access; 
begin eliminating data silos 

Organize your data repositories; enable 
access for variety of use cases; try to future- 
proof 

Optimize for latency and 
throughput; democratize access  

Technical 
infrastructure 

Simple on-premises setup; alternatively, rely on cloud 
providers 

Central reference architecture; standardized 
and automated; tech agnostic; retain 
flexibility 

Continually improve; eliminate 
pain points of existing applications  

AI models Experiment with suitable approaches for your specific use 
cases; simple models over complicated ones; work with 
open-sourced models 

Speed up experimentation; lower 
complexity; iterate continuously 

Reuse capabilities (e.g., 
forecasting) in different contexts 

Social AI growth vision Pursue valuable and feasible use cases; focus on efficiency Customer value creation across value chain Data-driven innovation  
AI capabilities Start building technical capabilities; bring in external 

support for first use cases 
Focus on speed; implement agile methods Develop horizontal capabilities 

that work across business lines  
Organizational 
structure 

Start building a central AI team; ensure close 
collaboration between technical and domain experts 

Centrally organized AI team; vertical teams 
to support lines of business 

Establish overarching, horizontal 
teams; increase (applied) research 
focus  
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traditional web development: 

“I think another challenge is just trying to understand what’s 
different between that standard web app sort of development and 
product development versus like a ML/AI model going into pro-
duction because there are large substantial differences that are really 
important to internalize and understand so that you can focus on 
different aspects of it as well.” 

In order to make broad use of AI across the organization, a solid tech-
nical infrastructure backbone is necessary. According to Akshat Kaul 
from Redfin, building sound technological infrastructure is key to using 
AI in different areas of the company: 

“What we’ve been trying to do more recently is really develop that 
infrastructure, make it standardized, make it easy to use, really 
democratize machine learning within the company, and allow peo-
ple teams across the business, across different domains to hire people 
who have that machine learning talent or to grow that talent and 
then use the platform that this team has built to tackle use cases in 
different domains.” 

Interestingly, machine learning and AI practitioners mention that it can 
be very helpful to be technologically agnostic and to retain a certain 
level of flexibility in the exact infrastructure choice – for example, 
regarding which cloud provider the firm chooses. This enables firms to 
be able to switch to better options as they become available, which is 
highly important in a field such as AI where many of the tools and 
services are still developing and improving on a regular basis. Ya Xu 
from Linkedin notes: “From [a] platform architecture standpoint, always 
think about how to build a platform in an extensible way.” Jake Ber-
kowitz points out why maintaining flexibility is necessary: 

“The one thing you know about technology, somebody’s going to 
come along with a better mousetrap. You need to be ready to re- 
architect and refactor. We think about it architecturally. We 
budget time for that as we go. It’s the reality of the cloud.” 

Some companies such as GSK, have further, more specific criteria to 
build out their technical infrastructure. Kim Branson explains that: “the 
compute is really important for us. It’s key to be unconstrained by 
compute.” Such specific aspects will depend heavily on the use cases 
pursued by the particular company, but they should also be considered 
in developing the technical infrastructure. 

In the “productionizing” phase of implementing and scaling AI, firms 
can speed up experimentation on new models as well as continuously 
improve existing AI models. Akshat Kaul from Redfin explains: “It’s an 
ongoing effort. We are always working on improving the model that we 
have in production.” Importantly, firms can often productionize their AI 
particularly well when they place the emphasis on simpler rather than 
more complex models. For instance, Errol Koolmeister from H&M rec-
ommends: “You don’t go with the most complex technology or algo-
rithm from the start because you don’t know how that will scale.” 
Combined with the ability to continuously improve models, the upshot is 
more reliable models overall. This aspect of the “productionizing” phase 
is especially relevant for a company such as ADP. Jack Berkowitz il-
lustrates this point: 

“The second thing is about reliability because we’re messing with 
people’s paychecks at the end of the day. That’s what we do. That’s 
the most personal data there is other than maybe healthcare data. If 
you want to see somebody get excited, make a mistake on their 
paycheck. So, we have to have a little bit of reliability in terms of 
what we’re doing.” 

Reliability is evidently an important aspect to productionizing AI sys-
tems because companies increasingly need to make sure their AI systems 
provide accurate predictions and generate plausible output. Similarly, 
they need to be able to keep track of the consistency of their AI systems. 

Social components: In this phase of implementing and scaling AI, 

the AI growth vision changes to target the application of AI across the 
value chain and throughout the entire organization. Kevin Stumpf de-
scribes the varied application areas for AI at Uber: “The use cases really 
varied from everything from supporting self-driving cars to dynamic 
pricing predictions to fraud detection, customer support, rider and order 
ETAs, restaurant recommendations.” A key feature can be to prioritize 
the time to customer value creation, i.e., focusing on those applications 
and use cases where the organization can create real value for customers 
in a short time frame. Subarna Sinha describes how productionizing AI 
at 23andMe helped to change the growth vision for AI at the company: 

“I think when you see something happen this quickly and you’re able 
to say ‘Oh I just want to train this and see what the results look like 
even if I’m not going to ship it to customers tomorrow.’ It changes 
people... It’s a delta, kind of a big shift in the way people think about 
it.” 

At this stage, it is important to focus on one key AI capability, which is 
speed. This involves ensuring that the organization can quickly experi-
ment with new AI applications and test their performance in production. 
Adrien Gaidon explains how Toyota approaches this aspect of the 
“productionizing” phase: 

“You want faster turnaround time and this kind of stuff. We want to 
create some kind of Toyota production system of deep learning. It’s 
so that we can iterate really quickly from idea to model to validation 
and go back to the drawing board.” 

Machine learning and AI practitioners often work in agile ways, 
completing projects in sprints. This approach is even adopted by heavily 
research-oriented firms where the traditional pace is slower, and the 
development roadmap is oriented much more to the long term. For 
example, Kim Branson mentions that his company, GSK, “works in two- 
week sprints.” Developing the capability to quickly iterate ideas and 
products is important to satisfy customer requirements as well. 

A strong centrally positioned organizational structure can be a key 
component to transition to the second phase of implementing and 
scaling AI. Many companies focus on building a core AI team to support 
the various AI initiatives in the firm. Companies sometimes rely on 
additional vertical teams that closely support a particular line of busi-
ness and help to solve problems specific to AI implementation in that 
line of business. Sushil Thomas from Cloudera explains: 

“There are people who have a hub-and-spoke model where they have 
a central sort of center of excellence with the these are the guys who 
set up the best practices around the technologies they use and 
deployment practices and stuff like that. Then business units will 
have their own individual data scientists that they work with for 
their actual use cases.” 

As part of the organizational structure for the “productionizing” phase, it 
can be helpful to have key team members who evangelize for AI in the 
organization. These team members help to bring the AI growth vision to 
the entire organization. Ya Xu explains her approach at LinkedIn: 

“The way that I also see that’s worked really well is having this model 
that I like to call the champion model. Let’s say for example you build 
a platform and you have to convince ten other teams to use it. Don’t 
say hey all of you guys come and use my thing, but start with a couple 
of them who are already leaning in. They already showed interest, 
they already are actually excited about this thing.” 

Positioning champions for AI in the organizational structure can, 
therefore, be a very effective way to drive broad adoption of AI in the 
firm. 

4.2.3. Level 3. Platformizing 
The third phase of AI implementation allows firms to truly scale their 

AI systems. In “platformizing” AI in their organizations, businesses can 
take advantage of size, reusing capabilities in different contexts to fully 
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ramp up AI in the organization. 
Technical components: In this phase of scaling AI, firms rely very 

heavily on the previously established data pipeline and technical infra-
structure approaches. To fully scale AI in the organization, both data 
management and infrastructure need to be optimized for latency and 
throughput. In this phase, AI systems must often make lightning-fast 
inferences and process vast amounts of data in real time. Indeed, dur-
ing the “platformized” phase, companies often have to plan quite 
methodically for limitations in terms of inference speed and computing 
power. Ali Rodell points out how Capital One walks this tightrope: 

“A lot of people think that compute is unlimited because we work in 
the public cloud. Everybody reads compute is infinite in the cloud. 
One of the things we try and do is make sure that people understand 
that it is not. It is very scalable, but it is not unlimited.” 

The infrastructure should generally continue to improve in this phase to 
consider and eliminate any pain points encountered in running existing 
AI systems. To fully scale AI, it is helpful to democratize access to data 
and infrastructure so that AI solutions can be developed more quickly 
and by stakeholders with relatively less technical expertise. Kevin 
Stumpf from Tecton/Uber notes that: “The more data scientists you 
have, the more different use cases you have, the more sharing becomes a 
big part of it.” Subarna Sinha shares the future potential she sees to 
expand AI at 23andMe: 

“The way we look at it, we feel we’re really at kind of the beginning 
of what machine learning can do in terms of giving information on 
health. Right now a lot of our models primarily incorporate genetic 
information but there is room for incorporating information from 
wearables, information from lab values that you have, like your 
blood report or some measure of some other reports that you can 
have.” 

The most important technical component in the third phase of scaling AI 
is the way AI models are developed at this stage. Specifically, firms in this 
phase start to rely heavily on reusing capabilities. This means that they 
tend to develop “platforms” for related models. For instance, many firms 
find that forecasting is a problem that is highly relevant to many 
different business areas. At LinkedIn, such AI-based capabilities are re- 
used strategically, as described by Ya Xu: 

“I know that you are quite familiar with our proML platform. You can 
actually build your modules on top of it. [...] A simple example is my 
team actually developed this model [for] explainability capability. 
They used it in their application. That went really well. They built it 
as an extensible module on the platform so other people who wanted 
to use it they can use it too.” 

In the “platformizing’ phase of scaling AI, firms focus on building 
models that often open up the possibility of looking at a broader spec-
trum of related problems. Forecasting models, for instance, are germane 
to general time series problems, which can be applied in various com-
pany areas. 

Social components: At the organizational level, the AI growth vision 
should now focus on the long-term strategy for AI to enable data-driven 
innovation in the organization. Targeted use cases should now consider 
reusability and applicability to multiple lines of business. Moreover, 
firms should consider where to strategically invest in capabilities that 
will likely become highly relevant for the business within the next few 
years. Parvez Ahammad from LinkedIn explains how the company 
thinks about this issue: 

“There are two investment pillars that I mentally use. One is how do 
we pick problems that, essentially, if we solve them very well, help 
multiple lines of businesses? Take, for example, something like doing 
a really good job on experimentation, helps multiple lines of busi-
nesses evaluate how their products are working. [It] helps them 
iteratively ship the products better. Something like forecasting, if 

you do a really good job, it also allows multiple businesses to have an 
ability to set their goals and actually measure how things are going 
and recognize when things are not going right. The utility across 
multiple lines of business is a key pillar for how we think about it. 
The second important pillar is what is the strategic scope or impact? 
On this pillar, it doesn’t need to be actually a native part of the 
products today but something that we believe is going to be really 
important for us to invest in.” 

In terms of the AI capabilities required for this phase of scaling AI, here 
too, we see that firms are changing their emphasis from vertical capa-
bilities specialized in business lines or functions to horizontal capabil-
ities that can scale across business lines and functions. Sushil Thomas 
from Cloudera explains very succinctly that: “it’s important to just up- 
level org-wide what you can do with all of your data.” Capabilities 
should be managed as a portfolio with an eye to balancing shorter-term 
capability development and more risky, longer-term capability devel-
opment. According to Parvez Ahammad, LinkedIn wants “to be able to 
start new things or drop things that aren’t working and be much more 
driven by market fit within the LinkedIn ecosystem.” By strategically 
managing a portfolio of different AI projects, firms are able to exploit 
current capabilities while crafting space to create new ones. 

To support the vision and capability development, firms in this phase 
of scaling AI often alter the organizational structure. Horizontal teams 
that work on overarching capabilities such as forecasting are required to 
fully scale AI platforms. These teams can have a more (applied) research 
focus to drive horizontal capabilities more effectively. Errol Koolmeister 
from H&M explains what the implications of the company’s plans to 
scale AI are: 

“If we are 100 people today or 120-ish working on the AI use cases, 
we have around 10 use cases in production right now, if we’re going 
to have all our core operational decisions amplified by AI by 2025, 
which is our tech leap that we’re aiming towards, we’re going to 
need thousands of people if we’re scaling it vertically.” 

LinkedIn already operates its AI systems on a massive scale. Conse-
quently, they have adapted their organizational structure to be able to 
effectively support the demands of these AI systems. Parvez Ahammad 
describes the teams at LinkedIn: 

“One of the things that is relatively new... couple of years ago we 
started these horizontal teams. There are at least a couple of them. 
One of them is called Data Science Applied Research, which is my 
team. There is a sister team that we have called Data Science Pro-
ductivity and Experimentation.” 

LinkedIn has created a new organizational structure for AI at scale, 
which allows it to capitalize on the idea of reusable capabilities. The 
company achieved this by building teams on overarching topics such as 
applied research and experimentation. This setup allows LinkedIn to 
drive these topics across business units and application areas. 

5. Discussion 

5.1. Theoretical and management implications 

The literature has repeatedly highlighted the potential of AI to 
dramatically increase firm performance, regardless of industry (Berg 
et al., 2018; Chui et al., 2018; Makarius et al., 2020). Some researchers 
have argued that the largest technology firms in particular have built a 
sustainable competitive advantage by shoring up their AI capabilities in 
digital platforms (Iansiti and Lakhani, 2020). At the same time, many 
other firms struggle to reap the rewards from AI (Browder et al., 2022; 
Ransbotham et al., 2020). This poses an interesting question of why 
some firms succeed while others fail to benefit from AI. Currently, 
pressure is increasing due to the rapid change induced by ChatGPT and 
other generative AI systems, which are substantially changing how 
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businesses should be conducted in most industries (Edelman and 
Abraham, 2023). Even though experts have long predicted that AI will 
change the competitive arena and how to act in virtually all industries 
(Berg et al., 2018; Chui et al., 2018), this is now happening fast, and 
many firms are rapidly working on how best to implement and scale AI 
in their business. In reviewing how companies are coping with these 
challenges, we believe we are making several contributions to the 
research in this field. 

Past work on technology adoption has shown that successful 
implementation centers on firms creating an appropriate socio-technical 
system within which to foster the new technology. This has been shown 
to be the case for IT adoption, for instance (Boothby et al., 2010; 
Brynjolfsson et al., 2002). Several studies indicate that AI technology 
contains socio-technical components that firms must manage in order to 
benefit from it (Anthony et al., 2023; Glikson and Woolley, 2020; Leb-
ovitz et al., 2022; Makarius et al., 2020). Given that AI is generative, 
malleable, and combinatorial (Kallinikos et al., 2013), and that it can 
autonomously make predictions or generate outcomes and advance 
these over time (Murray et al., 2021), firms are faced with sizeable 
challenges in creating a suitable socio-technical system to benefit from 
the technology. However, research on the socio-technical components 
required to successfully exploit – that is to say, implement and scale – AI 
is still very limited, and there have been calls for further research in this 
area (Kanioura and Lucini, 2020; Makarius et al., 2020). The primary 
contribution of our study, therefore, is to begin to address this gap in the 
literature. Our exploratory qualitative approach allows us to gain a more 
fine-grained understanding of the socio-technical components of 
implementing and scaling AI. Specifically, we find that, on the technical 
side, firms should build out their data pipelines, technical infrastructure, 
and AI models. On the social side, firms should create an AI growth 
vision, build AI capabilities, and create an organizational structure to 
support the development of AI systems. 

We further contribute to the literature by describing the phases of AI 
implementation and scaling. We find that the above socio-technical 
components play different roles during the process of moving from 
implementing to scaling AI. Firms generally begin with “proving the 
concept” of AI within the firm by launching their first viable use cases of 
the technology. Then, as firms plan to use AI more systematically, they 
advance to the “productionizing” phase. This phase is characterized by 
an increased standardization of processes to enable firms to handle more 
use cases. Finally, firms reach the “platformizing” phase, which allows 
them to run AI at scale. This means that they address use cases across the 
entire value chain, setting up the appropriate socio-technical compo-
nents to reuse capabilities across AI applications. 

Moreover, this study contributes to our understanding of how com-
panies should act specifically when facing AI in their markets. We 
identify four basic advantages of implementing and scaling AI. First, 
implementing and scaling AI is considered a strategic necessity for most 
industrial sectors. As Nir Bar-Lev, the CEO of Clear ML, notes: “You 
probably want to have data scientists because if you want to be 
competitive, in virtually every industry today, you have to integrate AI 
into your business”. This assertion is strongly supported by recent 
research on the applicability of AI, which indicates that AI can be 
employed in almost any sector (Chui et al., 2018). Consequently, at a 
most basic level, taking small steps to investigate how to implement and 
scale AI is a prerequisite for firms to remain competitive in the market. 
Firms that do not adopt AI risk being left behind. 

Second, successfully implementing and, in particular, scaling AI are 
necessary for firms to fully realize the financial benefits that the tech-
nology can offer. Firms at the very early stages of AI implementation 
often struggle to do so (Ransbotham et al., 2020). These firms are 
seemingly stuck in proof-of-concept purgatory. The transition to pro-
ductionized or platformized AI is difficult. Nir Bar-Lev explains how 
difficult it was for AI powerhouse, Google, to accomplish the transition 
only a few years ago when it worked to productionize an AI system that 
could help the company improve electrical consumption in its data 

centers by 40 % (Evans and Gao, 2016): “That got a lot of attention, but 
what wasn’t known outside was that building that initial model took 
three weeks. Building a prototype to check it out, just validate it in one 
data center – not a working product, but a prototype – took three 
months. Rolling it out as a product? Over a year.” Since there is still a 
considerable hurdle for firms to surmount in employing AI profitably, it 
is important to address this question (Browder et al., 2022). Bringing AI 
fully into the production environment allows firms to reap the financial 
benefits from these systems. This study furthers our understanding by 
identifying the key socio-technical components that firms scaling AI 
need to employ in their organizations. 

Third, our study shows that productionizing and platformizing in-
crease the speed, reliability, and explainability of AI systems. By stan-
dardizing and automating many of the core functions in AI systems, 
productionizing and platformizing improve the efficiency of AI. Jack 
Berkowitz, chief data officer at ADP, describes the main advantages his 
company sees in productionizing AI: “The first one is about pace. The 
world’s busy, clients are demanding, and the world situations are 
changing all the time. The second thing is about reliability […] the third 
thing is really about clarity and explainability, whether it’s to each other 
inside the development teams or whether it’s to our end clients.” By 
offering a systematic approach to AI development, productionizing 
creates the foundation for measurable and benchmarkable success. Such 
features are highly important because AI systems are often biased and it 
is, therefore, important to ensure that the systems run as intended and 
can be managed appropriately. This is perhaps especially true for 
generative AI systems that are prone to creating unreliable output. 
Consequently, firms should create the best possible socio-technical 
system to support their AI endeavors (Jackson, 2023). 

Finally, our study indicates that platformizing AI enables entirely 
new opportunities for firms. This phase of scaling AI means that busi-
nesses can pursue novel data-driven innovation. The advanced tech-
niques and reuse of capabilities create space for the firm to discover new 
prospects. Parvez Ahammad, head of data science applied research at 
LinkedIn, explains how working on one reusable capability has opened 
new paths for the company: “One of the nice side effects of getting the 
forecasting part right has been that we now are starting to look at a 
broader spectrum of time series problems. Forecasting is a sister problem 
to anomaly detection. Most people that come to you and ask for fore-
casting or anomaly detection also want a root cause analysis. There are a 
lot of statistical problems that are very adjacent. Initially, we were very 
focused on one, and when we got it right we feel like we have a p(0) 
answer. We are trying to slowly build something that’s more holistic.” 
Ultimately, the team thinks these developments will allow it to “change 
the culture of performance management [and make forecasting] a much 
more natural component of how people do matrix performance man-
agement.” This example nicely illustrates how entirely new possibilities 
can be shaped by platformizing AI in organizations. In this phase, the 
potential is diverse, and firms will be able to create new data-driven 
initiatives supported by AI-based capabilities. This finding of our 
study is of particular interest for the AI literature on innovation and 
management because it indicates that AI may be a key way for firms to 
create capabilities going forward (Kemp, 2023). Our study is, therefore, 
among the first to show which socio-technical components are pertinent 
in creating AI-based capabilities and how firms can navigate the process 
of gaining competitive advantage using AI capabilities. 

These benefits are findings uncovered from our analysis of the early 
stages. The full effects of scaling AI are presumably even more extensive. 
As noted, the implementation and scaling of AI in organizations is pre-
dicted to bring wide-ranging changes in essentially all sectors of industry 
and will substantially contribute to economic growth (Bughin et al., 
2018; Chui et al., 2018). To fully take advantage of the potential benefits 
of AI, managers must pull the right socio-technical levers in their or-
ganizations. They need to develop the right technical and social com-
ponents for AI. 
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5.2. Limitations and paths for future research 

This study has some important limitations that, at the same time, 
point to certain interesting paths for future research. First and foremost, 
as a purely qualitative study, generalizability from our findings is 
somewhat limited. It would be a very worthwhile endeavor for future 
research to quantitatively examine the implementation and scaling of AI 
in organizations. In particular, it would be interesting for scholars to 
examine the extent to which employee knowledge and skills impact 
firms’ ability to implement and scale AI because these factors are of 
considerable importance for firms attempting to benefit fully from 
modern technologies (Zheng and Hu, 2008). Relatedly, future work 
could consider studying how firms’ plans to implement and scale AI 
interact with other firm strategies. For example, recent research has 
shown that some firm strategies are more conducive to good perfor-
mance in turbulent market conditions (Beliaeva et al., 2020). Conse-
quently, it may be fruitful to examine how other firm strategies support 
or impede technology adoption in firms. 

Second, the literature on digital transformation, which is broader 
than AI transformation specifically, suggests that the external context 
can markedly influence the extent to which firms can and must trans-
form (Hanelt et al., 2021). In line with this research, it may be helpful for 
future research to consider additional external conditions affecting 
firms’ AI transformations. Future research may also benefit from 
analyzing the larger labor market implications of increased AI imple-
mentation and scaling. Past research has indicated that adoption of AI 
and robotics can have a significant impact on the labor market (Autor, 
2015; Chen et al., 2022; Dixon et al., 2021). Since the implications of AI 
adoption are still ambiguous, with some studies suggesting that 
increased use of the technology will lead to lower employment and 
others arguing the opposite, it would be beneficial for future work to 
examine whether the AI transformation approach chosen by companies 
affects AI’s impact on employees. 

Finally, the current study did not limit itself in terms of industry, firm 
size, or geographical location. Future work could, therefore, examine 
how AI transformation is affected by the industry context, firm size, and 
sector location. Such analyses would allow the literature to establish 
more generalizable findings that hold across industry, firm size, and 
geography as well as to determine specific findings for smaller sets 
operating under special conditions. 

6. Conclusion 

The rapid advancement of AI presents significant challenges for 
companies, requiring them to adapt and navigate in order to integrate AI 
into their operations. To stay competitive, companies must proactively 
engage with AI technologies, strategically invest in talent and infra-
structure, and establish a comprehensive AI framework to drive inno-
vation and shape industry standards. This paper has argued that 
knowledge of AI implementation and scaling is rapidly needed and that 
it is time to review best practice. Our effort provides an initial frame-
work and scientific model of AI implementation and AI scaling. Devel-
oping and implementing AI is known to be a difficult and challenging 
undertaking, but our accounts provide a list of benefits. Companies that 
succeed in implementing and scaling AI can ensure they remain 
competitive, drive value creation across the value chain, unlock effi-
cient, reliable, and explainable AI solutions, and develop new AI-based 
capabilities. Success hinges on managing the implementation and 
scaling of AI by pulling the right socio-technical levers – developing a 
data pipeline, technical infrastructure, and AI models – while setting the 
right social context of laying out the AI growth vision, expanding AI 
capabilities, and establishing a suitable organizational structure. The 
framework we provide in this paper offers guidance on how to imple-
ment and scale AI to facilitate the successful use of AI in companies, 
leading the way to the next generation of highly innovative and 
competitive companies. 
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