
Journal of King Saud University – Computer and Information Sciences 35 (2023) 101675
Contents lists available at ScienceDirect

Journal of King Saud University –
Computer and Information Sciences

journal homepage: www.sciencedirect .com
Decoding ChatGPT: A taxonomy of existing research, current challenges,
and possible future directions
https://doi.org/10.1016/j.jksuci.2023.101675
1319-1578/� 2023 The Author(s). Published by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

⇑ Corresponding authors.
E-mail addresses: shahabssohail@jamiahamdard.ac.in (S.S. Sohail), faizahaque16@gmail.com (F. Farhat), yhimeur@ud.ac.ae (Y. Himeur), nadeem.amu@gm

(M. Nadeem), dag.oivind.madsen@usn.no (D.Øivind Madsen), Singh.Yashbir@mayo.edu (Y. Singh), satalla@ud.ac.ae (S. Atalla), wathiq.mansoor@ud.ac.ae (W. Mans

Peer review under responsibility of King Saud University.

Production and hosting by Elsevier
Shahab Saquib Sohail a, Faiza Farhat b,⇑, Yassine Himeur c, Mohammad Nadeemd, Dag Øivind Madsen e,⇑,
Yashbir Singh f, Shadi Atalla c, Wathiq Mansoor c

aDepartment of Computer Science and Engineering, School of Engineering Sciences and Technology, Jamia Hamdard, New Delhi 110062, India
bDepartment of Zoology, Aligarh Muslim University, Aligarh, UP, India
cCollege of Engineering and Information Technology, University of Dubai, Dubai, United Arab Emirates
dDepartment of Computer Science, Aligarh Muslim University, Aligarh, UP, India
eUniversity of South-Eastern Norway, Norway
fDepartment of Radiology, Mayo Clinic, Rochester, MN, USA
a r t i c l e i n f o

Article history:
Received 10 April 2023
Revised 16 July 2023
Accepted 25 July 2023
Available online 2 August 2023

Keywords:
ChatGPT
Large language models (LLMs)
Generative Pre-trained Transformer (GPT)
AI Generated Content (AIGC)
Systematic review
Trustworthy AI
a b s t r a c t

Chat Generative Pre-trained Transformer (ChatGPT) has gained significant interest and attention since its
launch in November 2022. It has shown impressive performance in various domains, including passing
exams and creative writing. However, challenges and concerns related to biases and trust persist. In this
work, we present a comprehensive review of over 100 Scopus-indexed publications on ChatGPT, aiming
to provide a taxonomy of ChatGPT research and explore its applications. We critically analyze the existing
literature, identifying common approaches employed in the studies. Additionally, we investigate diverse
application areas where ChatGPT has found utility, such as healthcare, marketing and financial services,
software engineering, academic and scientific writing, research and education, environmental science,
and natural language processing. Through examining these applications, we gain valuable insights into
the potential of ChatGPT in addressing real-world challenges. We also discuss crucial issues related to
ChatGPT, including biases and trustworthiness, emphasizing the need for further research and develop-
ment in these areas. Furthermore, we identify potential future directions for ChatGPT research, proposing
solutions to current challenges and speculating on expected advancements. By fully leveraging the capa-
bilities of ChatGPT, we can unlock its potential across various domains, leading to advancements in con-
versational AI and transformative impacts in society.
� 2023 The Author(s). Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

In recent years, there has been a significant advancement in
natural language processing (NLP) and artificial intelligence (AI)
technologies, leading to the development of sophisticated language
models capable of generating human-like text. Among these mod-
els, Generative Pre-trained Transformers (GPT) have gained
tremendous attention and recognition for their ability to generate
coherent and contextually relevant responses. GPT models have
2

been successfully applied to various NLP tasks, including language
translation, text summarization, and question answering (Guo
et al., 2023). One prominent variant of the GPT model is Chat Gen-
erative Pre-trained Transformer (ChatGPT), a chatbot specifically
designed to engage in conversational interactions with users (AI,
2023; Sohail et al., 2023). ChatGPT leverages the power of GPT to
provide interactive and dynamic responses, mimicking human-
like conversation. This innovative technology has opened up new
possibilities in customer service, virtual assistants, and other
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applications where natural language understanding and genera-
tion are crucial (Cascella et al., 2023a; Deng and Lin, 2022).

As a result, there has been a growing interest in ChatGPT that
extends far beyond the computer science discipline, with research-
ers from various backgrounds exploring its potential usefulness
(Javaid et al., 2023). It has quickly gained worldwide attention
and there is a lively discussion about its advantages and potential
harmful effects. In a short span of time, ChatGPT has established
itself as an excellent tool for accomplishing a variety of tasks, such
as generating text on a given topic, obtaining information on a
topic of interest, composing emails or messages with specific con-
tent and tone, modifying the structure or wording of a text, etc.
Salvagno et al. (2023). Additionally, it can generate code in multi-
ple programming languages. Researchers have even used ChatGPT
for scientific writing since it makes several parts of the academic
writing process faster and more manageable, including article
summarization, drafting, language translation, etc. Lee (2023b).

1.1. Architecture of ChatGPT

ChatGPT, developed by OpenAI (OpenAI, 2023), is a language
model that enables the creation of conversational AI systems cap-
able of understanding and providing meaningful responses to
human language inputs. Functioning as an AI-enabled chatbot, it
employs algorithms to process user inputs and generate appropri-
ate replies (Cao et al., 2023). ChatGPT has the ability to generate
new responses or utilize pre-existing ones (Salvagno et al., 2023).
To enhance its comprehension of user queries and generate accu-
rate responses, ChatGPT undergoes continuous refinement using
reinforcement methods, machine learning, and natural language
processing techniques (Ouyang et al., 2022). In its own words (gen-
erated on March 29, 2023):

”I am ChatGPT, a language model developed by OpenAI, designed to
generate human-like responses to a wide variety of questions and
prompts. My purpose is to assist and interact with users in a conver-
sational manner, providing helpful and informative responses to their
inquiries.”

To continually improve the reliability and accuracy of the
model, ChatGPT incorporates reinforcement learning from human
feedback (RLHF), allowing it to learn and understand human pref-
erences through extended dialogues (Christiano et al., 2017;
Stiennon et al., 2020). Additionally, researchers are actively explor-
ing new technologies to enhance further its performance (Cao
et al., 2023; AI, 2023). ChatGPT utilizes a transformer architecture
consisting of encoder-decoder layers that collaborate to process
and generate natural language text (Chen et al., 2023). The archi-
tecture of ChatGPT comprises several vital components, such as
the tokenizer, which divides raw text into smaller units called
tokens for easier processing. The input embedding component then
converts these tokens into high-dimensional vector representa-
tions (Wang et al., 2019).

The transformer architecture of ChatGPT consists of two main
components: the encoder and the decoder (Budzianowski and
Vulic, 2019). The encoder processes the input text hierarchically,
creating representations at different levels of abstraction. On the
other hand, the decoder generates the output text one token at a
time, utilizing the input representations generated by the encoder.
An essential feature of the transformer architecture is the attention
mechanism, which allows the model to selectively focus on differ-
ent parts of the input text while generating the output (Jain et al.,
n.d.). This mechanism enhances the model’s ability to capture rel-
evant information and produce coherent output. The output soft-
max layer is responsible for converting the high-dimensional
vector representation of the output text into a probability distribu-
tion over the vocabulary of possible output tokens. This enables
ChatGPT to generate high-quality and coherent natural language
3

text. The architecture of ChatGPT empowers it to excel in various
tasks, including chatbots, language translation, and text comple-
tion, by generating accurate and meaningful responses.

Despite its popularity and usefulness, ChatGPT has raised con-
cerns among researchers and practitioners due to its potential to
generate content that, although seemingly reasonable, lacks factual
accuracy (Borji, 2023). This issue can result in the production of
counterfactual or meaningless responses, posing a serious threat
to the reliability of online content. Additionally, the false narratives
generated by ChatGPT can be easily mistaken as legitimate, espe-
cially by individuals who are unfamiliar with the topic at hand
(NewsGuard, 2023). Researchers have been exploring and high-
lighting the potential harms associated with ChatGPT, including
the propagation of stereotypes, biased responses, and dissemina-
tion of misleading information (Liang et al., 2021; Nadeem et al.,
2020). Ethical concerns have also been raised regarding the use
of ChatGPT, particularly when it is employed to create manipulated
content that promotes misinformation and incites violence, poten-
tially causing harm at both individual and organizational levels.
Moreover, there are concerns that ChatGPT-generated content
may infringe upon copyright and intellectual property rights
(Deng and Lin, 2022). Furthermore, ethical considerations regard-
ing the use of this tool for academic and scientific writing cannot
be disregarded (Lee, 2023b).

1.2. Progress of ChatGPT research

The initial iteration of ChatGPT referred to as GPT-1, was
equipped with 117 million parameters and underwent training
on a substantial corpus of text data (Ernst and Bavota, 2022). Sub-
sequent versions, such as GPT-2, GPT-3, and the latest release, GPT-
3.5, have experienced notable advancements by significantly aug-
menting the number of parameters. This augmentation has facili-
tated the generation of responses that are even more accurate
and human-like. An important breakthrough in ChatGPT is its
capacity for zero-shot learning, which empowers the model to gen-
erate coherent responses to prompts it has never encountered
before (Zhang and Li, 2021). This remarkable capability is achieved
through the utilization of unsupervised learning techniques and a
novel training objective known as language modeling.

Despite the limitations of ChatGPT, its application has extended
to various fields, including healthcare (Abdel-Messih and Kamel
Boulos, 2023; Sallam, 2023), cyber security (Mijwil et al., 2023),
environmental studies (Rillig et al., 2023), scientific writing
(Salvagno et al., 2023; Lee, 2023b), education (Tlili et al., 2023),
and others (Wang et al., 2023; Dowling and Lucey, 2023; Biswas,
2023e). It is anticipated that the usage of ChatGPT will continue
to grow in the future, with potential developments aimed at
enhancing its capabilities (Aljanabi et al., 2023; AI, 2023). These
developments may include real-time training of ChatGPT to
improve its performance and the expansion of its domain-specific
knowledge to make it more tailored and personalized for specific
areas such as customer service, healthcare, business, or finance.
Additionally, efforts can be made to address the issue of misinfor-
mation by ensuring that ChatGPT provides impartial and fair
responses, thereby enhancing its trustworthiness and aligning with
the growing importance of AI ethics and fairness considerations.

1.3. Research questions and prime contributions

Writing a review about ChatGPT and its future contributions to
recommender systems is crucial for synthesizing knowledge, iden-
tifying benefits and limitations, guiding future research, informing
practitioners, and addressing ethical considerations. It serves as a
valuable resource for advancing the field and maximizing the
potential of ChatGPT in enhancing personalized recommendations.
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In doing so, this review article attempts to answer the following
research questions (RQs):

� RQ1. What is the current state of ChatGPT research, including its
architecture, advancements, and prime contributions?

� RQ2. How diverse is the landscape of publications related to
ChatGPT, and what are the recent trends in this research
domain?

� RQ3. What are the various applications of ChatGPT across differ-
ent domains, such as healthcare, marketing and financial ser-
vices, software engineering, academic and scientific writing,
research and education, environmental science, and natural lan-
guage processing?

� RQ4. How can multimodal data (e.g., text, audio, visual) be
leveraged to enhance the capabilities and performance of
ChatGPT, and what are the key technical challenges in doing so?

� RQ5. What are the main challenges, ethical considerations,
potential risks, and ongoing research efforts in deploying GPT
models in chatbot systems, and how are these being addressed
to ensure fairness, transparency, explainability, and human-
centered design?

It can be observed that many research areas around ChatGPT
need to be explored. The current literature survey provides a
detailed overview of research related to ChatGPT. There are exist-
ing review works on Large Language Models (LLM) (Melis et al.,
2017; Chen et al., 2021) and AI Generated Content (AIGC) (Cao
et al., 2023) but they are very broad and do not take into consider-
ation the specificities related to ChatGPT. To that end, this review
work, a first of its kind, comprehensively performs a critical study
of ChatGPT by covering 8 different applications, current issues and
future challenges. The current study begins by reviewing the exist-
ing literature on ChatGPT and develops a taxonomy of areas/do-
mains in which researchers have utilized this tool.

Additionally, the literature survey outlines the areas for
improvement and presents potential challenges. Finally, the future
applications of the tool and answers to its limitations are also
explored. In summary, this survey makes several contributions,
including:

� A comprehensive review on ChatGPT.
� Presents and analyses the related literature.
� Highlights the areas in which this tool is predominately used.
� Concerns around ChatGPT and possible answers.
� Future enhancements and applications.
Table 1
Comparison of the proposed study with other surveys conducted on ChatGPT. We use tick m

Survey Application ChatGPT Bibliom

background ric ana

(Lund and Wang, 2023) Academia
(Dwivedi et al., 2023) Multidisciplinary U

(Ray, 2023) Multidisciplinary U

(Kohnke et al., 2023) Language
teaching

(Sifat, 2023) Multidisciplinary U

(Rahman and Watanobe, 2023) Academia U

(Temsah et al., 2023) Healthcare U

(Li et al., 2023) Education U

(Eggmann et al., 2023) Healthcare
(Hill-Yardin et al., 2023) Scientific publishing
(Lo, 2023) Education
(Sallam et al., 2023) Healthcare education
(Gunawan, 2023) Healthcare
Ours Multidisciplinary U U
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Moving forward, the proposed study has been compared
with other surveys conducted on ChatGPT to identify the
unique aspects and advancements it brings to the field. The
analysis has considered various factors such as the applications
covered, ChatGPT background, bibliometric analysis, research
questions ChatGPT fine-tuning, open challenges and future
research directions. Table 1 summarizes the output of this
comparison.

The rest of the paper is organized as follows. Section 2 high-
lights the variety of research domains that have published works
on ChatGPT. Publication trends and taxonomy of ChatGPT litera-
ture are presented in Section 3. Section 4 discusses the applications
of ChatGPT. Limitations of the tool and future enhancements are
outlined in Section 5 and Section 6, respectively. Finally, conclud-
ing remarks are presented in Section 7.
2. Survey methodology

To conduct our literature review, we adopted the methodology
proposed in Kitchenham (2004). It is crucial to recognize that iden-
tifying the need for a review is just as important as the review
itself. The rapid dissemination of ChatGPT research resulted in a
diverse research landscape due to its wide publicity and accep-
tance at different levels in our daily lives. Our study highlights
the need for a comprehensive review that outlines the various
aspects of its usage for different applications, its limitations and
potential future directions.

After running search queries, inclusion (IC) and exclusion (EC)
criteria were created to filter out the retrieved articles from the
Scopus database. Material obtained may include multiple papers
that match the search query but are irrelevant to our study. We
have also performed a screening of the articles by going through
the abstract and assessing its relevance to the title under consider-
ation. The Inclusion and exclusion criteria comprise the following:

Inclusion criteria:

� IC-1: English must be the medium of the paper.
� IC-2: The foundation of the paper must be a peer-reviewed pub-
lication, such as one from a workshop, journal, book, confer-
ence, etc.

� IC-3: Articles that contain keyword ”chatgpt” or ”chat-gpt” in
their abstract or title.

� IC-4: Articles that discuss ChatGPT.
� IC-5: Articles that are published till March 25, 2023.
arks (U) to indicate the addressed fields and cross marks ( ) to denote missed fields.

et- RQs ChatGPT Open challenges Future

lysis fine-tuning Intrinsic Usage- Ethical Direction
related Concern

U

U U U

U

U U

U U U U U U



S.S. Sohail, F. Farhat, Y. Himeur et al. Journal of King Saud University – Computer and Information Sciences 35 (2023) 101675
Exclusion criteria:

� EC-1: Short papers.
� EC-2: Articles that did not contain keyword ”chatgpt” or ”chat-
gpt” in their abstract or title.

� EC-3: Articles discussing only GPT or generative AI and not
exclusively chat GPT.

� EC-4: Duplicate articles.
� EC-5: Earlier versions with errata.

After applying the specified criteria, a total of 109 articles were
included in the analysis. These articles involved contributions from
349 authors representing 53 different nations, indicating a wide
range of international participation in the literature on ChatGPT.
The publications were further examined and categorized based
on their respective subject areas. Notably, the field of medicine
had the highest representation, accounting for 23% of the total
publications. This was followed by social sciences (20%) and com-
puter science (11%) (see Fig. 1). Multidisciplinary subjects and
health professionals made up 8% and 7% of the total corpus,
respectively.

Fig. 2 provides a visual representation of the collaborative net-
work among countries contributing to the topic of ChatGPT. The
size of each circle corresponds to the number of documents pro-
duced by that country, while the connecting lines represent collab-
oration links between countries. The thickness of the connecting
lines corresponds to the frequency of collaboration between the
respective countries. The United States ranked first as the country
of origin for published articles, with a total of 33 publications in the
corpus. It was followed by the United Kingdom with 10 publica-
tions, and Australia and China with 9 publications each. In terms
of collaborations, the United States had the most extensive net-
work, collaborating with 24 different countries, accounting for over
18% of the total corpus. Switzerland ranked second in terms of col-
laboration, with 20 collaborative countries, followed by Australia
with 19 collaborations, and the United Kingdomwith 18 collabora-
tions (see Fig. 2).
3. Diversity of publication on ChatGPT

Following its launch, ChatGPT quickly gained a lot of popularity
in a variety of disciplines (Cox, 2023; Dwivedi et al., 2023; Tlili
et al., 2023), including academia (Chen, 2023b) and science
(Morreel et al., 2023). It is being used for a wide range of applica-
Fig. 1. Publications on ChatGPT

5

tions from content creation, translation, writing essays, and com-
puter coding to research assistance. Research scholars have been
using ChatGPT in a variety of ways, including writing scientific lit-
erature, gathering data, drafting abstracts for research papers (Else,
2023), and looking for medical diagnostic advice (Hirosawa et al.,
2023). Even entire scientific articles have occasionally been gener-
ated using it, with authorship provided. However, there has been
criticism and backlash from many people as a result of ChatGPT’s
instances of generating inaccurate information or being perceived
as a threat to the integrity of plagiarism-free scientific texts.

As far as publication avenues (journals and conferences) are con-
cerned, Nature Journal tops the list with 13 articles. Next, Account-
ability in Research has published 4 articles. Other journals with
multiple publications include JMIR Medical Education (3), Journal
of Educational Evaluation for Health Professions (3), and The Lancet
Digital Health (3). Iraqi Journal for Computer Science and Mathe-
matics has also published 2 documents as well. However, no arti-
cles have been published in top conferences on NLP, possibly
because it usually takes more time for conference announcement
and acceptance, and consequently gets published online.
4. Recent trend of publications related to ChatGPT

A thorough literature review was conducted, and 109 articles
were found after searching the Scopus database for relevant arti-
cles on ChatGPT. Following the classification of the retrieved arti-
cles using either their abstracts or full texts, it was discovered
that there were mainly three categories of articles published up
until March 25th, 2023: 1) evaluations of ChatGPT, 2) predictions
made using ChatGPT, and 3) reviews on ChatGPT. The biggest
cohort consisted of ChatGPT assessments across various domains.
A total of 68 articles were published to evaluate ChatGPT’s ability
to gauge its proficiency in providing accurate answers or the depth
of its knowledge. Making predictions using ChatGPT for different
fields is the subject of the second-largest group of articles (39)
and the fewest reviews (10 publications).

Upon reviewing the entire body of literature related to ChatGPT,
a prevalent pattern has emerged in the structure of most articles,
as shown in Fig. 3. Typically, authors select a topic of interest,
ask ChatGPT questions, and then provide interpretations based
on its responses. These interpretations can be broadly categorized
into two types: those that predict the future of the topic in the con-
text of ChatGPT and those that assess ChatGPT’s features and their
potential impacts.
on the basis of subject area.



Fig. 2. Top contributing countries.

Fig. 3. A common trend identified in the reported chatGPT research.
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Furthermore, it has been noted that the majority of publications
center around either ChatGPT’s feature assessment as a scientific
writing assistant or predictions about the future of the education
system. As a result, many authors have expressed concerns regard-
ing the ethical and scientific implications of ChatGPT’s features and
their potential negative effects on scientific academia. Meanwhile,
several articles have explored how ChatGPT could impact learners
and educators, as well as the ethical considerations that must be
taken into account when using it.

The different assessments included those for bias (Wang,
2023b; Wang et al., 2023), for study (Cooper, 2023), for mental
health (Prada et al., 2023), for public health (Jungwirth and
Haluza, 2023a; Biswas, 2023e), etc. It is noted that the majority
of authors have evaluated ChatGPT for its capacity for scientific
writing (30 publications), whether in terms of producing data
(Maddigan and Susnjak, 2023), writing a scientific article
(D’Amico et al., 2023; Anderson et al., 2023; Farhat et al., 2023),
or fetching references for particular subjects (Gravel et al., 2023;
Alkaissi and McFarlane, 2023; Farhat et al., 2023). The potential
of ChatGPT to make a contribution to the field of education from
the perspectives of learners (Gaševic et al., 2023), educators (Lim
et al., 2023), and mentors (Naumova, 2023; Johinke et al., 2023;
Rospigliosi, 2023) was the second biggest issue. The third biggest
group of researchers from various fields questioned ChatGPT to
evaluate its research ability to contribute to the field of research.
Additionally, some authors have evaluated it for subject expertise
by posing it with various test questions, such as those from bar
6

exams (Bommarito and Katz, 2022), medical exams (Gilson et al.,
2023), etc. Some have also asked questions based on their exten-
sive understanding of various fields, including parasitology (Huh,
2023b; Šlapeta, 2023), clinical diagnosis (Hirosawa et al., 2023),
environmental sciences (Rillig et al., 2023), public health (Biswas,
2023e), etc. A few authors also questioned ChatGPT’s efficiency
in cyber security (Mijwil et al., 2023) and its potential for biases
due to algorithms (Wang, 2023b), region (Wang et al., 2023), and
language (Seghier, 2023). Some authors have also used ChatGPT
for writing research papers and credited it as an author (Mijwil
et al., 2023; Aljanabi et al., 2023), while others have questioned
the validity of such authorship (Stokel-Walker, 2022; Siegerink
et al., 2023) (Fig. 4).

The second most popular research publication subject was pre-
diction through ChatGPT. Numerous researchers have forecasted
how ChatGPT will affect various areas, including the educational
system (Choi et al., 2023; Lim et al., 2023) (12 publications). In
terms of predictions, disease diagnosis (Khan et al., 2023; Mann,
2023; DiGiorgio and Ehrenfeld, 2023) came in second. Clinicians
and medical professionals probed ChatGPT with hypothetical or
real-world patient symptoms to determine whether or not it
would aid in the diagnosis or treating patients. It was also very
common among researchers to predict research trends in specific
research fields using ChatGPT (Tong and Zhang, 2023), which
would be helpful for aspiring researchers to pursue their research.
Concern has also been expressed by a group of scholars who antic-
ipate how ChatGPT could impact writing in both academic



Fig. 4. Taxonomy of literature on ChatGPT.
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(Perkins, 2023) and scientific fields (Ali and Djalilian, 2023b;
Tregoning, 2023). After conducting an extensive literature survey,
it was discovered that only one out of the ten reviewed articles
published so far discusses AI-Driven Conversational Chatbots,
including ChatGPT, from 1999–2022 (Lin et al., 2023). However,
it should be noted that this article does not solely focus on
ChatGPT. Therefore, it can be inferred that a systematic literature
review that is exclusively dedicated to ChatGPT has not yet been
published. It is worth mentioning that the remaining nine
reviewed articles focused on the efficiency of ChatGPT. This was
either accomplished through direct assessment or prediction using
ChatGPT (Budler et al., 2023; Thurzo et al., 2023; Haman and
Školník, 2023).

It is also important to note that Prompt Engineering is turning
out to be an emerging dimension related to ChatGPT (White
et al., 2023). Researchers explored various techniques for designing
effective prompts to elicit desired responses from the tool. This
involved providing explicit instructions or giving example outputs
to guide the tool’s behavior (White et al., 2023). Another important
trend was the development of diversity-promoting approaches. To
address issues related to generating repetitive or generic
responses, researchers experimented with techniques to encour-
age the generation of diverse and creative outputs (Cao et al.,
2023). Ethical considerations are discussed in the majority of the
papers either in detail or briefly. As AI systems interact with users,
concerns about bias, fairness, and ethical issues have become
prominent. Studies focused on developing methodologies to miti-
gate bias in language models and ensure they adhere to ethical
guidelines, such as promoting fairness and avoiding harmful or
offensive responses (Ray, 2023). It is obvious that the ethical
dimension of ChatGPT will remain a hot topic in the future.
5. Applications of ChatGPT

This section provides an overview of the primary applications of
ChatGPT and generative chatbots in general. Furthermore, Table 2
offers a summary of the existing research on ChatGPT, outlining
the area of study, applications, objectives, and key findings of each
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study. One of the common applications of ChatGPT is as a personal
assistant (Bakker et al., 2022). In different domains, the tool is cus-
tomized to serve the needs of specific domains. For example, in the
domain of healthcare, ChatGPT is used as a virtual medical assis-
tant to provide patients with information about symptoms, medi-
cations, and general healthcare advice. They can help triage
patients by asking relevant questions and suggesting appropriate
next steps (Perkins, 2023; Wang et al., 2023). In marketing,
ChatGPT works as a conversational chatbot to handle customer
inquiries, provide product recommendations, and assist with order
tracking. This helps streamline customer support processes,
reduces wait times, and improves customer satisfaction (Cascella
et al., 2023a). ChatGPT is turning out to be a Code Assistant and
Debugger. It helps software developers by providing code sugges-
tions, debugging assistance, and answering programming-related
questions (Aljanabi et al., 2023). This improves development pro-
ductivity and facilitates knowledge sharing among developers.
5.1. Healthcare

Although ChatGPT has access to limited medical data, it has
demonstrated performance in medical licensing exams equivalent
to that of an undergraduate third-year medical student. As a result,
there have been urgent discussions within the medical field about
the impact of ChatGPT. Stokel-Walker and van Noorden describe in
their article the implications of generative AI for science and how
ChatGPT can answer some open-ended medical queries nearly as
well as an average human physician (Sohail et al., 2023) but with
some shortcomings and unreliabilities (Stokel-Walker and Van
Noorden, 2023). Clinicians often rely on complex information to
make decisions, but in telemedicine, the available information is
typically limited to language only, making it a potential candidate
for interventions using LLM (Roosan et al., 2016). However,
ChatGPT, a popular LLM, has limitations as it cannot ask questions
to clarify questions or scenarios. This becomes particularly chal-
lenging in infection consultation, which requires the integration
of clinical information with knowledge related to antimicrobial
resistance and microbial ecology. To explore this further, the



Table 2
Summary of the reported work on ChatGPT describing area of the study, applications, objectives and key findings of the research.

Area of study Application Objectives Key findings References

Medicine Scientific writing Evaluate the potential for medical
study fabrication using AI-generated
ChatGPT

The Combination of ease of creating
fabricated work, the challenging
detection of fraudulent publications,
and absence of AI-based detection
technologies creates an environment
that facilitates fraudulent research.
Researchers and practitioners can
effectively utilize ChatGPT technology
while avoiding any unintended
consequences by developing a
comprehensive understanding of its
capabilities and limitations.

(Kitamura, 2023; Elali and Rachid,
2023; Liebrenz et al., 2023; Biswas,
2023a; Arif et al., 2023a; Marchandot
et al., 2023; Arif et al., 2023b; Ufuk,
2023; Cascella et al., 2023b; Lubowitz,
2023)

Mental health
care

Investigate the opportunities and
challenges of ChatGPT in mental
health care. Evaluate emotion-
enhanced prompting and ChatGPT for
mental health analysis. Evaluate
ChatGPT for NLP-based mental health
applications.

ChatGPT can offer emotional support
and engagement to individuals with
mental health concerns. ChatGPT can
help assess the risk level of
individuals experiencing mental
health crises by analyzing
conversations. ChatGPT can offer
emotional support and engagement to
individuals with mental health
concerns.

(Singh, 2023; Yang et al., 2023;
Lamichhane, 2023; Bhattacharyya
et al., 2023; van Schalkwyk, 2023;
Aminah et al., 2023; Qiu et al., 2023;
Okan, 2023; Uludag, 2023)

Education &
Examination

Evaluate the performance of ChatGPT
in Medical Physiology Examination
Phase I MBBS

Prior to implementation, the
accuracy, source, and reliability of the
information should be validated by
expert faculty and clinicians in order
to rely on ChatGPT for education or
medical practices

(Subramani et al., 2023; Sedaghat,
2023; Hisan and Amri, 2023; Sallam
et al., 2023; Hisan and Amri, 2023;
Fatani, 2023; Lee, 2023a; Alser and
Waisberg, 2023; Talan and Kalinkara,
2023; Sallam, 2023; Khan et al., 2023;
Kung et al., 2023; Gilson et al., 2023)

Cardiology and
Vascular
Pathologies

Evaluate the precision of ChatGPT to
the Basic Life Support (BLS) and
Advanced Cardiovascular Life Support
(ACLS) examinations. Explore
ChatGPT for information of
cardiopulmonary resuscitation.

ChatGPT did not reach the passing
threshold for any of the exams.
ChatGPT can assist researchers in
analyzing large datasets related to
cardiovascular diseases. ChatGPT can
serve as a tool for healthcare
providers by offering decision support
in managing cardiovascular diseases.
ChatGPT can help analyze patient
data, such as medical records, family
history, lifestyle factors, and
biomarkers, to assess an individual’s
risk for cardiovascular diseases.

(Fijacko et al., 2023; Moons and Van
Bulck, 2023; Harskamp and De Clercq,
2023; Skalidis et al., 2023; Nakaya
et al., 2023; Harskamp and De Clercq,
2023; Haver et al., 2023; Van Bulck
and Moons, 2023; Fijačko et al., 2023;
Biswas, 2023c; Ahn, 2023; Williams
and Shambrook, 2023)

Medical Licensing
Examination

Assess the performance of ChatGPT in
Medical Licensing Exams across
multiple countries.

ChatGPT achieves greater than 60%,
passing score. ChatGPT demonstrates
its versatility as a medical assistant by
effectively analyzing real-world
medical issues in a manner that is
accessible, user-friendly, and
adaptable. ChatGPT shows potential
to support clinical decision-making in
Japanese healthcare settings, but
caution is needed due to performance
improvements required. ChatGPT’s
knowledge and interpretation in the
Chinese Chinese National Medical
Licensing Examination (NMLE) are
below medical students’ level, but
deep learning may enhance its
abilities.

(Perkins, 2023; Wang et al., 2023;
Kasai et al., 2023; Gilson et al., 2022;
Kaneda et al., 2023; Wu et al., 2023;
Bhayana et al., 2023)

Clinical Diagnosis Assess the reliability of ChatGPT
generated clinical scenario
differential-diagnosis lists

The total rate of the correct diagnoses
within ten differential-diagnosis lists
generated by ChatGPT was more than
90%.

(Hirosawa et al., 2023)

Gastroenterology
research

Assess the potential of ChatGPT for GI
research

ChatGPT has the potential to
contribute to the advancement of
gastroenterology by generating high-
quality research questions

(Lahat et al., 2023)

Nursing Investigate the potential application
of ChatGPT in the field of nursing and
caregiving services.

ChatGPT can provide valuable insights
into the future of nursing.

(Gunawan, 2023; Alkhaqani, 2023;
Odom-Forren, 2023; Moons and Van
Bulck, 2023)

Business Multidisciplinary Evaluate ChatGPT in the context of
education, business, and society

Enacting new laws to regulate these
tools is crucial

(Dwivedi et al., 2023; George and
George, 2023; Chuma et al., 2023;
Beerbaum, 2023)
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Table 2 (continued)

Area of study Application Objectives Key findings References

Business &
Management

Management &
Education

Examine the use of ChatGPT in
management education

In the future of education, generative
AI should be welcomed rather than
avoided

(Lim et al., 2023)

Business and
Economics

Scientific
Research

To assess the use of ChatGPT for the
research

ChatGPT can produce plausible-
appearing research papers for
reputable journals

(Dowling and Lucey, 2023; Kshetri,
2023; McGee, 2023b; McGee, 2023a;
George and George, 2023)

Life Science Parasitology test Evaluate ChatGPT’s understanding
and comprehension skills of Korean
medical students for parasitology test

The knowledge and ability to analyze
results of parasitology test by
ChatGPT were not yet on par with
those of Korean medical students

(Huh, 2023c; Huh, 2023a; Šlapeta,
2023)

Synthetic Biology Check accuracy of the ChatGPT
generated information before
spreading. Investigate how cutting-
edge AI can help practitioners of
synthetic biology

ChatGPT has demonstrated its
potential in various aspects of
medicine, including supporting
translational medicine, drug
development, medical reporting,
diagnostics, and treatment plans.
Ethically adhering to the use of
ChatGPT and other large language
models (LLMs), computational
biologists can enhance their
efficiency, leading to accelerated
scientific discovery in the field of life
sciences.

(Tong and Zhang, 2023; Agathokleous
et al., 2023; Lubiana et al., 2023;
Cahan and Treutlein, 2023)

Chemistry Global
epidemiology

Interpret epidemiological relation
between particulate matter and
mortality risks

Prolonged questioning could be
beneficial in enhancing and
improving both the kinds of human
reasoning and argumentation
imitated by current LLMs.

(Cox and Tzoc, 2023)

Education Teaching &
Learning

Examine the use of ChatGPT in
education. Understand the potential
benefits of ChatGPT in promoting
teaching and learning.

More guidelines on how to use
ChatGPT safely in education should be
created, and it should be used with
more caution.

(Tlili et al., 2023; AlAfnan et al., 2023;
Lo, 2023; Tlili et al, 2023; Mhlanga,
2023; Qadir, 2023; Firat, 2023;
Kasneci et al., 2023; Tlili et al, 2023;
Qadir, 2023)

Education system
and library
science

Assess ChatGPT potential impact on
academia and libraries

Use ChatGPT responsibly and
ethically to create new knowledge
and educate future professionals

(Lund et al., 2023a)

Learning Foreign
Languages

Explore the development of chatbot
systems and the principal approaches
and data sets employed in their
creation.

NLP technologies are being used to
create conversational chatbots to
mimic the conversational proficiency
of humans.

(Lin et al., 2023; Hong, 2023; Kohnke
et al., 2023; Kasneci et al., 2023; Ali
et al., 2023; Lai et al., 2023)

Vocabulary
Expansion

Investigate the use of ChatGPT in (i)
word meaning clarification, (ii)
synonyms and antonyms, (iii)
contextual usage, (iv) collocations and
word associations, (v) idioms and
figurative language, (vi) specialized
vocabulary, and (vii) Word usage tips.

ChatGPT can assist learners in
expanding their vocabulary. Learners
can inquire about word meanings,
synonyms, antonyms, and usage
examples, allowing them to acquire
new words and enhance their lexical
knowledge.

(Huang and Tan, 2023)

Linguistic
Ambiguity
Analysis

Study the ChatGPT strengths and
weaknesses for linguistic ambiguity
analysis

ChatGPT helps identify instances of
linguistic ambiguity in text or speech.
It can recognize when a word, phrase,
or sentence has multiple possible
interpretations, leading to potential
confusion or miscommunication.

(Huang et al., 2023; Ortega-Martín
et al., 2023; Huang et al., 2023; Gao
et al., 2023)

Academia Academic Writing Investigating the use of ChatGPT in (i)
enhanced writing productivity,
language refinement and fluency, (iii)
Knowledge synthesis and content
generation, and (iv) revision and
editing support.

While ChatGPT provides improved
and faster academic writing, it also
introduces several challenges, such as
(i) overreliance on AI suggestions, lack
of context awareness, and ethical
considerations. Further research is
required to address limitations and
challenges, studying their impact on
students’ writing skills, perceptions,
and academic performance. Context-
aware AI models aligned with
academic conventions should be
developed.

(Dergaa et al., 2023; Alkaissi and
McFarlane, 2023; Cotton et al., 2023;
Bom, 2023; Chen, 2023a; AlAfnan
et al., 2023; Dönmez et al., 2023;
Tomlinson et al., 2023; Lund et al.,
2023b; Aczel and Wagenmakers,
2023; Frye, 2022; Chen, 2023a)

Robotics Robotic Process
Automation

Explore the potential of generative AI,
especially ChatGPT in robotics.
Investigate the ethics of using
ChatGPT for robotic process
automation. Investigate the
prospective role of Chat GPT in the
military. Study the use of ChatGPT-
empowered long-step robot control in
various environments. Explore the

ChatGPT or similar AI models can
assist in task execution and control of
robots. ChatGPT can aid in diagnosing
issues and providing troubleshooting
guidance for robotic systems.
ChatGPT can help establish shared
understandings, allocate tasks, and
assist in real-time communication,
thereby improving the overall

(Vemprala et al., 2023; Wake et al.,
2023; Biswas, 2023b; Beerbaum,
2023; You et al., 2023)

(continued on next page)
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Table 2 (continued)

Area of study Application Objectives Key findings References

level of trust in human-robot
collaboration utilizing ChatGPT.

efficiency and performance of robotic
teams. ChatGPT can act as a user
assistance tool, providing guidance,
explanations, and educational
resources to users interacting with
robots.

Environment Global Warming Explore the impact of ChatGPT on
global warming in terms of (i)
environmental data analysis and
interpretation, (ii) environmental
education and awareness, (iii)
environmental policy and planning,
(iv) climate change modeling and
projections, (v) natural resource
management, and (vi) Environmental
monitoring and early warning
systems.

Emphasize the significant role that AI
and natural language processing
technologies, represented by
ChatGPT, can play in advancing our
understanding of climate change and
improving the accuracy of climate
projections. ChatGPT facilitates
informed decision-making, enhances
environmental awareness, and aids in
the development of sustainable
practices for a more resilient and
ecologically balanced future.

(Biswas, 2023d)

Smart Vehicles Explore the potential impact of
ChatGPT for intelligent vehicle
research. Explore the conversation
with ChatGPT on interactive engines
for intelligent driving.

Use ChatGPT’s information can be
updated and corrected, but it may not
always reflect the latest knowledge.

(Gao et al., 2023; Du et al., 2023;
Zhang et al., 2023; Chen et al., 2023;
Lei et al., 2023; Zheng et al., 2023;
Wang, 2023)
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researchers asked ChatGPT for antimicrobial advice in eight hypo-
thetical infections scenario-based questions and evaluated the
appropriateness, consistency, safety, and antimicrobial steward-
ship implications of its responses. Based on this evaluation, they
constructed an LLM medical safety assessment framework to
assess the safety of LLM responses (Bashshur et al., 2020;
Howard et al., 2023).

With a few notable exceptions, ChatGPT demonstrated appro-
priate recognition of natural language (Howard et al., 2023). The
model’s understanding of scenarios was evident from the accurate
summaries provided at the beginning of its responses. However,
important situational aspects were not always well distinguished
from unimportant ones. ChatGPT was able to recognize clinically
important factors when they were explicitly provided, but as the
complexity of the scenarios increased, it missed relevant issues
(Howard et al., 2023). ChatGPT’s responses were coherent, and
their spelling and grammar were appropriate. The model’s answers
included a summary of its understanding of the scenario and ques-
tion, management options, and disclaimers that reflected its infor-
mation sources, which were similar to the format of patient
information websites. ChatGPT often repeated questions verbatim,
including any errors, although it occasionally noticed and corrected
them. The information provided by ChatGPT was consistent, and it
did not repeat the same advice in a single response. However, the
advice provided sometimes changed when questioned repeatedly.

The study in Howard et al. (2023) evaluated ChatGPT’s ability to
provide antimicrobial advice and found that while its antimicrobial
spectra and regimens were appropriate, duration appropriateness
varied and source control was often disregarded. ChatGPT also
had deficits in situational awareness, inference, and consistency
and sometimes gave dangerous advice despite prompting. How-
ever, the study proposes a modifiable qualitative framework to
address these issues and urges clinicians to familiarize themselves
with this new technology. The author declares several competing
interests, while all other authors have none.
5.2. Marketing and financial services

The use of AI in banking has become increasingly important in
recent years, with ChatGPT offering opportunities for back-end
operations, data analysis, and personalized customer offers. AI
10
can be used to understand consumer needs and create effective
marketing strategies, but there are limitations to relying solely
on ChatGPT due to high regulations in the financial services sector.
Human involvement is necessary to verify the trustworthiness of
insights and offers, and banks must invest in infrastructure and
human resources to integrate AI into their digital transformation
strategies.

Many studies, such as Dwivedi et al. (2023); Geerling et al.
(2023); Street and Wilck (2023); Rathore (2023), have already
investigated the potential of using ChatGPT in banking operations,
both for back-end data analysis and marketing communication
strategies, as well as for front-end operations to engage with cus-
tomers directly. While there have benefits to using ChatGPT, there
are concerns about trust and its impact on customer well-being.
Banks will need to invest in training staff, educating customers
about the technology, and knowing when and how far to push it.
Trust in service provision will be crucial, and there are implications
for convenience, promptness, and accurate decisions.
5.3. Software engineering

Software engineering is a broad field consisting of sub-
processes such as software development, designing, testing, cod-
ing, etc. ChatGPT has been shown to assist in all these sub-
domains of software engineering (Sobania et al., 2023; Aljanabi
et al., 2023; Surameery and Shakor, 2023; White et al., 2023;
White et al., 2023). ChatGPT has a significant benefit in coding,
as it can process human inputs, allowing software developers to
supply code snippets or commands in a conversational way rather
than providing specific keywords or phrases. This feature can
enhance the coding experience for less-skilled programmers, mak-
ing it more user-friendly and intuitive (Aljanabi et al., 2023).
Researchers have used ChatGPT for automated fixing of program-
ming of software bugs (Sobania et al., 2023; Surameery and
Shakor, 2023). They evaluated the ChatGPT’s bug-fixing ability on
the standard QuixBugs benchmark set and compared its perfor-
mance with existing methods. They concluded that ChatGPT’s
bug-fixing performance is comparable to standard deep learning
techniques/tools such as CoCoNut and Codex and superior to stan-
dard approaches. Since it is a conversational tool, its bug-fixing
ability was improved further by providing it hints.
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Managing the architecture of software-intensive systems can be
a difficult and intricate process that involves integrating various
perspectives from designers, stakeholders, automation tools, and
other factors to create a roadmap for guiding software develop-
ment and assessment. Ahmad et al. (2023) used ChatGPT for ana-
lyzing, synthesizing, and evaluating the architecture of a
services-oriented software application. They concluded that in
the presence of human observation, ChatGPT could be used in
place of a full-time human architect to carry out the process of
architecture-centric software engineering. Furthermore, White
et al. (2023,) proposed a prompt engineering framework using
ChatGPT for automating the process of software development,
including the creation of API specifications, decoupling from
third-party libraries, requirement specification, testing, deploy-
ment, etc.

5.4. Academic and scientific writing

One application area of ChatGPT that has garnered the interest
of many is language summarization and elaboration. ChatGPT has
been widely used for essay writing, application drafting, email con-
tent generation, and research paper writing since its inception. To
that end, Biswas (2023e) has exploited ChatGPT to write an article
related to medical content and has argued that the future of med-
ical writing will be dependent on AI-assisted tools. Similarly, Koo
(2023) has emphasized the proper use of the tool for disciplined
medical writing and discussed the underlying concerns for this.
Furthermore, Kitamura (2023) has indicated that AI-assisted tools
are very helpful and can be instrumental for future medical content
writing. That said, human judgment is imperative to corroborate
ChatGPT’s output. In a similar vein, Kumar (2023) has asserted that
ChatGPT has great potential in research writing if mentored by
humans.

In addition to this, Bishop (2023) has shown with a series of
conversations with ChatGPT that the AI bot can write in human
style and may copy authors’ styles of writing too. The authors
(Salvagno et al., 2023) have arguably inferred the need for consen-
sus on how to regulate the use of AI-assisted tools in academic
writing as the use of chatbots in scientific writing presents ethical
issues related to the risk of plagiarism, inaccuracies, and unequal
accessibility. An experiment by Gao et al. (2023) used 50 abstracts
from scientific journals and asked ChatGPT to generate abstracts
based on the titles. The generated abstracts were then reviewed
by plagiarism detectors and blinded human reviewers. 68% of the
generated abstracts were correctly identified as such, and 14% of
the real abstracts were mistakenly identified as generated by
ChatGPT. Interestingly, human reviewers found it difficult to differ-
entiate between the abstracts written by the chatbot and those
written by humans (Alkaissi and McFarlane, 2023).

5.5. Research and education

For many application areas where chatGPT is being investi-
gated, research and educations are the most prominent. Rahman
and Watanobe (2023) has experimentally shown that ChatGPT
can be used to solve both technical problems, such as engineering
and computer programming, and non-technical problems, such as
language and literature. However, they warned to be aware of its
limitations such as bias and discrimination, privacy and security,
misuse of technology, accountability, transparency, and social
impact. In a similar work, Tlili et al. (2023), the study on ChatGPT
was conducted in three stages. The first stage showed that social
media discourse is generally positive and enthusiastic about using
ChatGPT in education. The second stage analyzed ChatGPT’s impact
on educational transformation, response quality, usefulness, per-
sonality and emotion, and ethics. In the third stage, user experi-
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ences in ten educational scenarios revealed issues such as
cheating, honesty, privacy, and manipulation. The study’s findings
highlight the need for the responsible and safe adoption of chat-
bots, specifically ChatGPT, in education. Furthermore, The article
by Hong (2023) argues that ChatGPT presents significant opportu-
nities for teachers and education institutes to enhance language
teaching and assessments, leading to more personalized learning
experiences. On top of this, authors have identified that the tech-
nology also offers a potential mechanism for researchers to explore
new areas in research and education.

The authors in Megahed et al. (2023) have concluded from their
study that ChatGPT performs well in structured tasks such as
translating code and explaining well-known concepts but struggles
with nuanced tasks such as explaining less familiar terms and cre-
ating code from scratch. They suggested that while the use of AI
tools may increase efficiency and productivity, current results
may be misleading and incorrect. In contrast, Halaweh (2023)
has suggested that integration of ChatGPT could be beneficial and
has given the outline to use it more efficiently.

To that end, the researchers exploring ChatGPT for research and
education-related applications recommend using AI-assisted tools
with censored and careful usage. Therefore, generative AI models
must be properly validated and used in combination with other
methods in software process improvement to ensure accurate
results.

5.6. Environmental science

There are a few studies so far on the potential use of ChatGPT in
environmental sciences. Rillig et al. (2023) outlined the potential
benefits and risks of this LLM tool. They argued that ChatGPT can
help in streamlining the workflow of environmental research
where environmentalists can focus more on designing experiments
and developing new ideas rather than the quality of their writing.
It will also allow non-English speaking countries to have greater
representation in the field of environmental science, accelerating
the pace of research in relevant environmental issues. Zhu et al.
(2023) also made similar observations but raised a few concerns
also. Given the various decision-making processes involved in
environmental research, it is essential to exercise caution while
integrating AI-enabled tools such as ChatGPT into them. This is
particularly important when addressing environmental issues that
have a significant impact on the welfare of society.

Biswas (2023d) mentioned the use of ChatGPT to address global
warming. According to him, environment researchers can leverage
the capabilities of ChatGPT to analyze and interpret vast amounts
of climate change data and subsequently predict climate shift pat-
terns based on the analysis. Furthermore, ChatGPT can be
employed to present complex climate change information to a
broader audience in an easily comprehensible format. It has the
potential to offer policy-makers pertinent information and recom-
mendations to mitigate climate variations. By inputting data,
ChatGPT can also generate climate scenarios that can aid in making
informed decisions. Rathore (2023) proposed ChatGPT enabled
sustainable and environment-friendly textile manufacturing pro-
cess. She argued that ChatGpt could help in production process
optimization. Additionally, it could be employed to provide auto-
mated customer cell that is both relevant and valuable. Another
possibility is the development of fine-tuned recommendations
according to the needs and preferences of buyers.

5.7. Natural language processing

ChatGPT has shown its potential as a valuable tool for various
NLP-oriented tasks, including suicide tendency detection, hate
speech detection, and fake news detection (Amin et al., 2023;
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Qin et al., 2023; Hendy et al., 2023). In particular, Qin et al. (2023)
argued that larger models like ChatGPT can perform NLP tasks
without the need for specific data adaptation. They conducted an
evaluation of ChatGPT’s zero-shot learning ability on 20 common
NLP datasets, covering categories such as reasoning, natural lan-
guage inference, question answering, dialogue, summarization,
named entity recognition, and sentiment analysis. The evaluation
results indicated that ChatGPT excelled in tasks that required rea-
soning skills, including arithmetic reasoning while facing chal-
lenges in tasks such as sequence tagging.

In their study, Hendy et al. (2023) conducted a comprehensive
evaluation of GPT models, including ChatGPT, for machine transla-
tion tasks. The evaluation covered 18 translation directions involv-
ing a diverse range of languages such as French, German, Icelandic,
Chinese, Japanese, and others. The results demonstrated that GPT
models could generate translation outputs that were highly com-
petitive for languages with abundant resources. However, for
low-resource languages, the current state of GPT models exhibited
limitations, indicating the need for further improvements. Simi-
larly, Amin et al. (2023) conducted an analysis of various NLP tasks,
including suicide tendency detection and personality prediction.
They compared the performance of ChatGPT with both simple
and sophisticated models like RoBERTa. The findings revealed that
task-specific models like RoBERTa outperformed ChatGPT, particu-
larly in specialized downstream tasks. However, ChatGPT still
demonstrated satisfactory performance compared to baseline
models in a variety of tasks.

Given the similarities among various NLP tasks, the findings
from the aforementioned studies can be extrapolated to other
related areas, including the assessment of news article accuracy,
especially in the detection of fake news. Additionally, the applica-
tion of ChatGPT is rapidly expanding across various domains
(Mijwil et al., 2023; Aljanabi et al., 2023), indicating a growing
trend that is expected to continue in the foreseeable future.
6. Challenges and issues of ChatGPT

Researchers have identified several issues regarding ChatGPT,
which can be broadly categorized into two groups: intrinsic limita-
tions and usage-related concerns. These categories, along with
their respective limitations, are presented in Table 3 for better
Table 3
Major issues of ChatGPT and their potential solutions

Category Issue Description Potential s

Inherent Hallucination creating new data/information
which does not exist

Algorithmic
prompts; V

Biased content producing negative
comments/generalizations related
to race, religion, gender, etc.

Algorithmic
humans in

Not real-time does not has access to real-time
information as it was fed
information till 2021.

Providing d
improveme

Misinformation generating factually incorrect
information.

Designing f
misinforma
in case of f

Inexplicability not explaining the steps of
information generation in critical
decision-making tasks

Mentioning
process

Usage related Ethical issues not acknowledging ChatGPT
whenever content is generated
using it.

mentioning
should be d

Copyright
violation

generating full/partial content
identical to previous works without
prior consent

Verifying th
by humans

Over-reliance may make humans lazy and
apathetic and always rely on the
generated information

Humans sh
tool only to
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clarity and understanding. These limitations make the usage and
deployment of ChatGPT difficult in real-world scenarios.

6.1. Intrinsic

Intrinsic issues refer to the limitations inherent to ChatGPT and
can be overcome primarily by the tool’s developers through algo-
rithm enhancements and/or upgraded training data. It includes five
major limitations, namely, hallucination, biased content, not real-
time, misinformation and inexplicability. ChatGPT might halluci-
nate i.e., create new data/information which does not exist (Deng
and Lin, 2022). Another similar concern is misinformation (Borji,
2023). Both issues can lead to the creation of counterfactual or
meaningless responses, which can seriously threaten the reliability
of the generated content. The false narratives generated by
ChatGPT can be easily mistaken as legitimate, particularly by indi-
viduals unfamiliar with the subject matter (NewsGuard, 2023).
Algorithmic improvement, inputting the queries properly, and ver-
ifying generated responses might help overcome these problems.
Reinforcement learning through human feedback will also help
ChatGPT to improve the factuality of its responses (Stiennon
et al., 2020).

There are also concerns regarding potential harms related to
stereotypes and biased responses caused by ChatGPT (Liang
et al., 2021; Nadeem et al., 2020). Besides algorithmic improve-
ment and human feedback, refining the training data to remove
or mark the biased content might help in this direction. There
are many critical applications of ChatGPT where sound reasoning
and explanation of logical deduction steps are required. It includes
decision-making in various fault-intolerant domains such as finan-
cial services, environmental sciences, healthcare, etc. In such sce-
narios, ChatGPT must not only provide accurate information that
can be used for decision-making, the steps involved in the logical
reasoning deduction process also be mentioned (Wei et al., 2022).

6.2. Usage-related

The category of usage-related issues includes unethical usage of
the tool, copyright-infringed content, and over-reliance on
ChatGPT. Ethical concerns arise, particularly when the tool is used
to generate the content without acknowledgment. Unethical use
olution(s) References

improvement; Users should use appropriate
erifying the generated content

(Deng and Lin, 2022)
(Cao et al., 2023)

improvement; Refining the training data, feedback by
case of biased content

(Liang et al.,
2021Nadeem et al.,
2020)

irect access to real-time/online data; Algorithm
nt and speed-up are required

(OpenAI, 2023) (AI,
2023)

actuality-based measures to indicate the level of
tion; Mentioning the references; Tagging by humans
alse information

(Borji, 2023)

the steps involved in logical reasoning deduction (Cao et al., 2023)
(NewsGuard, 2023)

ChatGPT as author/source of information; Laws
esigned to avoid unethical usage of ChatGPT

(Elali and Rachid, 2023)
(Cao et al., 2023)

e generated content before using/publishing; Tagging
in case of copyright violation

(Sallam, 2023)

ould verify the generated content and use ChatGPT as a
produce better outcomes.

(Sallam et al., 2023)
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also includes the deliberate generation of manipulated content
that can promote misinformation and provoke violence, creating
damage at an individual or organizational level (Elali and Rachid,
2023; Cao et al., 2023). An ethical usage of the tool includes men-
tioning ChatGPT as the author/source of the generated information.
In fact, few publishers have recognized the use of ChatGPT for aca-
demic writing to promote its ethical usage practices (Editorialge,
2023). Also, laws and regulations should be designed to penalize
the unethical usage of ChatGPT. Since there are many ethical con-
siderations related to ChatGPT, we have discussed them separately
in the next section. There are also concerns that ChatGPT-
generated content may lead to violations of copyright and intellec-
tual property rights (Sallam, 2023). Copyright infringement pri-
marily includes generating full/partial information identical to
already published works without the prior consent of the owner.
Since ChatGPT is unaware of copyright materials, verifying the gen-
erated content before using/publishing and tagging by humans in
case of copyright violation might help to resolve this issue. Lastly,
there is a fear of over-reliance on the tool, which may make
humans lazy and apathetic and make them always rely on the gen-
erated information (Sallam et al., 2023). Therefore, we should ver-
ify the generated content and use ChatGPT as a tool only to
produce better outcomes.

6.3. Ethical concerns

ChatGPT has the capability to automatically generate responses
by drawing information from numerous internet sources, often
without requiring further input from the user. This has raised con-
cerns regarding its potential misuse, as individuals have reportedly
utilized the system to create university essays and scholarly arti-
cles, even including references if prompted (Ali and Djalilian,
2023a). One of the ethical issues associated with the usage of
ChatGPT is the generation of fake text and narratives
(NewsGuard, 2023; Dugan et al., 2022). It is worth noting that
the detection of artificially generated fake text and meaningless
information is not a new challenge (Amancio, 2015; Jawahar
et al., 2020). The identification of fake text generated by ChatGPT
can be viewed as a two-step process. The first step involves deter-
mining whether a given text is created through ChatGPT. Once this
is established, the second step requires identifying whether the
text itself is fake or genuine. The latter process, which is fake text
identification, falls within a well-established domain, with many
state-of-the-art algorithms and techniques available to tag fake
text with significant accuracy (Zhou and Zafarani, 2020). However,
the former step, which focuses on specifically identifying texts
generated by ChatGPT, is relatively new, and researchers are
actively working to address this issue (Dugan et al., 2022;
Mitchell et al., 2023; Curtis, 2023; Mitrovic et al., 2023).

Curtis et al. (Curtis, 2023) have proposed various methods for
identifying text generated by ChatGPT. These approaches encom-
pass simple binary classifiers as well as advanced deep-learning
models. Some techniques leverage statistical characteristics or syn-
tactic patterns, while others incorporate semantic and contextual
information to enhance accuracy. The primary objective of these
studies was to provide a comprehensive and current evaluation of
themost recent detection techniques specific to ChatGPT. Addition-
ally, they assessed the performance of other AI-generated text
detection tools that were not specifically designed for ChatGPT-
generated content. In a different study, Mitrovic et al. (2023)
focused on brief online reviews and conducted two experiments
to compare text generated by humans and ChatGPT. In the first
experiment, they generated ChatGPT text using custom queries,
while in the second experiment, they rephrased original human-
generated reviews to obtain alternative text. They fine-tuned a
model based on the Transformer architecture and employed it for
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making predictions. By comparing their model with an approach
based on perplexity scores, they found that differentiating between
human-generated and ChatGPT-generated reviews is more chal-
lenging for themachine-learningmodel when using rephrased text.

The authors in Gao et al. (2023) collected a total of 50 research
abstracts by selecting ten abstracts from five prestigious medical
journals with high impact factors. They used ChatGPT to generate
research abstracts by providing titles and journal names as
prompts. To evaluate the quality and authenticity of the abstracts,
they employed an artificial intelligence (AI) output detector, a pla-
giarism detector and involved human reviewers who were una-
ware of the origin of the abstracts. These reviewers determined
whether the abstracts were original or generated. Moving on,
Mitchell et al. (2023) proposed a novel criterion called DetectGPT,
which relied on curvature to determine if a passage was generated
from a specific Language Model (LM) such as GPT. Unlike other
methods, DetectGPT did not require training a separate classifier,
creating a dataset of real or generated passages, or applying expli-
cit watermarks to the generated text. Instead, it relied solely on log
probabilities calculated by the target model and introduced ran-
dom perturbations to the passage using a different generic pre-
trained language model.

The increasing use of ChatGPT underscores the pressing need
for rigorous AI author guidelines in academic publishing. There
are ethical concerns related to copyright, attribution, plagiarism,
and authorship when AI generates academic text. These concerns
are particularly relevant because current technology does not
allow human readers or anti-plagiarism software to distinguish
between AI-generated and human-authored content (Rahimi and
Abadi, 2023). While some studies have credited ChatGPT as an
author, there is an ongoing debate about whether generative AI
meets the International Committee of Medical Journal Editors’
authorship criteria. Can a chatbot truly provide approval for work
and be held accountable for its content? The Committee on Publi-
cation Ethics and the International Association of Scientific, Techni-
cal, and Medical Publishers have developed AI recommendations
for editorial decision-making and ethics, respectively (Zhuo et al.,
2023). As AI technology becomes more tailored to user needs and
more widely used, we believe it is crucial to have comprehensive
discussions about authorship policies. Major publishers like Else-
vier, who publish the Lancet family of journals, have already stated
that AI cannot be listed as an author and that its use must be prop-
erly acknowledged (Sallam et al., 2023).

Our view is that ChatGPT’s availability, ease of use, and multi-
language capabilities could significantly boost scholarly output,
thereby democratizing knowledge dissemination. However, the
chatbot’s potential to generate misleading or inaccurate content
raises concerns about scholarly misinformation (Mhlanga, 2023).
As demonstrated by the COVID-19 infodemic, the spread of misin-
formation in medical publishing can have serious societal conse-
quences. OpenAI has acknowledged that ChatGPT may produce
plausible-sounding yet incorrect or nonsensical answers (Lund
et al., 2023b).
7. Future possibilities

In this section, we explore some of the future possibilities
related to ChatGPT. We envision that future iterations of ChatGPT
might incorporate various additional variables, which can help
develop a more sophisticated and enhanced AI language model.
7.1. Improving conversational capabilities

ChatGPT may become even better at comprehending and react-
ing to human speech, making it sound more conversational and
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natural. This might entail developments in disciplines like senti-
ment analysis, natural language processing, and contextual com-
prehension. The following are some basic strategies that could
help AI become more conversational (Fig. 5).

7.1.1. Increasing the volume and variety of training data
AI language models learn from the provided data. By exposing

them to a wider variety of linguistic patterns and linguistic con-
texts, expanding the size and diversity of the training data can
therefore aid in the improvement of their conversational abilities.
Typically, increasing the volume and variety of training data can
help improve ChatGPT’s performance. ChatGPT is a machine learn-
ing model that uses a large amount of training data to learn pat-
terns and make predictions based on them. By providing more
data, the model can improve its understanding of language and
the relationships between words and phrases (Cao et al., 2023).
More specifically, increasing the volume of training data can help
the model learn more about different topics and contexts, which
can make it more versatile and able to handle a wider range of
queries. Additionally, providing more varied data can help the
model learn to recognize and understand different types of lan-
guage and speech patterns, improving its ability to handle diverse
inputs and generate accurate responses.

However, it is also important to note that simply increasing the
volume and variety of data alone may not always result in
improved performance. The quality of the data is also crucial,
and it is important to ensure that the data used for training is accu-
rate, relevant, and diverse enough to represent the full range of
language and speech patterns. Additionally, other factors such as
the model architecture, training methods, and hyperparameters
can also impact the model’s performance.

7.1.2. Fine-tuning
The method of fine-tuning involves putting an existing AI lan-

guage model through a series of tasks or domains. The model can
Fig. 5. Enhancing the conversa
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be trained to produce more pertinent and useful answers by hon-
ing in on conversational tasks like customer service or personal
assistants (Bakker et al., 2022; Himeur et al., 2022b). In the case
of ChatGPT, fine-tuning allows the model to learn and understand
the nuances of natural language conversations, enabling it to gen-
erate more human-like responses. This process involves feeding
the model with conversational datasets and optimizing it through
backpropagation using the conversation pairs as input and output.
As a result, the model becomes more accurate, efficient, and
responsive to the specific task of generating conversational
responses (Dwivedi et al., 2023; Hoppner and Streatfeild, 2023).
7.1.3. Incorporating human feedback
Human input on the responses produced by AI language models

can be gathered to assist the models’ conversational skills. This can
be achieved by either asking users to rate the quality of the
answers or by having humans review, edit, and offer feedback on
the responses produced by the model. Over time, it would help
people grasp the conversation’s context better and respond appro-
priately. The models can produce more pertinent and personalized
responses if their ability to comprehend contexts, such as prior
conversation history or the user’s intent, is improved. Incorporat-
ing human feedback is an effective way to improve the perfor-
mance of ChatGPT. The first step is to collect feedback from users
about the generated responses. One way to do this is to provide
users with the option to rate the quality of the responses or provide
suggestions for improvement. Once the feedback is collected, it
needs to be analyzed to identify the areas of improvement. This
can be done using NLP techniques to extract relevant information
and classify the feedback into different categories. The next step
is to incorporate the feedback into the ChatGPT model. One way
to do this is to use reinforcement learning, which involves modify-
ing the model’s weights to maximize a reward signal based on user
feedback. Another way is to use the feedback to fine-tune the
model and retrain it on the specific areas that require improve-
tional ability of ChatGPT.
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ment. After incorporating the feedback, it’s essential to evaluate
the performance of the updated ChatGPT model. This can be done
by measuring the quality of the responses generated by the model
and comparing it to the previous version. Finally, the process of
collecting feedback, analyzing it, and incorporating it into the
model needs to be repeated iteratively to ensure continued
improvement in the ChatGPT model’s performance.
7.1.4. Incorporating human emotions
Humans frequently express their feelings through humor,

empathy, and sarcasm. AI language models’ conversational skills
can be enhanced by adding feelings to make them more relatable
and interesting. Although it is a complex and debated subject in
the area of artificial intelligence (Pahl et al., 2022; Domnich and
Anbarjafari, 2021), incorporating human emotions into language
models for AI is a challenge. Although feelings are a vital aspect
of human communication, they can also be unpredictable and
influenced by personal perspectives. As a result, adding feelings
to AI language models runs the risk of unintended consequences
and risks like bias and discrimination, manipulation, privacy eva-
sion, and inappropriate or offensive responses. Therefore, before
including emotions in AI language models, it is crucial to thor-
oughly consider the risks and ethical ramifications. When creating
and implementing these kinds of systems, developers should prior-
itize accountability, transparency, and user permission. To make
sure that the possible risks and benefits are completely compre-
hended and mitigated, it is also crucial to involve a variety of stake-
holders, including experts on psychology and ethics.
7.1.5. Style-based technique for higher level text analysis
By combining style-based techniques that utilize complex net-

works with Chat GPT, the model can leverage the analysis of stylis-
tic attributes to enhance its text generation capabilities. This
combination allows Chat GPT to identify, understand, and replicate
stylistic patterns, resulting in text that aligns not only with the
content but also with the desired style. The integration of style-
based analysis within the Chat GPT framework enables a more
comprehensive understanding and generation of text, opening up
possibilities for personalized, stylistically rich, and contextually
appropriate interactions. For instance, Corrêa and Amancio
(2019) has introduced a method to induce word senses by leverag-
ing word embeddings and community detection in complex net-
works. Chat GPT can potentially provide an innovative extension
by incorporating style metrics and adequate prompting
techniques.

In addition to this, Chat GPT can contribute innovatively by
integrating word embedding (Quispe et al., 2021) to enhance its
understanding and incorporation of style elements. By leveraging
virtual edges and considering stylistic features, Chat GPT can gen-
erate text that exhibits desired stylistic nuances. Furthermore,
integrating style-based text analysis into Chat GPT’s conversational
framework (Stella et al., 2019) can help in generating text that feels
more natural and personalized, fostering a stronger connection
between the user and the AI system. However, the main challenge
at hand is to adeptly merge Chat GPT’s capacity for generating
content-focused text with the style analysis facilitated by complex
network-based approaches. It requires seamless integration of
Chat GPT’s content generation prowess with the comprehensive
style analysis offered by complex network techniques. Achieving
this synergy is vital to effectively combine the strengths of both
approaches and produce text that not only captures the intended
content but also reflects the desired stylistic attributes. Arguably,
effective conversational AI systems like ChatGPT require a combi-
nation of various techniques and considerations to deliver a satis-
fying and human-like conversational experience, for example,
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considering factors such as context understanding, coherence,
and response relevance.

7.2. Personalization

Future iterations of ChatGPT might be adapted to each user,
making use of their prior interactions to personalize answers and
create more intimate conversations. User profiling and data protec-
tion could both be improved as a result. Important considerations
for enhancing ChatGPT’s customization abilities are as follows
(Fig. 6).

7.2.1. Increase personalized user experiences through various sources
More information can be provided to improve understanding of

linguistic patterns and enable answers to be more user-specific.
Numerous sources, including social media, customer support inter-
actions, and other online conversations, can provide this informa-
tion. More diverse data and a deeper comprehension of linguistic
nuance would ultimately lead to more personalized recommenda-
tions and responses (Dwivedi et al., 2021).

7.2.2. Fine-tuning of specific domains
Increasing domain knowledge in a particular topic or domain,

such as customer service, healthcare, business, or finance, can be
accomplished by fine-tuning a particular dataset. For users in that
particular domain, this may result in answers that are more precise
and tailored (Batko and Slezak, 2022; Himeur et al., 2022a). For
instance, if we wanted to increase ChatGPT’s capacity to offer tai-
lored responses to customers in the medical field, we could do so
by including more information about medical history and contem-
porary medical advancements in blogs, social media platforms, and
periodicals. With the aid of this information, ChatGPT will be better
able to provide customers in the medical industry with personal-
ized answers by better comprehending the linguistic conventions
and terminologies used there (Eysenbach et al., 2023; Kung et al.,
2023).

7.2.3. Incorporating personalized prompts
Including personalized prompts, such as the user’s name or ref-

erence to prior conversations, can enhance user satisfaction and
improve understanding. ChatGPT can use a user’s name in the
answer if it is known, making the interaction more customized.
For instance, ChatGPT might reply. For instance, let’s consider a
scenario where a user named John has engaged in a previous con-
versation with ChatGPT, during which he mentioned his name. If
John were to inquire, ”What’s the weather like today?” ChatGPT
could respond with, ”Certainly, John! Today’s forecast is sunny
with a temperature of 75 degrees.” By incorporating John’s name
and previous conversation, ChatGPT is capable of delivering a more
personalized and customized response, thereby enhancing the
user’s overall satisfaction and comprehension of the information
provided (Jungwirth and Haluza, 2023b).

7.2.4. Provide instances of cultural and regional diversity
ChatGPT can be trained on a diverse collection of data that

includes details about various cultural norms and traditions, such
as greetings, social customs, and cultural practices. This can aid
ChatGPT in better comprehending and addressing users from var-
ious cultural backgrounds and ensuring that its retorts are consid-
erate and respectful of various cultural norms and standards.

7.2.5. User feedback on conversational responses
Gathering user feedback on conversational responses can help

pinpoint ways to make them more individualized. Surveys, user
trials, and analysis of user interactions with the model are all ways
to gather feedback. This can direct upcoming updates and training



Fig. 6. Domain/person-specific personalization of ChatGPT.
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while also pointing out areas where the model needs development.
Users’ comments on ChatGPT can be gathered to determine what
needs to be improved. As an illustration, if a user asks a query
and ChatGPT responds incorrectly, the user can offer feedback to
fix the error. With time, ChatGPT can use this input to enhance
the precision and customization of its responses.

7.2.6. Continuous training and updating
In order to enhance ChatGPT’s capacity to deliver personalized

answers, new data can be trained on it. For instance, if a new fash-
ion trend emerges, ChatGPT can be trained on data pertaining to
that trend to enhance its capacity to offer individualized answers
about it. Specifically, there are several ways to achieve continuous
training and updating of ChatGPT. One approach is to feed new
data into the model on a regular basis, either by adding new data
to the existing training set or by fine-tuning the model on new
data. This can be done through techniques such as transfer learn-
ing, where the model is trained on a large dataset and then fine-
tuned on a smaller, more specific dataset. Another approach is to
continually monitor the performance of ChatGPT and make adjust-
ments to the model as needed. This can involve monitoring metrics
such as accuracy, perplexity, and language generation quality and
using this feedback to update the model’s architecture or training
process. Additionally, it is important to note that continuous train-
ing and updating of ChatGPT requires ongoing resources and
infrastructure to support it. This includes access to large amounts
of training data, computing power, and storage space to store the
model and its updates.

7.3. Multimodal design

Multimodal integration to ChatGPT would enable more natural
and human-like intuitive, engaging, and effective communication.
It entails creating machine learning models and algorithms capable
of processing and combining a variety of data, including text,
audio, and images. These different modalities can be combined
and integrated into various ways to create more engaging and
16
effective user experiences. Some key aspects of designing multi-
modal AI are as follows (Fig. 7).

7.3.1. Image-based design
The use of images as the main tool for communicating is the

focus of image-based design. In order to convey a certain message
or idea, this can involve the use of images, illustrations, and other
visual components. Visual recognition, image captioning, and
image-based search can be integrated with ChatGPT to make it a
multimodal AI. For instance, image recognition and analysis can
be used to determine the most useful visual aspects to employ in
a design, and image-based search can be used to find relevant
visual content. Similarly, image captioning can be used to add
descriptive or explanatory text to images, which can help to make
them more accessible and informative for viewers. Image recogni-
tion and image-based search are powerful tools that have numer-
ous applications in different fields. For instance, students can
utilize these technologies to locate and analyze relevant images
for academic research purposes. On the other hand, medical pro-
fessionals can use image recognition to examine medical images
such as X-rays and ECG graphs, which can help with the diagnosis
of various conditions. Additionally, image-based search can be uti-
lized to find relevant medical images for research purposes. More-
over, Image captioning can be used to add descriptive text to
product photos, making them more engaging and informative for
potential customers. This can be especially helpful for users who
are visually impaired and rely on screen readers to access content.

7.3.2. Audio-based design
A few examples of audio features that can be incorporated with

ChatGPT are speech recognition, audio captioning, and content-
based audio retrieval. By processing aural input and translating it
into text that software or other devices may use, speech recogni-
tion technology enables ChatGPT to comprehend and recognize
spoken words. It would be beneficial for persons who are deaf or
hard of hearing, as well as non-native speakers, to add text subti-
tles to audio information or audio captioning because it can help



Fig. 7. Various technological integration for building multimodal AI.
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make audio content more accessible. Audio subtitles for audio con-
tent can be produced manually or automatically using voice recog-
nition software. In addition, users could search for audio content
based on the characteristics of that content using content-based
audio retrieval.

7.3.3. Video-based design
Integrating video-based design technologies such as video con-

tent analysis, video captioning, and video indexing is a crucial
aspect of developing a multimodal AI system. By incorporating
video content analysis, a multimodal ChatGPT can analyze and pro-
cess video footage, detect objects, and track motions within the
video. Video captioning can be added to ChatGPT to provide closed
captions or subtitles during conversations, making the video con-
tent more accessible. Additionally, video indexing allows users to
search for specific content within a video using keywords or times-
tamps, making it easier to find relevant information quickly. This
makes video-based design technologies essential for developing a
robust and effective multimodal AI system.

7.3.4. Human–computer interaction design
The next step towards creating a multimodal AI would be to

incorporate characteristics of human–computer interaction includ-
ing facial expressions, touch sensitivity, and biometric recognition.
For instance, face recognition technology would enable ChatGPT to
recognize and react to various facial emotions. A more natural and
tactile experience for the user can be achieved by adding touch
sensitivity to ChatGPT, allowing it to recognize and react to touch
inputs. By incorporating biometric authentication technology, such
as fingerprint or iris scanning, ChatGPT may offer improved secu-
rity and user authentication, making it a more dependable and
trustworthy platform for critical activities.
17
7.4. Trustworthiness

One of the most pressing needs today is the development of
trustworthy AI. To achieve this, future iterations of ChatGPT could
incorporate features that guarantee impartial and fair answers. As
AI ethics and fairness become more critical, three key categories
could be considered: computing techniques, ethical considerations,
and social considerations. Upgraded technological developments
such as deep learning, machine learning, and artificial neural net-
works should be integrated into computing methods to improve
AI performance. However, ethical considerations must also be
taken into account, including data ethics, to ensure that data gath-
ering, storage, and use for AI system training are conducted ethi-
cally and responsibly while being protected from unauthorized
access or abuse. To prevent discrimination against individuals or
groups based on characteristics such as religion, ethnicity, or gen-
der, machine learning fairness must also be a priority. Privacy pro-
tection is another crucial factor that involves strategies such as
encryption and differential privacy to safeguard user data and
ensure their privacy is not violated. These measures are crucial
for fostering user confidence and ensuring that AI operates in an
ethical and moral manner (Rahimi and Abadi, 2023). To illustrate
the factors related to ensuring trust in AI tools, a detailed diagram
is presented in Fig. 8.

As an artificial intelligence language model (Abdel-Messih and
Kamel Boulos, 2023), ChatGPT is made to produce responses based
on the recurring patterns and relationships in the incoming data
that it has been trained on. Future iterations of ChatGPT should
include features to guarantee impartial and fair responses, though,
in order to create a trustworthy AI. The inclusion of a wider variety
of sources and viewpoints as well as efforts to correct any biases
that may be present in the data can all help to enhance training



Fig. 8. Interplay of various factors to achieve Trustworthy AI.
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data. One way to improve training data is to resolve biases and
include a wider variety of sources and viewpoints. This can lessen
the chance that ChatGPT’s answers will reinforce preexisting biases
or stereotypes. Fairness and responsibility can also be supported by
transparency in the decision-making process. A transparent and
explicable ChatGPT would offer detailed justifications for the
choices it makes and the reasons behind the responses it generates.
This might entail informing users of the characteristics or elements
that go into producing a response. Incorporating methods for mon-
itoring and feedback can also aid in identifying and resolving any
potential problems. Encouraging fairness and moral conduct can
help guarantee that ChatGPT keeps developing and getting better
over time. To guarantee that ChatGPT is producing responses that
are in line with moral and ethical standards, regular auditing and
monitoring of the decision-making process is required. By imple-
menting these suggestions, ChatGPT can develop into an AI that
users can trust to produce true, objective, and moral answers.
Some of the key components in building a trustworthy AI:

7.4.1. Fairness
Fairness in AI is should be incorporated to avoid biases and dis-

crimination during the creation and application of AI systems. It
entails ensuring that AI systems handle everyone equally and with-
out discrimination and do not reinforce existing biases and
inequalities. This requires a thorough consideration of the data
used to train AI models, as well as the algorithms and decision-
making procedures used in AI systems. As an AI language model,
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ChatGPT can strive to achieve fairness by considering and address-
ing bias in its training data, decision-making processes, and out-
puts. One way to address bias in training data is to ensure that
the data used to train the model is diverse and representative of
the population. This can be achieved by using a variety of sources
and by including data from underrepresented groups (Hassani and
Silva, 2023). The training data should also be carefully curated and
filtered to remove any biased or problematic data. Additionally,
ChatGPT can incorporate fairness into its decision-making pro-
cesses by using algorithms that account for fairness, such as those
that use counterfactual reasoning or causal inference. These algo-
rithms can help identify and correct potential biases in the model’s
outputs. Finally, ChatGPT can strive to achieve fairness in its out-
puts by monitoring and analyzing its results to ensure that they
are not unfairly biased against certain groups. If biases are
detected, the model can be adjusted and retrained to address these
issues.

Overall, It is important to note that achieving fairness is an
ongoing process that requires continuous monitoring and
improvement. As such, ChatGPT can also work to ensure trans-
parency and accountability by providing explanations for its deci-
sions and allowing for user feedback and oversight.

7.4.2. Transparency
The degree to which an AI system’s decision-making processes

and fundamental data are transparent and available to users is
referred to as transparency in AI. Because transparent AI systems
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are simpler to comprehend and analyze, they encourage trust and
make it more likely that the system will make ethical and legal
choices. As an AI language model, ChatGPT is designed to generate
responses based on the input it receives. While it can provide infor-
mation and insights, it does not have the ability to actively disclose
information about itself or the data it uses to generate responses.
However, to ensure transparency in the use of ChatGPT, it is impor-
tant to be clear about the limitations of the model and its capabil-
ities. Additionally, it is important to be transparent about the data
sources used to train the model and any potential biases. To further
enhance transparency, it may be useful to provide users with infor-
mation about how the model is being used, such as in what con-
texts it is being deployed and how it is being monitored to
ensure accuracy and fairness.

7.4.3. Explainability
An explainable AI could provide a comprehensive justification

for its choices and decisions. As a result, humans can comprehend
and validate the system’s decision-making process, which is crucial
for building confidence in AI systems. ChatGPT is a machine learn-
ing model whose responses are based on statistical patterns in the
data it was trained on. As such, it may not always provide the most
nuanced or complete answer to a question, and it may occasionally
make mistakes or provide incorrect information. One approach to
increasing explainability is to use models that are inherently inter-
pretable, such as decision trees or linear regression models. These
models are easier to understand because they explicitly show how
each feature contributes to the model’s output.

Another method is to calculate and present feature importance
scores for the model’s inputs. This allows users to see which factors
the model is using to make its predictions. Moving forward, creat-
ing visualizations can help users understand how the model is
working. This might include showing which inputs are most influ-
ential, how the model is making decisions, and how it is arriving at
its final output. Moreover, adding a human-in-the-loop approach
can also help increase the explainability of AI models. For example,
providing users with the ability to ask follow-up questions about
the model’s predictions can help them better understand how
the model arrived at its decision. Lastly, providing clear and con-
cise documentation that describes how the model was trained,
what data was used, and how it is intended to be used can also
increase the transparency and explainability of the AI model.

7.4.4. Human-centered design
It refers to the process of creating AI systems that are in tune

with human values, needs, and preferences. This entails consider-
ing the ethical and social effects of AI systems and designing them
with an emphasis on transparency, fairness, and accountability.
This may necessitate incorporating moral principles into the design
process, such as the principles of beneficence (doing good), non-
maleficence (avoiding harm), and respect for values. In the case
of developing AI language models, including ChatGPT, Human-
Centered Design principles are usually applied in the research
and development process, such as conducting user research to
understand the needs and behaviors of people who use language
models, testing different design prototypes, and iterating on the
design based on user feedback.
8. Conclusion

In this review article, we have showcased the immense poten-
tial of the future GPT language model in various fields by compre-
hensively reviewing more than 100 Scopus-indexed publications
on ChatGPT. A novel taxonomy has been put forth which reveals
a diverse range of applications across various domains such as
19
healthcare, marketing & finance, environment, education &
research, and academic writing. Despite its potential, the early
ChatGPT researches still face some limitations. We have identified
certain issues that may need to be addressed, which are classified
as intrinsic and usage-centric. Additionally, we have identified and
discussed ethical concerns. To overcome these challenges and to
improve the efficacy of ChatGPT, we have uncovered some poten-
tial future directions.

Improving Conversational Capabilities, Personalization, Multi-
modal design, and Trustworthiness are some of the key areas that
hold significant promise for the future of ChatGPT. By focusing on
these directions and exploring possible solutions to current chal-
lenges, ChatGPT can become more ubiquitous and effective in the
future, with the potential to revolutionize how humans interact
with technology and can become a more effective and trustworthy
tool for various segments of society.

We posit that this review will inspire further research and
development to fully harness the vast potential of ChatGPT across
diverse application areas for both the researchers working in this
field and the users exploring the use of ChatGPT. Undoubtedly, it
is just the beginning of the ChatGPT-era and we anticipate that
future GPT will bring significant benefits to our lives in the near
future. We look forward to seeing the continued evolution and
growth of ChatGPT research in the years to come.
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