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Abstract

Wireless sensor networks (WSNs), due to their multidisciplinary applications, represent
one of the main enabling technologies of the Internet-of-Things paradigm. These networks,
consisting of sensor nodes characterized by processing and transmitting capabilities, are
implemented in various fields such as oceanography, disaster prevention, the oil and gas
industry, health, commercial, and military applications. A critical challenge in designing
WSNs is optimizing the sensor node’s power consumption, which determines the network
lifetime. One of the most efficient energy-saving approaches consists of integrating Wake-
Up Receivers (WuRxs), which allow selective activation of the sensor nodes on demand.
This thesis reports three novel WuRx architectures and six low power circuit implementa-
tions. Two of the implementations, one based on tunable current starved inverters and one
on tunable NOR-based multivibrators, present the lowest power consumption reported for
an underwater acoustic WuRx. Their performances have been experimentally validated
through an ASIC (AMS-350nm CMOS process) by decoding an acoustic wake-up call
transmitted underwater. Both circuits consume less than 500 nW. The tunable current
starved inverter-based WuRx consumes 265 nW, it has an area of 0.058 mm2, and a data
rate of 250 bit/s. At simulation level, one of the circuit implementations (Single Tran-
sistor) presents the lowest power consumption reported for an acoustic WuRx (7.2 nW).
In this thesis, also analytical models for the subthreshold operation of some Schmitt trig-
gers (STs), which are extensively implemented in sensor node architectures, have been
derived. The hysteresis voltages of a tunable ST and of a low power ST have been ana-
lytically modeled. The derived expressions provide physical insight into the behavior of
the circuits, by relating the hysteresis voltages to the transistors’ geometrical parameters.
Furthermore, the models can be used to predict the effect of supply voltage and temper-
ature variations on the characteristics and to estimate the minimum supply voltage for
which hysteresis occurs. The models have been experimentally validated, with a max-
imum error below 10 %, relative to the supply voltage. Overall, the proposed circuits and
architectures can be used in implementation of low power sensor nodes.
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Introduction

. Background

One of the main pillars of how the ”things”-oriented vision of the Internet-of-Things (IoT)
paradigm is implemented, is through Wireless Sensor Networks (WSNs) [12]. A WSN can
be defined as a group of spatially distributed sensor nodes (Fig.1.1(a)), characterized
by processing and transmitting capabilities [13]. From an architecture point of view,
a sensor node can be decomposed into four main sub-units (Fig.1.1(b)): communication
unit, to receive and transmit data; power unit, to supply the node; sensing unit, to acquire
environmental data; processing unit, to manage data acquisition and transmission [14],
[15].

The first WSN resembling a modern system has been attributed to the Sound Surveillance
System (SOSUS), developed in the early 1950s by the United States Navy to track and
detect Soviet submarines [16]. The system was composed of a network of hydrophones,

Communication 

Processing

Sensing

Power 

(a) (b)

Sensor Node

Figure 1.1: (a) Wireless sensor network and (b) simplified sensor node architecture.
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distributed in the Pacific and Atlantic oceans [17]. Nowadays, SOSUS is still operating
and is used for civil scientific research, e.g. ocean monitoring by the National Oceano-
graphic and Atmospheric Administration (NOAA) [18]. Therefore, one can claim that
the first WSN was an Underwater system (UWSN). Modern UWSNs typically consist of
a complex ensemble of different sensor nodes, which can be static, semi-mobile and mobile
[19]–[21]. Static sensor nodes are leaned on the seafloor, and can be cabled or wirelessly
connected to other nodes. Semi-mobile sensor nodes can be moored or attached to a buoy
or a ship, e.g. as Remotely Operated Vehicles (ROVs). Mobile sensor nodes generally
consist of Autonomous Underwater Vehicles (AUVs). In a typical scenario (Fig.1.2), the
data collected by the underwater sensor nodes are sent to a surface sink (e.g. a ship),
which transmits the data to a satellite and/or to an onshore sink [22]. In terms of applic-
ations, UWSNs are employed for: ocean monitoring, e.g. ocean currents, climate change,
pollution and biological monitoring; disaster prevention, e.g. seismic and volcanic activity
analysis; oil and gas industry, e.g. corrosion detection in pipes; oceanography, e.g. seafloor
mapping; assisted navigation and military surveillance [23]–[27].

SatelliteOnshore Sink

Moored

Static Sensor Nodes

Buoy

Sensor
Node

Underwater Wireless Sensor Network

Autonomous
Underwater

Vehicle

Remotely
Operated
Vehicle

Figure 1.2: Illustration of an UWSN (not in scale). Adapted from [5].
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WSNs are not limited to underwater applications, and Terrestrial Wireless Sensor Net-
works (TWSNs) are also extensively employed [28], [29]. These are implemented in various
fields, such as: health applications, e.g. telemonitoring physiological data, drug admin-
istration and patient tracking [30], [31]; home applications, e.g. temperature and light
regulation [32], [33]; environmental applications, e.g. biodiversity monitoring and fire de-
tection [34], [35]; commercial and military applications [36], [37].

The number of sensor nodes in a WSN ranges from a few to thousands of units, depending
on the application. Generally, the minimum number of sensor nodes is set by the required
network coverage of the sensing field, while the maximum number is constrained by the en-
ergy consumption and the cost [38]–[40]. The field of application also determines the type
of signals used by the communication unit (Fig.1.1(b)), which can be Radio-Frequency
(RF), optical or acoustic. RF signals are not particularly suitable for underwater commu-
nication, due to the required high transmission power and large antenna size. Their use
is typically restricted to shallow waters and short distances (e.g. within swarms of AUVs)
[41]–[43]. Underwater Optical Wireless Sensor Networks (UOWSNs) typically present low
latency and high data rates (Gbps) [44]. But due to line-of-sight requirements, the align-
ment of optical transceivers underwater is challenging [45]. Instead, Underwater Acoustic
Wireless Sensor Networks (UAWSNs) are suitable for subsea applications since their are
characterized by longer transmission range and reduced attenuation, with respect to the
RF counterpart. However, UAWSNs present higher latency, lower data rate and limited
bandwidth [23], [46], [47]. Different types of signal can coexist in the same network,
i.e. also hybrid architectures have been investigated, e.g. acoustic-optical and RF-optical
WSNs [48], [49].

. Motivation

Regardless of the considered transmission medium and type of signal, a critical challenge
common to all WSN architectures is the optimization of the sensor node’s power con-
sumption [50]–[52]. The power unit (Fig.1.1(b)) typically consists of a battery with a
limited energy budget, and/or relies on energy harvesting. In some applications (e.g. un-
derwater), replacing and/or recharging the power units is not feasible and is costly. [53].
The main reason for improving the energy efficiency of WSNs is to extend the network
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lifetime, which represents one of the most important metrics for performance evaluation
[54]–[56]. The literature about WSNs & Energy is quite extensive: considering only IEEE
Xplore®, more than six thousand journal articles and thirty thousand conference papers
have been published so far. Nevertheless, the State-of-the-Art is still improving, consider-
ing that only in 2022, six hundred journal articles have been reported. In this dissertation,
the target is to optimize the sensor node’s power consumption at the hardware level, i.e.
all the contributions are electronics-related. Therefore, the main motivation behind this
dissertation is to provide low power circuits and architectures for improving the lifetime
of wireless sensor networks, and so advancing the State-of-the-Art.

. Methodology

The methodology employed in this work consists of three main steps: first, a general
sensor node architecture is defined step-by-step, with the aim of identifying the critical
blocks; next, optimizing circuits and architectures are designed; finally, an experimental
setup is realized, and the designs are validated through measurements.

. . Sensor Node Architecture

In Fig.1.3(a), the sensor node architecture is divided in four sub-units, i.e. communica-
tion, processing, sensing and power units. The communication unit is typically imple-
mented through transducers, which are used to Transmit (TX) and Receive (RX) power
and/or information. Depending on the architecture, a single device can be used for both
transmission and reception (i.e. a transceiver). The type of transducer is dependent on
the application, e.g. antennas for RF-based WSNs, LEDs/photodiodes for optical-based
WSNs, and piezoelectric transducers for acoustic ones [57], [58]. The sensing unit consists
of sensors which acquire data from the external environment (Fig.1.3(b)) [59]. The data
acquired by the sensors are sent to the processing unit, which typically consists of a micro-
controller (µC) [60]. Depending on the implemented µC, an Analog-to-Digital Converter
(ADC) is interposed between the sensors and the microcontroller. In the following, it
is assumed that the µC has a built-in ADC for simplicity. The power unit supplies the
sensors, the µC and the communication unit (Fig.1.3(c)), i.e. it acts as an energy storage
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Figure 1.3: Definition of a general and simplified sensor node architecture. (a) Main units. (b) Connection
between sensing and processing units. (c) Non-rechargeable and (d) rechargeable sensor node
architectures.

(e.g. alkaline or lithium battery) [61]. As represented in Fig.1.3(c), the energy storage is
not rechargeable, i.e. the communication unit does not transfer power to the sensor node.
Nevertheless, sensor nodes can also rely on energy harvesting [62]. In this case, an addi-
tional unit, defined as power management unit, is interposed between the communication
unit and the energy storage, as shown in Fig.1.3(d). It should be pointed out that the
presented architectures are oversimplified and not totally accurate with respect to real
implementations. For instance, in some architectures, the transducers used to harvest
energy do not coincide with those used for communication [63]. Furthermore, additional
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units can be present (e.g. location finder unit) [64]. However, the simplified architecture
in Fig.1.3(d) represents an useful starting point for the analysis of the critical blocks, as
explained in the following.

. . Circuits and Architectures

Referring to the sensor node architectures in Figs.1.3(c) and (d), the most critical com-
ponent results to be the energy storage since it supplies all the other units. The identific-
ation of the most energy-draining unit is a complex task, because the power consumption
depends on the implemented application and technology. Generally, the most power con-
suming unit is the communication one, although also the processing and sensing units can
result power-hungry, specially when composed of many active sensors (e.g. sonar rangers
and imagers) [65]–[67].

To minimize the power consumption of the communication unit, different energy sav-
ing protocols have been proposed [52], [68]. A widely implemented method consists in
powering off the sensor nodes as long and as often as possible, so that the communic-
ation between any two nodes takes place only when they are simultaneously on, i.e. a
communication protocol is required [69]. The way through which the sensor nodes com-
municate is referred to as rendezvous. As it will be explained in detail in a dedicated
section (Chapter 2), one of the most energy-efficient rendezvous scheme consists in the
integration of Wake-Up Receivers (WuRxs). These additional units wake up the sensor
nodes only when a well defined signal, called Wake-Up Call (WuC), is received. Therefore,
they allow selective activation on demand [70]. A sensor node architecture integrating
WuRxs is shown in Fig.1.4, where it has been assumed, for simplicity, that the WuRx has
its own battery, i.e. it does not rely on the energy storage unit. Nevertheless, WuRxs can
also rely on energy harvesting. The majority of the proposed WuRxs are RF-based, and
designed for terrestrial wireless sensor networks [71]. Recently, acoustic solutions started
to gain attention because of the significant advancements in the fields of underwater wire-
less sensor networks and acoustics [72]–[75]. Therefore, in this work, it has been decided
to focus on the development of novel wake-up receivers architectures with State-of-the-Art
performance for UAWSNs.

In this work, the optimization has not been restricted only to the design of new WuRx
architectures. In fact, also Schmitt Trigger (ST) circuits have been analyzed. STs are
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Figure 1.4: Rechargeable sensor node architecture with wake-up receiver integration.

extensively employed in sensor node architectures, e.g. for signal shaping in transceivers,
memory cell implementation in µCs, noise reduction in sensor interfaces, and DC/DC
converters drivers in energy harvesting interfaces [76]–[82]. Therefore, they can be im-
plemented in all the units in Fig.1.3(d). Over the last decades, researchers focused on
the optimization of ST circuits for low voltage and low power applications, due to the in-
creasing demand of energy-efficient electronics [83], [84]. In particular, current literature
focuses on the analysis and modeling of STs operated in subthreshold region [85]. In this
work, two Complementary Metal-Oxide-Semiconductor (CMOS) ST circuits have been
analyzed and modeled in subthreshold region. The first circuit, labeled as Type 1 in this
thesis, is the low power CMOS ST proposed by Al-Sarawi (Fig.1.5(a)) in 2002 [86]. It
has been decided to analyze Type 1 because, among the single input STs, it presents one
of the best figure of merits, according to [87]. The second circuit, labeled as Type 2, is
the tunable single input CMOS ST proposed by Wang (Fig.1.5(b)) in 1991 [88]. It has
been decided to analyze Type 2 because of its simplicity and versatility. At the time of
writing, this is the first single input tunable CMOS ST modeled in subthreshold region.
An overview of ST circuits operated in subthreshold region is reported in a dedicated
section (Chapter 3). Therefore, in this thesis, optimization has been performed on two
levels: at architecture level, by developing novel wake-up receiver architectures; at circuit
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Figure 1.5: (a) Al-Sarawi’s (Type 1) [86] and (b) Wang’s (Type 2) [88] Schmitt trigger circuits under
analysis in this work.

level, by developing analytical models which can be used to optimize the design of low
power Schmitt trigger circuits operated in subthreshold region.

. . Experimental Setup

The designed circuits and architectures have been validated through an Application Spe-
cific Integrated Circuit (ASIC). The layout and the micrograph are reported in Appendix
A. Initially, the WuRxs have been designed and simulated by considering a TSMC-180nm
CMOS process1. Once the 2021 Multi-Project-Wafer (MPW) runs from Europractice2

have been disclosed, the circuits have been redesigned in AMS-350nm CMOS process3

due to funding and timing constraints. The circuits have been designed through Ca-
dence4 (version 6.1.8-64b, TECH_C35B4). Thirty identical ASICs have been delivered,
and ten of them have been packaged. The realized ASICs, shown in Fig.1.6(a), have
dimensions 3 mm × 3 mm, and are packaged into a ceramic pin grid array (CPGA100)
with sealed lid, as shown in Fig.1.6(b). The CPGA100 is then mounted on a Printed
Circuit Board (PCB), shown in Fig.1.6(c), designed and fabricated through JLCPCB5.

1(https://www.tsmc.com/)
2(https://europractice-ic.com/)
3(https://ams.com/)
4(https://www.cadence.com/)
5(https://jlcpcb.com/)
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(a) (b)

(c) (d)

Figure 1.6: (a) ASICs in AMS-350nm CMOS process. (b) ASICs packaged into CPGA100s (sealed lid).
(c) Designed PCB used to access the ASIC’s pads. (d) Example of setup for signal acquisition.

The input/output signals are then applied/acquired directly through the PCB, and/or
by means of a breadboard, as shown in Fig.1.6(d). As previously mentioned, the WuRxs
have been designed for UAWSNs. Therefore, a simple experimental setup composed of a
water tank, two transducers (TX & RX), a signal generator, and an oscilloscope has been
realized (Fig.1.7(a)). For simplicity, the circuitry required to drive the ASIC (e.g. power
supplies) is not included in Fig.1.7(a). Due to the complexity of ASIC packaging for
underwater operation, only the transducers have been placed underwater, i.e. communic-
ation takes place underwater but the ASIC is placed out of the tank. To transmit/receive
the wake-up call signal, commercial piezoelectric transducers (HESENTEC6) have been
used. These transducers are not intended for underwater use. Therefore, a thin layer of
epoxy has been applied on the electrical contacts, to make them waterproof. The reson-
ance frequency (40 kHz) has been then measured through a R&S ZVL13 Vector Network
Analyzer (Figs.1.7(b) and (c)). The water tank, shown in Fig.1.7(d), is made of poly-
ethylene, and it has dimensions 100 cm × 120 cm × 76 cm. The tank has been filled with

6(http://www.hesentec.com/)
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Figure 1.7: (a) Simplified scheme of the experimental setup for underwater testing. Measured impedance
(b) magnitude and (c) phase of the piezoelectric transducers. (d) Water tank and transducers.
(e) Example of full setup. Adapted from [5].

distilled water. An example of full setup is shown in Fig.1.7(e). Clearly, the implemented
setup is not accurate with respect to real application scenarios where different phenomena,
such as path loss (geometric spreading, scattering, attenuation), ambient noise, multipath
propagation, and Doppler spread take place simultaneously [89]. For instance, the pro-
posed setup strongly suffers from multipath propagation, due to the small size of the tank,
and to the short distance between the transducers and the water/air and water/tank in-
terfaces. On the bottom, a 3 cm thick layer of crushed rocks (grain diameter from 3 mm to
5 mm) has been deposited to reduce reflections [90]. Besides that, no other optimization
has been performed on the water tank (e.g. coating the inner walls of the tank with a
phono-absorbing material). Nevertheless, the realization of an anechoic chamber was out
of scope in this work since the focus was only on the circuitry. Regarding the Schmitt
trigger circuits, they have been tested by using a setup similar to that in Fig.1.6(d).
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. Research Contributions

In this thesis, novel wake-up receiver architectures and analytical models for the sub-
threshold operation of Schmitt trigger circuits have been developed. The proposed cir-
cuits and architectures can be used to optimize the power consumption of wireless sensor
networks. Regarding the wake-up receivers, three different types of architecture have been
developed: inverter-based, multivibrator-based, and oscillator-based acoustic WuRxs for
wireless sensor networks. The inverter-based and multivibrator-based WuRxs are sim-
ilar in terms of decoding mechanism, but present different circuit implementations. The
first inverter-based WuRx (called Delay-based) has been proposed, at simulation level,
in [1] (Appendix B.1); although low power, it does not present State-of-the-Art power
consumption. Nevertheless, it is the first WuRx that implements one of the novel wake-
up decoding mechanisms proposed in this work. However, the delay-based WuRx has
been then improved, leading to the tunable current starved inverter-based WuRx called
Type A in this thesis (Appendix B.5) [5]. Type A presents the lowest power consumption
reported for an underwater acoustic WuRx, and it has been experimentally validated.
Regarding the multivibrator-based WuRxs, three different circuit implementations have
been proposed. The first one uses a NOR-based monostable multivibrator (Appendix
B.2) [2] , the second one uses a single transistor (Appendix B.3) [3], while the third one,
called Type B in this thesis, is an improved version (tunability) of the NOR-based ar-
chitecture (Appendix B.5) [5]. Also Type B has been experimentally validated, and it
presents State-of-the-Art power consumption as well. The single transistor multivibrator-
based WuRx presents, at simulation level, the lowest power consumption reported for a
non-underwater acoustic WuRx, and it overcomes the performances of Type A and Type
B. The oscillator-based WuRx is a low power wake-up receiver, but does not overcome,
in terms of performance, the other proposed WuRxs (Appendix B.4) [4]. It should be
pointed out that the novel wake-up decoding mechanisms proposed in this work are not
limited only to acoustic applications, i.e. the design of all the WuRx circuits can be easily
adapted to RF applications. Regarding the Schmitt trigger circuits, analytical models for
the hysteresis voltages in subthreshold region of two STs, i.e. Al-Sarawi’s ST (Type 1) and
Wang’s ST (Type 2) shown in Fig.1.5, have been proposed. The models allow to design
the two STs with desired hysteresis as a function of the transistors’ geometrical para-
meters. Furthermore, they provide physical insight into the circuit behavior, by relating
the hysteresis voltage to the supply and thermal voltages. The derived expressions can
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Figure 1.8: Graphical overview of the research contributions.

be used to optimize the design of STs circuits in subthreshold region, e.g. estimating the
minimum supply voltage for which hysteresis occurs and predict the effect of temperature
variations on the characteristics. The analytical model of Type 1 has been first proposed
and validated through simulations and experiments (Appendix C.1) [6]. Next, the model
has been further analyzed by also considering simplified equivalent circuits and different
designs (Appendix C.2) [7]. Regarding Type 2, its analytical model has been proposed
and validated through simulations and experiments in [8] (Appendix C.3). The accuracy
of the model has been also analyzed in terms of supply voltage, temperature and process
variations. A graphical overview of the research contributions is shown in Fig.1.8. In
summary, the proposed WuRxs optimize the power consumption of the communication
unit, while the developed analytical models can be used to optimize the design of low
power ST circuits, thus virtually allowing optimization of all the units. Therefore, the
research contributions in this work consist of low power circuits and architectures which
optimize the sensor nodes’ power consumption.

. . Dissertation Outline

In Chapter 2, an overview of WuRxs and energy conservation techniques for WSNs is
reported, and the proposed architectures are described. In Chapter 3, an overview of ST
circuits operated in subthreshold region is reported, and the main results are discussed.
The conclusions and future directions are in Chapter 4. The layout and the micrograph
of the ASIC are in Appendix A, while the articles associated to the WuRxs and the ST
circuits are in Appendices B and C, respectively.
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. Background

From a taxonomic point of view, three main energy conservation schemes for wireless
sensor networks can be identified, i.e. mobility-based, data-driven, and duty cycling
schemes [68]. Depending on the application, the sensor nodes in a network can be placed
far away from each other. In order to reach the sink, the data collected by the most
distant nodes are sent to intermediate ones, according to a routing scheme. Thus, some
routing paths can be more loaded than others, resulting in some sensor nodes (e.g. the
ones near to the sink) being more active than others. In mobility-based schemes, mobile
sinks are used to evenly distribute the sensor nodes’ power consumption [91], [92].

Data-driven schemes consist of data reduction and energy-efficient data acquisition tech-
niques [68]. Data reduction techniques reduce the sensor nodes’ power consumption by
implementing data compression, data prediction, and in-network processing schemes [93].
In data compression schemes, data are typically encoded at the sensor nodes, and decoded
at the sink [94]. This results in less power consumption for the transmission of inform-
ation. In data prediction schemes, the sensor nodes and the sink implement a model
describing the sensed phenomena [95], [96]. Depending on the accuracy of the measured
data with respect to the model prediction, less amount of data is transmitted to the sink,
i.e. the sink does not need the exact data because of the predicted values. Regarding
in-network processing techniques, data aggregation is performed at intermediate nodes in
order to reduce the amount of data transmitted to the sink. Instead, energy-efficient data
acquisition techniques are mostly based on adaptive sampling (e.g. by means of spatio-
temporal correlation) and hierarchical sampling (e.g. by establishing an acquisition hier-
archy among the various sensors in a node) [97], [98]. Regarding duty cycling techniques,
they are divided in topology control and power management schemes. In topology control
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schemes, the network redundancy is exploited in order to adaptively maintain active only
a minimum number of sensor nodes. The criteria used to determine which subset of nodes
should be active are based on location and connectivity [99], [100]. Power management
schemes mostly consist of wake-up/sleep protocols. As mentioned in the introduction
(Chapter 1.3.2), a typical approach consists in powering off the nodes as often and as long
as possible, so that the communication between any two nodes takes place only when
they are both on. The protocol through which two nodes communicate is called ren-
dezvous [69]. Three main rendezvous protocols can be identified, i.e. pure synchronous,
pseudo-asynchronous and pure asynchronous protocols. In a pure synchronous rendez-
vous scheme, the sensor nodes are presynchronized to turn on during specific time slots
[70]. This scheme, which is mostly used by duty cycled Medium Access Control (MAC)
protocols, is more energy-efficient with respect to an always-on approach. Nevertheless,
it suffers from idle listening (i.e. nodes are on when no communication is required) and
overhearing (i.e. a node receives data not intended to it) [101]. In pseudo-asynchronous
rendezvous schemes, the nodes are still activated during specific time slots, but commu-
nication takes place according to a beaconing approach, i.e. a preamble signal is used to
indicate the willingness to communicate [50], [102]. Although more energy-efficient that
pure synchronous schemes, this approach still suffers from power consumption due to the
required periodic activation. The third rendezvous scheme is the pure asynchronous one.
Under this approach, the sensor nodes integrate an auxiliary receiver in their architecture,
i.e. a wake-up receiver (Fig.1.4). In a typical scenario, the sensor nodes are normally in
sleep mode, i.e. the processing unit is in low power mode and the communication unit
is off [103]–[105]. Whenever communication is required, a wake-up call signal is trans-
mitted to a targeted node. Upon correct detection of the WuC signal by the WuRx, the
sensor node is woken up and communication takes place [70]. The implementation of
WuRxs solves idle listening and overhearing issues since communication takes place only
on demand. On the other hand, it implies additional hardware components, which can be
costly depending on the implemented technology and the number of nodes. Nevertheless,
the WuRx-based approach represents one of the most energy-efficient rendezvous scheme
for the optimization of the power consumption in wireless sensor networks [106].

As for wireless sensor networks, on the basis of the application, three main types of
WuRxs can be implemented, i.e. RF-based, optical and acoustic WuRxs [71], [107]–[116].
Terrestrial wireless sensor networks typically employ RF-based WuRxs due to the higher
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data rate and lower latency with respect to the acoustic ones. However RF-based WuRxs
are not suitable for the detection of signals underwater or intra-body due to higher at-
tenuation [108], [117]. Acoustic WuRxs are characterized by lower data rate and higher
latency with respect to RF-based and optical solutions. Nevertheless, they are less af-
fected by attenuation underwater [118]. Optical WuRxs are typically more energy-efficient
with respect to RF-based and acoustic WuRxs, but they suffer from line-of-sigh require-
ments [112]. Nevertheless, different solutions have been proposed to improve underwater
optical WuRxs [119]–[121]. However, acoustic solutions are still considered the reference
technology for UWSNs [122].

The majority of the proposed acoustic WuRxs are designed for non-underwater applic-
ations, although also solutions for UAWSNs have been proposed. In 2008, Khan et al.
proposed an underwater acoustic modem which incorporates a 100 µA WuRx for the de-
tection of wake-up call signals at 18 kHz, with a supply voltage (Vdd) of 5 V [123]. In 2011,
Yadav et al. proposed an amplifier-based WuRx for air applications, which is fabricated in
CMOS 65 nm and it consumes 4.4 µW (Vdd = 0.6 V) at 41 kHz [124]. In 2012, Sánchez et
al. realized an underwater acoustic modem which makes use of commercial piezoelectric
transducers and a commercial WuRx (AS3933), consuming 2.7 µA (Vdd = 3.3 V) with a
data rate of 1 kbit/s and carrier frequency 85 kHz [125]. In 2013, Lattanzi et al. proposed a
comparator-based ultrasonic wake-up receiver for air applications which consumes 874 nA
(Vdd = 2 V) at 40 kHz [126]. In 2014, Höflinger et al. proposed a WuRx architecture for
home applications, based on commercial MicroElectroMechanical System (MEMS) micro-
phone and WuRx (AS3933), which consumes 56 µW (Vdd = 3 V) at 18 kHz [127]. In 2015,
Bannoura et al. improved the WuRx in [127] by considering filtering for noise cancella-
tion. The system consumes 140 µA when decoding a 20 kHz signal, and 15 µA in sleep
mode (Vdd = 3 V) [128]. In 2017, Fuketa et al. proposed a Colpitts oscillator-based WuRx
for IoT applications, which is fabricated in CMOS 250 nm and it consumes 1 µW (Vdd =

0.3 V) with a data rate of 250 bit/s [129]. In 2018, Oletic et al. implemented a 3-channel
acoustic wake-up interface for underwater applications, which consumes 19.4 µA (Vdd =

1.8 V) at approximately 2 kHz [130], [131]. In 2019, Pop et al. proposed a Piezoelectric
Micromachined Ultrasonic Transducer (pMUT) array-based wake-up receiver for intra-
body links, consuming only 1 µA when receiving a 700 kHz signal [108]. In the same year,
Rekhi and Arbabian demonstrated a wake-up receiver fabricated in CMOS 65 nm, which
makes use of precharged transducers, and it is characterized by a power consumption of
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8 nW (Vdd = 0.5 V) at 57 kHz [116]. To the best knowledge of the author, the WuRx
in [116] represents the State-of-the-Art acoustic wake-up receiver for non-underwater ap-
plications. Instead, the WuRx in [125] represents the State-of-the-Art acoustic wake-up
receiver for underwater applications.

In this work, an acoustic wake-up receiver for underwater application with power consump-
tion of 265 nW (Vdd = 2 V) at 40 kHz has been experimentally validated [5]. The proposed
WuRx overcomes, in terms of performance, the wake-up receiver in [125]. Furthermore,
a 7.2 nW (Vdd = 2 V) WuRx has been proposed at simulation level in [3]. Therefore, the
designed WuRxs present State-of-the-Art power consumption.

. Proposed Architectures

In this section, first simplified block diagrams of the proposed WuRx architectures are de-
scribed. Next, the circuit implementations are discussed. As previously reported (Chapter
1.4), three types of WuRx architectures have been proposed in this work, i.e. inverter-
based (2 circuit implementations), multivibrator-based (3 circuit implementations) and
oscillator-based (1 circuit implementation). The inverter-based and multivibrator-based
WuRx architectures present similar decoding mechanisms, while that of the oscillator-
based WuRx is completely different. In the following, it is assumed that the WuC signal
consists of a sequence of sinusoidal bursts, and that the presence of a burst is associated
to a high logic level (i.e. ’1’) while its absence to a low one (i.e. ’0’) [132]. Furthermore, it
is assumed, for simplicity, that the duration of the ’1’s is equal to that of the ’0’s, i.e. the
duty cycle of the WuC signal is 50 %. Nevertheless, the proposed decoding mechanisms
work for lower as well higher duty cycles.

From a block diagram point of view, the inverter-based and multivibrator-based WuRxs
can be described with the simplified architecture shown in Fig.2.1(a), where it is assumed,
for explanatory purposes, that the WuRx is designed to decode the WuC signal ’101’. As
can be observed, the architecture is composed of four main blocks, i.e. rectification, pulse,
switch, and logic gate blocks. The rectification block is used to rectify the bursts of the
WuC signal, i.e. the sequence of bursts (SWuC) is converted to a sequence of pulses (Srect),
as shown in Fig.2.1(b). As soon as the first rectified burst reaches the first pulse block
(Pulse 1), a reference pulse signal (Sre f1), which is longer than the first rectified burst, is
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Figure 2.1: (a) Simplified block diagram and (b) ideal waveforms describing the behavior of the inverter-
based and multivibrator-based WuRx architectures when decoding the WuC signal ’101’.

generated. The proposed inverter-based and multivibrator-based WuRxs decode the logic
levels in the WuC signal by comparing, through the logic gate blocks, the amplitude and
duration of the reference pulses with those of the rectified bursts. Therefore, in order
to decode the ’0’ in the WuC signal, the first logic gate should implement the logical
AND operation between the inverted first rectified burst and the first reference pulse, i.e.
Srect&Sre f1 . In case of correct detection, the output of the first logic gate (Sen1) enables,
through the block Switch 1, the connection between Srect and the successive pulse block
(Pulse 2). Next, the inverted rectified burst is used to trigger Pulse 2, which generates
a reference pulse (Sre f2) aligned with the last ’1’ in the WuC signal. To detect the last
’1’, the second logic gate should implement the logical AND operation between Sre f2

and Srect , i.e. Srect&Sre f2 . If this occurs, the output of Logic Gate 2 goes high, and the
interrupt signal (Sint), which wakes up the sensor node, gets asserted. Longer wake-up call
signals can be decoded by simply cascading switch, pulse and logic gate blocks. The ’1’s
(’0’s) are decoded by comparing the reference signals with the (inverted) rectified bursts.
The proposed decoding mechanism is simple, and intrinsically energy-efficient since the
activation of the blocks is fully sequential, i.e. in case of wrong logic level detection the
successive blocks are not activated. It should be pointed out that the block diagram
in Fig.2.1(a) is a simplified description of the proposed architectures, which does not
accurately describe the actual behavior of all the designed WuRxs. The difference between
the inverter-based and multivibrator-based WuRxs lies on the circuit implementation of
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the pulse blocks, which has important consequences on the generation of the reference
pulse signals, as it will be explained when discussing each specific WuRx. Nevertheless,
the block diagram in Fig.2.1(a) correctly describes the main decoding mechanism concept
common to both architectures.

Regarding the oscillator-based WuRx, a simplified block diagram describing its architec-
ture is shown in Fig.2.2(a), where it is assumed again, for explanatory purposes, that
the WuC signal is ’101’. The oscillator-based WuRx is composed of six main blocks, i.e.
rectification, pulse extractor, oscillator, counter, switch, and logic gate blocks. First, the
wake-up call signal is rectified. Next, the pulse extractor extracts the pulses S1,2,3. The
duration of S1 is equal to that of the first ’1’ in the WuC signal, while the durations
of S2 and S3 are equal to those of the ’0’ and the second ’1’, respectively. In order to
decode the first ’1’, the WuRx employs an oscillator in conjunction with a counter. In the
following, it is assumed that for a correct logic level detection, the counters have to count
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Figure 2.2: (a) Simplified block diagram and (b) ideal waveforms describing the oscillator-based WuRx
architecture when decoding the WuC signal ’101’ with a counting parameter equal to four.
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four oscillations per logic level. As can be observed in Fig.2.2(b), as soon as Oscillator 1
oscillates four times (Sosc1), the output of Counter 1 (Scnt1) goes high. So the block Switch
1 enables the connection between the second extracted pulse (S2) and Oscillator 2, which
in conjunction with Counter 2 verifies that exactly four oscillations occur during the ’0’ in
the WuC. The same reasoning applies for the successive stage: in case in which the second
’1’ is correctly measured, finally Logic Gate generates the interrupt signal Sint . The block
Pulse Extractor is necessary for the measurement of the ’0’s. As for the inverter-based
and oscillator-based WuRxs, the decoding mechanism is sequential. The oscillator-based
WuRx is more accurate since it also measures the duration of the first ’1’ in the WuC
signal, while the inverter-based and multivibrator-based WuRxs use the first ’1’ only as
a trigger for the block Pulse 1. On the other hand, the oscillator-based WuRx gener-
ates an interrupt signal not aligned with the WuC, as can be observed in Fig.2.2(b). It
should be pointed out that the presented architecture represents a simplified description
of the actual oscillator-based WuRx, which is far more complex, as it will be shown in the
following. Nevertheless, the block diagram in Fig.2.2(a) correctly describes its decoding
mechanism concept.

It should be now clear that the proposed architectures can also be implemented for RF-
based and non-underwater (i.e. acoustic in air) applications since the decoding mechanisms
simply require rectified pulses as input signals.

. . Inverter-Based

The first proposed inverter-based wake-up receiver was the so called delay-based WuRx [1].
This circuit is the first one to report the novel decoding mechanism based on the sequential
verification of the WuC signal (Fig.2.1). The block Pulse has been implemented with the
circuit shown in Fig.2.3. The reason for which the WuRx in [1] has been called delay-
based relies on the reference signal generation mechanism. Referring to Fig.2.3, assuming
that Vrect and Vsw are initially high, and so that the switch Mn,sw is initially closed, the
active load implemented through Mp,act would result on. As a consequence, a voltage
(VC) will result across the RC group. This voltage is then delayed through the inverter-
based buffer in order to obtain a voltage (Vre f ) high during the next logic level. Once the
delayed signal goes low, Vsw turns off the active load through Mp,sw. The logic gate blocks
are implemented through CMOS (N)AND gates, while the switch blocks through simple
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Figure 2.3: Circuit used by the delay-based wake-up receiver for the generation of a reference signal.
Redrawn from [1]. ©2021 IEEE.

PMOS transistors. An example of full WuRx implementation is reported in the associated
article (Appendix B.1) [1]. The circuit operation has been verified through simulations,
by considering a TSMC-180nm CMOS process, and a 40 kHz burst frequency. The circuit
consumes about 42 µW (Vdd = 1.2 V) for the detection of the WuC signal ’1101’, with each
high (low) logic level having a duration of 3 ms (1.5 ms). An alternative idea could be to
use a (tunable) Schmitt trigger in the buffer stage. A critical problem of the proposed
circuit implementation is that in order to obtain delays in the millisecond range, relatively
high capacitances are required in the buffer stage. Therefore, as designed in [1], the circuit
is not suitable for ASIC integration.

This circuit has been then dramatically optimized, by designing the so called Type A
WuRx [5]. This wake-up receiver has been experimentally validated through an ASIC
designed in AMS-350nm CMOS process. Its block Pulse has been implemented through
a tunable current starved inverter topology, shown in Fig.2.4. The capacitor has a value
of 3 pF. The circuit is starved only on the PMOS side, in order to tune only the falling
edge of the generated reference voltage. The logic gate blocks are implemented through
CMOS AND gates, while the switch blocks through CMOS transmission gates (Appendix
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VrefVrect

Mp1

Mn1 Mn2

Mp2
Mps2

Mpb3
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C

Figure 2.4: Current starved inverter-based circuit used by the Type A wake-up receiver for the generation
of a reference signal. Redrawn from [5].
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Figure 2.5: Simplified equivalent circuit associated to the circuit in Fig.2.4. Redrawn from [5].

B.5). An important feature of this circuit is that the duration of the reference voltage is
a function of the rising and falling edges of the rectified voltage. This dependency can
be better understood through the simplified equivalent circuit of the block Pulse of Type
A, shown in Fig.2.5. When the input (i.e. Vrect) goes high, the capacitor is shorted and
the output (i.e. Vre f ) is high. Once the input goes low, the output goes low according to
a time set by the RC group and by the threshold of the inverter composed by Mn(p)s2 in
Fig.2.4. In the associated article [5], the pulse blocks of Type A are called monostable
circuits, because they produce a single output pulse when they are triggered at their
inputs. Typically, the duration of the output of a monostable circuit is not dependent on
the duration of the input signal. Nevertheless, it has been decided to keep this definition
while describing the circuit in Fig.2.4 in the associated article. On the basis of the this
definition, one can argue that Type A should be considered a multivibrator-based WuRx
and not an inverter-based one. However, when focusing on a single block Pulse, the
reference voltage results to be generated through a current starved inverter topology. In
other words, the block Pulse of Type A behaves as a monostable circuit when considering
it as a black box. But in terms of actual circuit implementation, it uses a current starved
inverter topology. Although both the delay-based and Type A WuRxs use CMOS inverters
for the generation of the reference voltage, their behavior is quite different. In Fig.2.6,
their reference voltages (Sre f1) when decoding the WuC signal ’101’ are shown. As can be
observed, the reference voltage of the delay-based WuRx is not aligned with the rising edge
of the rectified burst. This is due to the CMOS buffer stage, which delays the voltage VC

generated by the RC group in Fig.2.3. Instead, the reference voltage of Type A is aligned
with the rising edge of the rectified burst, and it stays high for all the duration of the
WuC signal. As explained in detail in [5], this is due to the capacitor in Fig.2.4: the
output of the block Pulse 1 does not go low because the second rectified burst does not
allow the capacitor to be fully charged and cross the threshold of the inverter. As can
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Figure 2.6: Ideal reference voltages of block Pulse 1 of the delay-based and Type A WuRxs when decoding
the WuC signal ’101’.

be observed, the waveforms associated to the simplified block diagram in Fig.2.1 are not
totally coherent with those in Fig.2.6. However, both circuit implementations decode the
WuC signal by generating a reference voltage which is high during the comparison with
the logic levels.

In the associated article (Appendix B.5) [5], Type A has been extensively characterized in
terms of tuning, duty cycle, and power consumption. When decoding the WuC ’10101’
(logic level duration equal to 500 µs) the measured power consumption is 0.7 µW (Vdd =

2 V). Instead, when the logic level duration is equal to 4 ms, the measured power con-
sumption is 0.27 µW (Vdd = 2 V). Type A presents the lowest power consumption reported
for an underwater acoustic wake-up receiver. The layout and the micrograph of Type A
are shown in Appendix A.2.1.

. . Multivibrator-Based

Three different circuit implementations of the multivibrator-based WuRx architecture
have been proposed. In the first one, the block Pulse has been implemented with the
NOR-based multivibrator, shown in Fig.2.7(a) (Appendix B.2) [2]. This is the first
multivibrator-based WuRx proposed. The circuit has been simulated by considering a
TSMC-180nm CMOS process, and a 40 kHz burst frequency. The circuit consumes about
0.8 µW (Vdd = 1.2 V) for the detection of the WuC signal ’1001’, with each logic level
having a duration of 1.5 ms. The capacitances are in the order of 20 pF, thus not result-
ing suitable for ASIC integration. The second circuit implementation is based on a single
transistor, and it is shown in Fig.2.7(b) (Appendix B.3) [3]. As can be observed, two tran-
sistors are present. However, transistor Msw acts as a simple switch. The circuit consumes
about 32.8 nW (Vdd = 1.2 V) for the detection of the WuC signal ’101’, with each logic
level having a duration of 1.5 ms. When decoding eleven logic levels (’10101010101’), the
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circuit consumes 153 nW. When lowering the supply voltage to 0.6 V, the power consump-
tion lowers to 7.2 nW. This WuRx overcomes, at simulation level, the performance of the
State-of-the-Art device presented in [116], i.e. it presents the lowest power consumption
reported for an acoustic wake-up receiver. The last circuit implementation is that of the
so called Type B wake-up receiver, presented in [5] (Appendix B.5). The block Pulse has
been implemented through a tunable NOR-based multivibrator, shown in Fig.2.7(c). The
circuit is an optimized version of the circuit reported in [2] (Fig.2.7(a)). The architecture
of Type B is more complex than that of the other multivibrator-based WuRxs. In fact,
Type B has an extra block, called Control, which prevents the various pulse blocks to
be unnecessarily triggered during the decoding phase, as explained in detail in Appendix
B.5. Together with Type A, Type B has been experimentally validated through an ASIC
designed in AMS-350nm CMOS process, and extensively characterized in terms of tuning,
duty cycle, and power consumption. The layout and the micrograph of Type B are shown
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Figure 2.7: Circuit implementations of the block Pulse of the multivibrator-based WuRx architectures:
(a) NOR-based multivibrator, redrawn from [2] ©2021 IEEE; (b) Single transistor, redrawn
from [3] ©2022 IEEE; (c) optimized tunable NOR-based (Type B), redrawn from [5].
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Figure 2.8: Ideal reference voltages of block Pulse 1 of the delay-based, Type A and multivibrator-based
WuRxs when decoding the WuC signal ’101’.

in Appendix A.2.2. Its performance is similar to that of Type A. When decoding the WuC
’10101’ (logic level duration equal to 500 µs) the measured power consumption is 0.98 µW
(Vdd = 2 V). Instead, when the logic level duration is equal to 4 ms the measured power
consumption is 0.46 µW (Vdd = 2 V). An important difference between the pulse blocks
of Type A and Type B relies on the dependence of the reference voltage on the rectified
burst. While the output of the block Pulse of Type A is dependent on the rising and
falling edges of the rectified burst, that of Type B only depends on the rising edge. This
is due to the fact that the duration of the output voltage of the multivibrators of Type
B is determined by their RC groups only since the rectified burst only acts as a trigger
signal. Instead, in Type A, the duration of the rectified burst also affects the (dis)charging
process of the capacitor in its Pulse block (Fig.2.5). In Fig.2.8, the ideal reference voltages
of the multivibrator-based WuRxs are shown, together with those of the delay-based and
Type A WuRxs. A detailed comparison between Type A and Type B is reported in the
associated article (Appendix B.5) [5].

. . Oscillator-Based

The oscillator-based WuRx presents the most complex architecture among the proposed
wake-up receivers (Appendix B.4) [4]. A general architecture is shown in Fig.2.9. As
can be observed, it is composed of different Pulse Meters. These blocks are in charge of
decoding the pulses extracted by the WuC signal by measuring their durations. Each pulse
meter has one oscillator, two counters, a switch, a logic gate, and a one shot monostable.
The first pulse meter does not have a logic gate since it is triggered by the first extracted
pulse, while the last one has an additional one shot and logic gate for interrupt signal
generation. In each Pulse Meter, the first counter (e.g. Counter 1 of P1 in Fig.2.9) verifies
that exactly M oscillations occurs, where M is the number of oscillations required for
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Figure 2.9: General architecture of the proposed oscillator-based WuRx. Redrawn from [4] ©2021 IEEE.

a correct logic level detection. The second counter (e.g. Counter 1’), in conjunction
with the adjacent block One Shot, is used to decouple the oscillator (e.g. Oscillator 1),
through a switch (e.g. sw1), from the block Pulse Extractor in case in which more than
M oscillations occur. In other words, the second counter of each pulse meter prevents the
oscillator to consume unnecessary power in case in which a wrong logic level is received.
If exactly M oscillations occur, a logic gate block allows the successive extracted pulse
to be measured by the successive pulse meter, i.e. the decoding mechanism is sequential.
A circuit implementation with M = 2 has been validated through simulations in TSMC-
180nm CMOS process. The oscillator has been implemented through a simple current
starved ring oscillator, while the counter through a cascaded divide-by-2 CMOS counter.
All the circuits are reported in [4] (Appendix B.4). The simulated circuit implementation
is not optimized in terms of power consumption. It consumes 16.1 µW (Vdd = 1.2 V)
when decoding the WuC signal ’101’, with each logic level having a duration of 0.5 ms.
No further optimization has been performed since the performance of the multivibrator-
based WuRxs was more promising during the design phase.

. Conclusions

Three types of WuRx architectures have been proposed, i.e. inverter-based, multivibrator-
based, and oscillator-based. The inverter-based makes use of CMOS inverters for the
generation of the reference signals used for decoding the WuC signal. Two implement-
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ations have been proposed. In the first one, i.e. the delay-based WuRx, the reference
voltages are generated through buffered CMOS inverters. In the second one, i.e. Type A,
a tunable current starved topology is employed to generate the reference voltages. Type
A represents, at the time of writing, the State-of-the-Art acoustic WuRx for underwater
applications. Its performance has been experimentally measured through an ASIC in
AMS-350nm CMOS process.

Regarding the multivibrator-based WuRxs, three different circuit implementations have
been proposed. The first one uses a NOR-based multivibrator, while the second one
uses a single transistor. The NOR-based multivibrator-based WuRx has been optimized
by experimentally prototyping the Type B WuRx, which presents State-of-the-Art power
consumption, together with Type A. Therefore, it has been also demonstrated that a
low technological node is not necessarily required for low power implementation since
State-of-the-Art performance has been achieved. The implementation based on a single
transistor represents, at simulation level, the State-of-the-Art acoustic WuRx in terms of
power consumption.

Finally, also an oscillator-based WuRx has been proposed. However, the proposed circuit
implementation does not overcome the performance of Type A and Type B. The future
directions are reported in the overall conclusions of the dissertation (Chapter 4) since they
are dependent on results presented in the next chapter, where the contributions about
Schmitt trigger circuits are reported.
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Schmitt Triggers

. Background

In 1937, Otto H. Schmitt invented a trigger circuit, which was initially intended to emu-
late a synthetic nerve [133]. One year later, he invented a thermionic trigger [134], then
renamed as Schmitt trigger (ST) [135]. Although the circuit was initially intended for
biomedical applications, nowadays STs are employed in various electronic systems. For
instance, they are used in waveform generators and oscillators [136]–[142], SRAMs and
latches [82], [143]–[149], timers and receivers [150]–[153], converters [154]–[161], and vari-
ous sensor interfaces [162]–[168]. Therefore, they find applications in digital and analog
systems.

As reported in the introduction (Chapter 1.3.2), recently researchers focused on the ana-
lysis and modeling of ST circuits in subthreshold region, due to the increasing demand
of low power electronics [83]–[85]. In 2007 Kulkarni et al. implemented an SRAM cell
through a simplified version of the classical CMOS ST shown in Fig.3.1(b) [169]. The
feedback is present only on the pull-down branch since the pull-up one is used to hold
the ’1’ state in the considered SRAM cell. In 2012, Lotze and Manoli demonstrated that
Schmitt trigger logic can allow operation at low supply voltage (< 63 mV) [170]. Instead,
in 2017 they extended their analysis by providing a systematic study of Schmitt trigger
gates operated in subthreshold region [84]. In 2017, Melek et al. analytically modeled the
DC transfer characteristic of the classical CMOS Schmitt trigger shown in Fig.3.1(a) [85].
Furthermore, they determined the minimum supply voltage (75 mV at room temperat-
ure) for which hysteresis can be observed. In 2018, Melek et al. extended their analysis
by considering the Schmitt trigger operated in amplifier mode, and they compared its
performance with that of the classical CMOS inverter [171]. They demonstrated that

1Part of this section previously appeared in [8].
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Figure 3.1: (a) Classical 6-transistor CMOS ST analyzed in [85]. (b) Modified classical CMOS ST ana-
lyzed in [169]. (c) Differential CMOS ST analyzed in [173]. (d) 3-inverter CMOS ST analyzed
in [175]. (e) Al-Sarawi’s ST circuit [86], analyzed in this work. (f) Wang’s ST circuit [88],
analyzed in this work. The bulk terminal connections are not shown for simplicity.

the ST can work with a supply voltage lower than 32 mV (at 300 K), while the limit of
the standard CMOS inverter is above 35 mV. Bastan et al. proposed in 2020 a differen-
tial CMOS Schmitt trigger, which presents a power consumption of 150 nW when driven
by 0.4 V [172]. In the same year, Radfar et al. proposed a differential tunable CMOS
Schmitt trigger, shown in Fig.3.1(c) [173]. The circuit consumes less than 1.4 µW, and
is characterized by a tuning range of approximately 110 mV. In 2021, Nejati et al. re-
ported a 120 nW differential CMOS Schmitt trigger [174]. In the same year, Fernandes
et al. presented an analysis in subthreshold region of the 3-inverter CMOS ST shown in
Fig.3.1(d) [175]. They implemented an oscillator which is supplied by less than 63 mV.
One year later, Sandiri et al. reported an analysis of Schmitt trigger gates by considering
Dynamic Threshold MOS (DTMOS) technique in subthreshold region [176].

In this thesis, the subthreshold characteristics of two ST circuits have been modeled and
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analyzed: the low power CMOS ST proposed by Al-Sarawi (renamed here as Type 1,
Fig.3.1(e)) in 2002 [86], and the tunable single input CMOS ST proposed by Wang (re-
named here as Type 2, Fig.3.1(f)) in 1991 [88]. Among the single input STs, Type 1
presents one of the best figure of merits [87], while Type 2 is the first single input tunable
CMOS ST modeled in subthreshold region. For both circuits, analytical expressions for
the high-to-low (VHL) and low-to-high (VLH) transition voltages, which define the hys-
teresis width (VH = |VHL −VLH |), have been determined. The derived expressions relate
the hysteresis width to the dimensions of the transistors, the supply voltage, and the
temperature. Therefore, they allow performance optimization in subthreshold region by
relating physical parameters to the characteristics. The derived expressions are based
on the Enz-Krummenacher-Vittoz (EKV) model [177], [178], and they have been valid-
ated with simulations and experiments, by prototyping an ASIC in AMS-350nm CMOS
process. Although validation has been performed with a quite old technological node,
the considered EKV model has been used to model STs in CMOS 180 nm [175], and to
investigate the operation of circuits realized in lower technological nodes (e.g. 90 nm and
65 nm) [179], [180].

As reported in the introduction (Chapter 1.4), from the analysis of Type 1 and Type 2,
three articles have been produced: regarding Type 1, the analytical model has been first
proposed and validated through simulations and experiments (Appendix C.1) [6], and
next it has been further analyzed by considering different designs, simplified equivalent
circuits and power consumption (Appendix C.2) [7]; regarding Type 2, its analytical model
has been proposed and validated through simulations and experiments by also considering
supply voltage, temperature and process variations (Appendix C.3) [8]. In the following
subsection the used EKV model is reported. Next, the main results regarding Type 1 and
Type 2 are reported.

. . EKV Model

In subthreshold region [177], [178], the drain current can be expressed as

Id,n(p) = I0,n(p) · e
VGB(BG)
nn(p)·ϕ ·

(
e−

VSB(BS)
ϕ − e−

VDB(BD)
ϕ

)
(3.1)
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where:

I0,n(p) = 2 ·nn(p) ·µn(p) ·Cox ·
W
L
·ϕ 2 · e

−
|Vth,n(p)|
nn(p)·Φ (3.2)

• B, G, S and D refer to the bulk, gate, source and drain terminals, respectively;

• nn(p) → NMOS (PMOS) slope factor;

• ϕ → thermal voltage (kBT/q);

• µn(p) → electron (hole) mobility;

• Cox → oxide capacitance;

• W/L → transistor width to length ratio;

• Vth,n(p) → NMOS (PMOS) threshold voltage.

The drain-source voltage contribution in (3.1) can be neglected when transistors are in
saturation (|VDS| ≥ 3 ·ϕ [181]). This results in the following approximated drain current
expression:

Id,n(p) ≈ I0,n(p) · e
VGB(BG)−nn(p)·VSB(BS)

nn(p)·ϕ . (3.3)

Furthermore, if the bulk-source voltage is equal to zero volts, (3.3) can be simplified as

Id,n(p) ≈ I0,n(p) · e
VGB(BG)
nn(p)·ϕ . (3.4)

The current scaling factor I0,n(p) is mainly dependent on the W/L ratio. The subthreshold
swing (Sn(p)) can be defined as the change in the gate voltage required to obtain a change
of one decade in the subthreshold drain current. The slope factor (nn(p)) can be related
to the subthreshold swing through [182]:

Sn(p) = ln(10)
kbT

q

(
1+

Cdep,n(p)

Cox

)
= ln(10)

kbT
q

nn(p) (3.5)

where Cdep,n(p) is the depletion layer capacitance. The extracted values are nn = 1.25 and
np = 1.3.
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. Type

Type 1 is a single-input single-output inverting voltage mode CMOS ST proposed by Al-
Sarawi in 2002 [86]. The circuit, its symbol and its characteristics are shown in Fig.3.2.
A procedure to obtain the high-to-low (VHL) and low-to-high (VLH) transition voltages in
strong inversion is reported in [87]. The same methodology has been implemented in this
thesis, but by considering transistors biased in weak inversion. In the following, the full
derivation of VHL, i.e. the input voltage at which the output goes from high to low, is
reported. By high is meant the supply voltage Vdd, while by low the ground. Referring
to Fig.3.3(a), when the input is low, the output is high due to the inverting topology.
This results in M3 being off, and M4 on. As a consequence, M5 is on and the voltage
at the node Vm,p is approximately Vdd, i.e. it is assumed that the on resistance of M5

is negligible as shown in Fig.3.3(b). By negligible it is meant that during the transition
the transistor can be considered a short circuit. Furthermore, it is assumed that the on
resistance of M4 is negligible as well. This results in M6 being diode-connected. In strong
inversion, M6 would result in saturation since VGS,6 = VDS,6. But in weak inversion, M6

would be in saturation only if its drain-source voltage is at least three times the thermal
voltage. The simplified equivalent circuit that approximates the circuit state before the
high-to-low transition is shown in Fig.3.3(c). Moreover, it is assumed that all transistors
are in saturation during the transition. The voltage VHL can be determined by finding
the switching voltage of the inverter composed of M1 and M2, considering the voltage Vm,n

VoutVin
Vin

M1

M2

M3

M4

M5

M6

Vout

Vout

VinVLH VHL

(a) (b) (c)

Figure 3.2: (a) Type 1 circuit. (b) Inverting voltage mode Schmitt trigger symbol and (c) associated
characteristics. Redrawn from [6] ©2022 IEEE.
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Figure 3.3: Type 1 VHL analysis. (a) Circuit. (b) Assuming that the on resistance of M5 is negligible. (c)
Simplified equivalent circuit. Redrawn from [6] ©2022 IEEE.

across M6. This translates into imposing:

I0,p1 · e
Vdd−VHL

np·ϕ = I0,n2 · e
VHL−nn·Vm,n

nn·ϕ . (3.6)

To determine the unknown variable in (3.6), i.e. Vm,n, the following equation relating M2

and M6 is imposed:
I0,n6 · e

Vm,n
nn·ϕ = I0,n2 · e

VHL−nn·Vm,n
nn·ϕ , (3.7)

Vm,n =
VHL +nn ·ϕ · log

(
I0,n2
I0,n6

)
1+nn

. (3.8)

Finally by substituting Vm,n in (3.6) and solving for VHL, the following expression is
obtained:

VHL =
nn ·
{

Vdd · (1+nn)−np ·ϕ ·
[
log
(

I0,n2
I0,p1

)
+nn · log

(
I0,n6
I0,p1

)]}
n2

n +nn +np
. (3.9)

As can be observed in (3.9), the high-to-low voltage is linearly dependent on the supply
voltage and the temperature, and logarithmically dependent on the dimensions of M1, M2

and M6. Therefore, the model is based on the assumption that M5 and the second inverter
(M3 and M4) do not influence the high-to-low transition voltage. The derivation of the
low-to-high voltage (VLH) is complementary, and it is reported in the articles (Appendices
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C.1 and C.2) [6], [7]. The expression of VLH is given by:

VLH =
nn ·
{

Vdd −np ·ϕ ·
[
np · log

(
I0,n2
I0,p5

)
+ log

(
I0,n2
I0,p1

)]}
n2

p +np +nn
. (3.10)

Complementary to (3.9), VLH depends on M1, M2 and M5, i.e. it is assumed that M6 and
the second inverter (M3 and M4) do not influence the characteristics.

. . Simulation Results

As previously reported, the model is based on the assumptions that the on resistances
of the second inverter (M3 and M4) are negligible during the transitions, and that M5

(M6) does not influence VHL (VLH). Therefore, it is expected that the model can more
accurately describe the circuit behavior when these transistors are large, with respect to
the minimum channel length. Two designs have been initially considered. In Design 1, the
PMOS transistors are sized 2/0.5 while the NMOS 1/0.5. Instead in Design 2 the PMOS
transistors are sized 40/0.5 and the NMOS ones 20/0.5. The simulation parameters are
reported in Table 3.1. The simulated VHL has been extracted by performing a DC sweep of
the input voltage from zero volts up to Vdd. The extraction of VLH is complementary. The
model has been validated against the supply voltage, by considering Vdd values ranging
from 0.5 V to 0.6 V. For lower supply voltages, the circuit does not correctly work, i.e.
no transition. When (Vdd = 0.6 V), M2 still operates in subthreshold region since Vm,n is
approximately 100 mV. To quantitatively compare the analytical and simulated values

Table 3.1: Type 1 Simulation Parameters. ©2022 by A. Nowbahari et al. [7] CC BY-NC-ND 4.0.

Parameter Design 1 Design 2
Value Value

L 0.5 µm 0.5 µm
W2,4,6 1 µm 20 µm
W1,3,5 2 µm 40 µm
Vth,2 559 mV 574.2 mV
Vth,6 533.4 mV 563.7 mV

Vth,1,5 −744.1 mV −734.5 mV
|β1,5| 174.2 µA/V2 1.795 mA/V2

β2,6 303 µA/V2 6.834 mA/V2
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the following errors are defined:

∆HL(LH) = |VHL(LH)−VHL(LH),sim|, (3.11)

δHL(LH) =
∆HL(LH)

VHL(LH),sim
·100%, (3.12)

δVdd ,HL(LH) =
∆HL(LH)

Vdd
·100%. (3.13)

Regarding Design 1, the simulated and analytical VHL and VLH as a function of Vdd are
shown in Figs.3.4(a) and (b), respectively. As can be observed, the simulated and ana-
lytical VHL are both linear, although an offset error is present. Regarding VLH , also a gain
error can be observed. For Design 1, the maximum absolute errors are ∆HL,1 = 19 mV
and ∆LH,1 = 48 mV, while the relative ones are δHL,1 = 8 % and δLH,1 = 66 %. Regarding
Design 2, the simulated and analytical VHL and VLH as a function of Vdd are shown in
Figs.3.4(c) and (d), respectively. As can be observed, the analytical VLH now better re-
sembles the simulated behavior. For Design 2, the maximum absolute errors are ∆HL,2 =

20 mV and ∆LH,2 = 20 mV, while the relative ones are δHL,2 = 8 % and δLH,2 = 33 %. In
Design 2, only the error in VLH has improved since ∆HL,1 ≈ ∆HL,2. Therefore, the discrep-
ancy between the analytical and simulated transition voltages can not be only attributed
to the on resistances since the implementation of wider transistors did not improve ∆HL,2.
To further investigate the model assumptions, the transition voltages of the simplified
equivalent circuits in Fig.3.4(e) have been extracted. The Vout vs Vin plot of the full cir-
cuit is shown in Fig.3.4(f). The characteristic of the simplified equivalent circuit for the
high-to-low transition is shown in Fig.3.4(g). As can be observed, the output does not go
to zero volts, which is due to M6. The characteristic of the simplified equivalent circuit
for VLH is shown in Fig.3.4(h). In this case the output does not reach the supply rail be-
cause of M5. The maximum error between the full and the simplified equivalent circuits
is approximately 2 mV. This proves that the simplified equivalent circuits represent an
accurate approximation of the full circuit behavior during the transition. On the other
side, it can be concluded that the model does not accurately describe the circuit behavior
since the absolute errors (∆HL(LH)) are larger by one order of magnitude with respect to
the error between the full and simplified equivalent circuits. Since the derived expressions
are based on the simplified equivalent circuits, a possible source of error can be attrib-
uted to the assumption that transistors are in saturation during the transition. Besides
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Figure 3.4: Type 1 simulation results. Design 1: analytical and simulated (a) VHL and (b) VLH vs Vdd .
Design 2: analytical and simulated (c) VHL and (d) VLH vs Vdd . (e) Simplified equivalent
circuits. (f) Vout vs Vin (full circuit). (g) Vout vs Vin (simplified circuit for VHL). (g) Vout vs Vin
(simplified circuit for VLH). ©2022 by A. Nowbahari et al. [7] CC BY-NC-ND 4.0.
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that, another source of error can be attributed to the extracted simulation parameters.
According to the model assumptions, only M3, M4, M5 and M6 should be enlarged, but in
Design 2 all transistors have been enlarged. The model has also been verified by enlarging
only the above mentioned transistors and by implementing different sizing strategies, and
the error relative to Vdd resulted to be in the same order of magnitude (below 10 %). No
further investigation has been performed on the proposed analytical model since greater
effort has been put on the analysis of Type 2, which presents tunability and therefore
more versatility in terms of applications.

. . Experimental Results

An ASIC in AMS-350nm CMOS process has been realized for experimental validation.
The NMOS transistors are sized 1/1 and the PMOS ones 18/1 (Design 3). This design
provides a relatively large hysteresis (250 mV) with respect to Vdd. When the PMOS
transistors are small as compared to the NMOS ones, the hysteresis further reduces.
Initially, it was planned to implement multiple designs in the ASIC. But due to the
limited number of pads, it has been decided to only include Design 3. The layout and
the micrograph of the circuit are reported in Appendix A.3. The circuit occupies an area
of 49 µm × 25 µm. The output has been acquired by applying a low frequency triangular
wave (200 mHz). For higher frequencies, the circuit does not toggle. This is expected
since high speed operation is typically challenging in subthreshold region [183]. The
supply voltage has been fixed to 0.6 V because for lower values the output does not
toggle. A critical challenge during the measurement phase was to decouple the oscilloscope
(KEYSIGHT InfiniiVision DSOX3024T) probe from the circuit. When the output of the
ST is directly connected, through the pad, to the probe, the output signal toggles but

VLH
VHL

VinVout

Figure 3.5: Example of measured input and output voltages. (Vdd = 0.6 V). ©2022 by A. Nowbahari, L.
Marchetti, M. Azadmehr [7] CC BY-NC-ND 4.0.
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with approximately half of the expected amplitude. This has been attributed to the
series resistance of the oscilloscope probe. To decouple the impedances, a voltage follower
implemented through an OP-AMP (TL072, Texas Instruments) has been placed between
the probe and the pad. The voltage follower correctly decoupled the two points. An
example of measurement is shown in Fig.3.5. For Design 3, VHL = 317 mV and VLH =

96 mV. Regarding the absolute error with respect to the measurements, ∆HL,meas = 12 mV
and ∆LH,meas = 35 mV. The errors are attributed to parasitic components. The power
consumption of the circuit has not been evaluated through measurements because of the
very small currents in the circuit (< 1 nA). Therefore, it has been analyzed through
simulations (Appendix C.2).

. . Conclusions

An analytical model for the subthreshold characteristics of Type 1 has been proposed.
The maximum error between the simulated and analytical transition voltages is below
10 % with respect to Vdd, for the considered designs. The derived expressions are based
on the assumption that the second inverter and the feedback transistors have negligible
on resistances during the transitions. The model is more accurate when the transistors
are large as compared to the minimum channel length. The model assumptions have been
validated by considering simplified equivalent circuits. The error between the simulated
full and simplified equivalent circuits is of few millivolts, but the model is not equally
accurate although it is based on the same considered approximations. The analytical
model allows designers to predict the effect of supply voltage scaling and temperature
variations on the characteristics. Therefore, it can be used to optimize the design of ST-
based circuits in subthreshold region. For instance, it can be used to design low power
DC/DC converters drivers for energy harvesting interfaces for sensor node architectures.

. Type

Type 2 is a single-input single-output non-inverting tunable voltage mode CMOS ST pro-
posed by Wang in 1991 [88]. The circuit, its symbol and its characteristics are shown
in Figs.3.6(a), (b) and (c), respectively. More focus has been placed on the analysis of
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Figure 3.6: (a) Type 2 circuit. (b) Inverting voltage mode Schmitt trigger symbol and (c) associated
characteristics. (d) Circuit for VHL derivation. ©2023 by A. Nowbahari, L. Marchetti, M.
Azadmehr [8] CC BY 4.0.

Type 2, with respect to that of Type 1, because it is the first single-input tunable ST to
be modeled in weak inversion. Therefore, it is practically more versatile in terms of ap-
plications, because of its tunability. As for Type 1, the high-to-low (VHL) and low-to-high
(VLH) transition voltages have been modeled in subthreshold region. Furthermore, supply
voltage, temperature, and process variations have been considered for model validation.
Moreover, a simple method for the estimation of the minimum supply voltage for which
hysteresis occurs is reported [8]. The same methodology used to derive the analytical
model of Type 1 has been used for Type 2, i.e. the transition voltages have been determ-
ined by finding the switching voltage of the inverter composed by M1 and M2. As for
Type 1, only the derivation of VHL is reported since the low-to-high voltage can be com-
plementary derived. The model is validated through simulations and experiments. The
analytical model is mainly based on the assumption that the hysteresis transition points
are independent of each other, i.e. VHL depends only on the first inverter and the NMOS
tuning transistor (M8) through M7, while VLH only on the first inverter and the PMOS
tuning transistor (M5) through M6. The assumption has been validated analytically, and
through experiments and simulations. Referring to Fig.3.6(d), when Vin is high, Vout is
high too due to the non-inverting topology. This results in M4 and M6 being off, and M3

and M7 being on. The conduction of M5, which is dependent on its tuning voltage Vp,
is irrelevant since M6 decouples it for the middle node of the circuit. Regarding M8, it
is considered to be on since it takes care of the tuning action. As for Type 1, it is also
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assumed that all transistors are in saturation during the transition. The switching voltage
of the first inverter can be determined by imposing:

I0,n2 · e
VHL
nn·ϕ + I0,n7 · e

Vdd−nn·Vint,n
nn·ϕ − I0,p1 · e

Vdd−VHL
np·ϕ = 0. (3.14)

In order to solve (3.14), the following approximation is introduced [184]:

nn ≈ np ≈ n (3.15)

Furthermore, I1,p is redefined as:

I′0,p1 = I0,p1 · exp(Vdd/(n ·ϕ)). (3.16)

Next (3.14) is divided by I′0,p1 and rewritten as

I0,n2

I′0,p1
· e

VHL
n·ϕ − e−

VHL
n·ϕ =−

I0,n7

I′0,p1
· e

Vdd−n·Vint,n
n·ϕ . (3.17)

The unknown variable in (3.17) is Vint,n, i.e. the drain-source voltage across M8. To
determine the unknown variable the following equation relating M7 and M8 is imposed:

I0,n7 · e
Vdd−n·Vint,n

n·ϕ = I0,n8 · e
Vn
n·ϕ ·
(

1− e−
Vint,n

ϕ

)
, (3.18)

Vint,n = ϕ · log
(

1+
I0,n7

I0,n8
· e

Vdd−Vn
n·ϕ

)
. (3.19)

As can be observed, this last equation relates the drain-source voltage of M8 to the tuning
voltage. By substituting (3.19) in (3.17), the dependence of the high-to-low voltage on
the tuning voltage becomes explicit:

I2,n

I′0,p1
· e

VHL
n·ϕ − e−

VHL
n·ϕ =−

I0,n7

I′0,p1
· e

Vdd−n·ϕ ·log

1+
I0,n7
I0,n8

·e
Vdd−Vn

n·ϕ


n·ϕ . (3.20)

Next the following temporary variables are defined:

x =
VHL

n ·ϕ
, (3.21)
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a =
I0,n2

I′0,p1
, (3.22)

b =−
I0,n7

I′0,p1
· e

Vdd−n·ϕ ·log

1+
I0,n7
I0,n8

·e
Vdd−Vn

n·ϕ


n·ϕ =−
I0,n7

I0,p1
· 1

1+ I0,n7
I0,n8

· e
Vdd−Vn

n·ϕ
. (3.23)

Equation (3.20) can be then rewritten as in (3.24) and solved for the variable x:

a · ex − e−x = b, (3.24)

x =−log
[

1
2
·
(√

4 ·a+b2 −b
)]

(3.25)

Finally by replacing all the temporary variables in (3.25), the analytical expression (3.26)
for VHL is obtained:

VHL =−n ·ϕ · log

1
2 ·


√√√√√4 · I0,n2

I0,p1
· e−

Vdd
n·ϕ +

(
I0,n7
I0,p1

)2
· 1(

1+
I0,n7
I0,n8

·e
Vdd−Vn

n·ϕ

)2 +
I0,n7
I0,p1

· 1

1+
I0,n7
I0,n8

·e
Vdd−Vn

n·ϕ


 (3.26)

The derivation of VLH is complementary, and is reported in the associated article (Ap-
pendix C.3) [8]. Its expression is given by:

VLH =−n ·ϕ · log

1
2 ·


√√√√√4 · I0,n2

I0,p1
· e−

Vdd
n·ϕ +

(
I0,p6
I0,p1

)2
· 1(

1+
I0,p6
I0,p5

·e
Vp
n·ϕ

)2 −
I0,p6
I0,p1

· 1

1+
I0,p6
I0,p5

·e
Vp
n·ϕ


 (3.27)

As can be observed, the dependence on the thermal voltage and slope factor is linear, while
the dependence on the tuning voltage, supply voltage, and the transistors’ dimensions is
logarithmic. Coherently with the model assumptions, VHL depends on the first inverter
(M1 and M2) and M7 and M8, while VLH depends on the first inverter and M5 and M6.

. . Simulation Results

In the following, the NMOS transistors have dimensions 1/1, while the PMOS ones 20/1.
Wider PMOS transistors lead to wider hysteresis width, therefore allowing more flexibility
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during the measurement phase. The extracted NMOS transistor Vth,n is 515.8 mV, while
Vth,p = −731.3 mV. To guarantee subthreshold behavior, Vdd has been initially fixed to
0.45 V. Lower, as well as higher, supply voltages have been also considered during the
characterization. As previously described, in order to solve (3.14), the slope factors ap-
proximation in (3.15) has been used. This results in n ≈ 1.28. Instead, the non-averaged
values (nn(p) = 1.25(1.3)) are used when computing I0,n(p). Regarding the transconduct-
ance parameters, βn = 162.26 µA/V2 while βp = 1.01 mA/V2. The transition voltages
have been extracted through a DC sweep, as for Type 1, and the errors are equivalently
defined as in (3.11), (3.12), and (3.13). When extracting VHL(LH), only Vn(p) is varied.
Nevertheless, it has been verified that the transition voltages can be independently adjus-
ted, through the tuning voltages. The analytical and simulated VHL as a function of the
tuning voltage Vn are shown in Fig.3.7(a). As can be observed, the model resembles the
circuit behavior in the entire tuning range. For Vn > 0.3 V, no transition is observed, i.e.
the output stays high. Instead, VLH vs Vp is shown in Fig.3.7(b). In this case, the trans-
ition voltages for Vp > 0.3 V are not shown because the characteristic is almost constant.
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Figure 3.7: Type 2 simulation results. Analytical and simulated (a) VHL vs Vn and (b) VLH vs Vp. Simulated
Vout vs Vin for (c) different Vdd and T = 300 K, and (d) different T and Vdd = 0.45 V. ©2023
by A. Nowbahari, L. Marchetti, M. Azadmehr [8] CC BY 4.0.
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Regarding the maximum absolute errors, ∆HL = 2.2 mV and ∆LH = 2.4 mV. Regarding
the errors relative to the the simulated values, δHL = 1.3 % and δLH = 0.8 %. Instead
δVdd ,HL(LH) < 0.5 %. The discrepancy between the simulated and analytical values is at-
tributed to the slope factor approximation in (3.15). Similar results, i.e. errors in the
same order of magnitude, have been obtained for other designs (shorter L and more nar-
row transistors). The analytical model of Type 2 is more accurate than that of Type 1,
although the same methodology for the model derivation has been considered. This can
be attributed to the less complex architecture of Type 2: the two inverters are not con-
nected to the feedback stages, which results in having the sources of the PMOS (NMOS)
transistors referred to Vdd (ground). The proposed model has also been validated in terms
of supply voltage and temperature variations. For this analysis, the tuning voltages have
been fixed to zero volts, because when Vn(p) = 0 V the error is maximum, i.e. a worst
case analysis is considered. Different Vout vs Vin for different supply voltages are shown in
Fig.3.7(c). Vdd ranges from 0.4 V to 0.5 V. The analysis has been performed with steps of
50 mV, but only three values are reported for simplicity. For Vdd < 0.4 V the ST does not
correctly trigger, while for Vdd > 0.5 V the ST does not operate in subthreshold anymore.
The maximum error occurs at Vdd = 0.4 V. The model resembles the circuit behavior
with an error δVdd ,HL(LH) < 3 %. Regarding temperature variations, the characteristics
have been evaluated for T ranging from 273 K to 373 K (Fig.3.7(d)). Both errors are
maximum for T = 373K. In this case the model is less accurate since the errors relative
to the simulated values are δHL = 4.8 % and δLH = 3.7 %. The performed analysis does
not represent an accurate characterization of Type 2 since the considered design is not an
optimized one. Nevertheless, it represents a starting point for future model refinement
and circuit characterization. The model accuracy has also been evaluated by running
Monte Carlo simulations (process and mismatch variations), as reported in [8] (Appendix
C.3). Also a simple method for the estimation of the minimum supply voltage for which
hysteresis occurs has been proposed. The method simply consists in plotting the analyt-
ical transition voltages, and evaluate when VHL (which normally occurs before VLH as can
be seen in Fig.3.6) becomes negative, i.e. undefined. The analytical model has been also
validated by considering nominal values provided by the datasheet of the AMS process.
Errors in the same order of magnitude have been obtained.
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. . Experimental Results

The fabricated circuit (AMS-350nm CMOS process) has the same dimensions associated
to Figs.3.7(a) and (b), i.e. PMOS (NMOS) transistors sized 20/1 (1/1). The area of
the circuit is 42 µm × 45 µm. The layout and micrograph of the circuit are reported in
Appendix A.3. The PMOS transistors are implemented with two 10 µm gates, because
of technological constraints. This results in a difference less than 1mV in the transition
voltages between the pre-layout and post-layout simulations. The transition voltages have
been extracted by applying a 1 Hz triangular wave. The maximum operating frequency
is 20 Hz. As compared to the implemented Type 1 circuit (200 mHz), Type 2 is one
hundred times faster. It has been correctly verified that the transition voltages can be
independently adjusted. In Fig.3.8 the analytical and measured hysteresis voltages are
shown. The axis associated to the tuning voltage Vp is reversed with respect to that of Vn

in order to show the minimum and maximum VH . The maximum error in the hysteresis
voltage is ∆H = 23 mV, which occurs when Vn = 0.3 V and Vp = 0 V. As for Type 1, it was
not possible to measure the power consumption, due to the very small currents (< 1 nA).
Therefore the power consumption has been analyzed only through simulations, as reported
in [8] (Appendix C.3). At Vdd = 0.45 V, Type 2 consumes 423 pA (VHL) and 416 pA (VLH),
when Vp = 0 V and Vn = 0.3 V (worst case). Instead, Type 1 consumes 159 pA and 615 pA
during VHL and VLH , respectively (Vdd = 0.5 V). Clearly, Type 2 presents higher power
consumption (even at lower supply voltage), but this is expected considering that it has
two additional transistors and the PMOS transistors are wider than those of Type 1.
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0.1 0.2 0.30
Vn (V)
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H  

(V
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Figure 3.8: Analytical and measured hysteresis voltage (VH), when Vdd = 0.45 V. ©2023 by A. Nowbahari,
L. Marchetti, M. Azadmehr [8] CC BY 4.0.
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. . Conclusions

An analytical model for the subthreshold characteristics of Type 2 has been proposed. The
maximum error between the simulated and analytical transition voltages is below 6 % for
the considered design; when considering other designs, the errors are in the same order
of magnitude. The analytical model of Type 2 is more accurate than that of Type 1. The
model can correctly predict the circuit behavior when considering supply voltage (Vdd =

[0.4 V − 0.5 V]) and temperature variations (T = [273 K − 373 K]) with a maximum error
below 5 %. Similarly to Type 1, the proposed model can be used to optimize the design
of ST-based circuits in subthreshold region, e.g. it can be used to design low voltage
interfaces for noise removal at the input of sensor node architectures.
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Conclusions and Future Work

The work presented in this thesis consists of novel wake-up receiver architectures and ana-
lytical models for Schmitt trigger circuits in subthreshold region. The wake-up receivers
optimize the power consumption of the sensor nodes by allowing selective activation on
demand. The analytical models allow performance optimization in subthreshold region
of two Schmitt trigger circuits, which can be used in wake-up receivers and other parts
of sensor nodes’ units. Therefore, all the contributions can be used to improve the power
consumption of sensor node architectures.

Three types of wake-up receiver architectures have been reported in this thesis, i.e.
inverter-based, multivibrator-based, and oscillator-based. Two different circuit imple-
mentations of the inverter-based architecture have been proposed, i.e. the delay-based
WuRx and the tunable current starved inverter-based WuRx (Type A). Type A has been
experimentally validated with an ASIC in AMS-350nm CMOS process, by decoding a
wake-up call signal transmitted underwater. Its architecture is characterized by modular-
ity and tunability. At Vdd = 2 V, when decoding a 5 bit wake-up call signal, it consumes
265 nW (700 nW) with a data rate of 250 bit/s (2 kbit/s). Type A presents the lowest
power consumption reported for an underwater acoustic WuRx. The multivibrator-based
architecture has been implemented with three different multivibrator circuits, i.e. NOR-
based, single transistor, and tunable NOR-based (Type B). Similarly to Type A, Type B
has been experimentally validated, and it presents State-of-the-Art performance as well
by consuming less than 500 nW. The single transistor WuRx presents, at simulation level,
the lowest power consumption reported for a (non-underwater) acoustic WuRx, and it
overcomes the performances of Type A and Type B. An oscillator-based architecture has
been also proposed, but the performance of its circuit implementation does not overcome
those of Type A and Type B.

Regarding the Schmitt trigger circuits, two typologies have been analyzed, i.e. the low
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power single input ST (Type 1) proposed by Al-Sarawi, and the tunable single input ST
(Type 2) proposed by Wang. The hysteresis voltages of the two ST circuits have been
analytically modeled, for the first time, in subthreshold region. The derived expressions
allow designing the two STs with desired hysteresis width as a function of the transistors’
geometrical parameters. Furthermore, they can be used to predict the effect of supply
voltage and temperature variations on the characteristics. Moreover, they can be used to
estimate the minimum supply voltage for which hysteresis occurs. Therefore, they allow
to optimize the design of ST-based circuits in subthreshold region, e.g. low voltage and
low power sensor interfaces for sensor node architectures. The derived expressions have
been validated through simulations and experiments, by prototyping an ASIC in AMS-
350nm CMOS process. The analytical model of Type 1 has been validated with an error
below 10 %, relative to Vdd. The analytical model of Type 2 is more accurate, with an
error below 0.5 %, relative to Vdd, for the considered design.

Regarding the future work, different directions can be followed. A first idea is to redesign
Type A and Type B in a lower technological node. By doing that, the power supply
can be scaled, thus eventually allowing further reduction of the power consumption. A
second idea is to design them in subthreshold region, so that the power consumption
can be lowered to the sub-nanowatt region. Furthermore, it would be also interesting to
implement a high frequency version of the proposed circuits, e.g. for RF-based applica-
tions. The WuRx architecture based on single transistor should be better investigated
(e.g. ASIC integration and tunability). The oscillator-based WuRx should be optimized
in terms of power consumption. An idea can be to use one of the modeled Schmitt trigger
circuits as oscillator. Furthermore, the STs can be used at the input of the WuRxs for
noise reduction. Regarding the ST circuits, the analytical model of Type 1 should be
better investigated, in order to clearly understand the sources of errors. Type 2 should be
better characterized in terms of optimal performance, by relating sizing, hysteresis width,
power consumption and speed. For both ST circuits, a small signal model analysis in sub-
threshold region should be performed. Furthermore, it would be interesting to validate
the models by considering lower technological nodes, where short channel effects can be
more dominant.
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Appendix A

ASIC Layout

A. Overview

The ASIC has been fabricated in AMS-350nm CMOS process through Europractice. The
design has been performed through Cadence (version 6.1.8-64b, TECH_C35B4). The
ASIC has dimension 3 mm × 3 mm, and it is packaged into a ceramic pin grid array
(CPGA100). The pads of the ASIC are connected to the pins of the CPGA100 through
wire bonding. Standard pads provided by AMS have been implemented. A simplified
block diagram showing the connections between the pads of the ASIC and the pins of
the CPGA100 is shown in Fig.A.1. The ASIC contains several cells, as can be seen in
Fig.A.2. Each cell includes a specific circuit, and each circuit has its own Vdd and GND

pad, to prevent the failure of the entire ASIC in case of short circuits. The cells relevant
to this thesis are:

• Cell A → Type A Wake-Up Receiver;

• Cell B → Type B Wake-Up Receiver;

• Cell E → Type 2 Schmitt Trigger;

• Cell F → Type 1 Schmitt Trigger.

A micrograph of the entire ASIC is shown in Fig.A.3, where the relevant cells are high-
lighted. Thirty identical ASICs have been delivered, and ten of them have been packaged.
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Figure A.2: Simplified block diagram showing the cells included in the designed ASIC (not in scale).
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Type A

Type B

Type 1

Type 2

Figure A.3: Micrograph of the ASIC.
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A. Wake-Up Receivers Layouts

A. . Type A

In this section the layout of Type A, described in Chapter 2 and [5] (Appendix B.5), is
reported. The top cell and the subcells are shown in Fig.A.4. As can be observed, the
names associated to the pins do not coincide with those used in Chapter 2. This is due
to the fact that only after ASIC tapeout a well defined nomenclature has been developed
for the signals and blocks of the designed WuRxs. In the following, the terms delay line,
monostable block, and pulse block are to be considered synonyms, i.e. they refer to the
blocks which generate the reference signals for WuC signal decoding. The pins indicated
in Fig.A.4 are the only ones that can be accessed during the measurements. As can
be observed, there are two supply voltages, i.e. V_DD and A_V DD_BIAS. This design
choice has been performed in order to distinguish the power consumption of the bias stage
from that of the other stages during the measurement phase. The output of the rectifier
stage, which has been implemented through discrete components as described in [5], is
the input of the WuRx, i.e. A_V RECT . For each monostable block, a specific pin for the
tuning voltage has been implemented. This design choice has been performed in order
to allow flexibility while tuning, i.e. process variations can cause the various monostable
blocks to behave differently in terms of timing. The pins associated to the enable signals
of the logic gate blocks are called A_ENs, while the pins associated to the outputs of the
monostable blocks, i.e. the reference signals in Fig.2.1(b), are called A_TAUs. The blocks
and the circuits associated to the subcells are shown in Fig.A.5.
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Figure A.4: Top cell and subcells of Type A.
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The subcells 03 (LogicGate) and 04 (LogicGateInterrupt) are identical in terms of circuit
implementation, but they have been distinguished at block diagram level because of pin
mapping constraints. The connections between the subcells are shown in Fig.A.6, while
their layouts are in Fig.A.7. The capacitor of the delay line is not shown in order to make
clearer the layout of the circuitry. No particular layout strategy has been performed.
The only concern was to verify that the post-layout and pre-layout performances were
similar. The full layout of Type A, together with a micrograph, is shown in Fig.A.8. The
large squares are the 5 pF capacitors of the delay lines. The circuit occupies an area of
403 µm × 144 µm.
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Figure A.8: Full layout and micrograph of Type A.
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A. . Type B

In this section the layout of the Type B, described in Chapter 2 and [5] (Appendix B.5), is
reported. The top cell and the subcells are shown in Fig.A.9(a). As for Type A, the names
associated to the pins do not coincide with those used in Chapter 2. In the following,
the terms one shot block, multivibrator block, monostable block, and pulse block are to be
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considered synonyms, i.e. they refer to the blocks which generate the reference signals
for WuC signal decoding. As for Type A, there are two supply voltages, i.e. V_DD and
B_V DD_BIAS for power consumption measurement. The logic gate and switch blocks of
Type B are equal to those of Type A. The only different circuits are those associated to
the buffer and one shot blocks. The subcells 02 (OneShot) and 03 (OneShotCtrl) present
similar circuit implementations. The only difference is the capacitance, i.e. the capacitor
of OneShotCtrl has a capacitance of 3 pF. The connections between the subcells of Type
B is shown in Fig.A.10. The layouts of the subcells in Fig.A.9(b) are shown in Fig.A.11.
The full layout and micrograph of Type B are shown in Fig.A.12. The larger square is
that of the control multivibrator.
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Figure A.10: Subcells connections of Type B.
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Figure A.12: Full layout and micrograph of Type B.
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A. Schmitt Triggers Layouts

A. . Type and Type

In this section the layouts and the micrographs of Type 1 and Type 2 are reported. Due
to the simple design, only one top cell for each circuit, shown in Fig.A.13(a), has been
defined. The layouts and micrographs of Type 1 and Type 2 are shown in Figs.A.13(b)
and (c), respectively. Type 1 occupies an area of 49 µm × 25 µm. Type 2 occupies an area
of 42 µm × 45 µm. Due to technological constraints, the PMOS transistors of Type 2 are
fabricated with two gates, each with a 10 µm width stripe.
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Publications on Wake-Up Receivers

B. A Delay-Based Wake-Up Receiver for Wireless Sensor
Networks
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Wireless Sensor Networks,’ in 2021 International Conference on Electrical, Communica-
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Abstract—One of the main limitations in the design of wireless
sensor networks is the optimization of the power management.
A possible solution is the implementation of wake-up receivers
(WuRxs), which activate the sensor nodes from deep sleep
only when communication is required. The majority of WuRxs
presents complex architectures based on amplifiers, comparators
and demodulators. In this work we propose a new low power
WuRx concept based on complementary circuitry. The proposed
WuRx receives and measures the width of the input signal with
different predefined signal pulse widths using delay lines. If the
received signal resembles the correct wake-up call, i.e. it has the
right duty cycles, it sequentially activates the WuRx and wakes
up the sensor node. A possible circuit implementation in TSMC-
180nm CMOS process is reported. The simulation results confirm
the proposed delay comparison mechanism. The WuRx consumes
35µA when receiving a 12ms selective wake-up call signal, and
337nA when in the idle mode.

Index Terms—CMOS, low power, sensor node, wake-up re-
ceiver, wireless sensor network.

I. INTRODUCTION

A wireless sensor network (WSN) consists of groups of
wireless sensor nodes, often powered by batteries, able to
sense, process and transmit signals [1]. One of the main
research topics in the design of the WSNs is the optimization
of the power, since the lifetime and performance are mainly
limited by the sensor nodes power consumption [2], [3].
A typical energy-saving solution is the duty-cycled Medium
Access Control (MAC) protocol, which consists into period-
ically activate the sensors node [4]. A sleep phase follows
the activation period. But this approach suffers from energy
waste associated to the idle listening when active, even if
no transmission is present [5]. Another problem associated
to presynchronized activation protocols is the overhearing,
which occurs when sensor nodes that are not intended to be
activated, are triggered [6]. Unnecessary wake-ups could be
avoided by implementing wake-up receiver (WuRx) designs
[7], [8]. In this approach the sensor nodes are normally in deep
sleep mode. When the WuRx detects the wake-up call (WuC)
signal, which can be radio-based or acoustic, an interrupt
signal is generated and the sensor node is activated (Fig.1)
[9]. This approach is identity-based and therefore energy-

efficient since sensor nodes wake up only when required
[10], [11]. The majority of reported WuRxs presents complex
architectures based on amplifiers, comparators, demodulators
and correlator circuits [9]. In this work we present a low power
and simple wake-up receiver concept, and a possible circuit
implementation of the proposed architecture. In section II the
WuRx working principle is explained. In section III a CMOS
circuit implementation is reported, while the simulation results
are presented in section IV.

WAKE-UP CALL

WAKE-UP 
SENSOR NODE TRANSMITTER

WAKE-UP 
RECEIVER

INTERRUPT

Fig. 1. Wake-up receiver concept: the sensor node wakes up only when the
correct wake-up call is detected.

II. ARCHITECTURE

The block diagram of the proposed wake-up receiver is
shown in Fig.2. The amplitude of the high frequency input
signal Sin may be small, depending on the distance from the
source, the losses and the application. Therefore the amplitude
of Sin may first be increased (Sup) using a step-up block
such as a transformer. Next, the signal is rectified (Srect) to
create a continuous pulse with a width equal to the duration
of Sin. Then Srect is sent into the first state detector D1,
which is composed of a delay line τ1 and a logic gate. After
a predefined delay ∆τ1, the signal Sτ1 is compared with the
rectified signal Srect through a logic gate. The comparison
result is the enabling signal Sen1 , which drives the switch sw1.
If the input signal is not resembling the predefined wake-up
call signal, the second delay line τ2 does not activate. Instead,
if it is correct, the second delay line activates and the signal
Sτ2 results at the output of τ2. The latter is again compared
with the rectified signal through a logic gate, producing a
second enable signal Sen2 which is used to drive the successive
delay line, similar as in the first delay comparison. The number

978-1-6654-3897-1/21/$31.00 ©2021 IEEE
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Fig. 2. Block diagram of the proposed delay-based wake-up receiver.

of state detector blocks D1 to DN is proportional to the
complexity of the wake-up call signal. Each state detector
block can have different delay lines for detecting signals
with a given pulse width. The wake-up signal Sinterrupt will
activate the sensor node only if all the comparisons results
are sequentially correct. The concept can be better understood
with the example shown in Fig.3, where a WuRx with two
state detector blocks D1 and D2 is considered. The wake-up
call signal is assumed to be a sequence of two ’high’ (H)
states, separated by one ’low’ (L) state. The WuC signal may
be an ultrasound or a radio wave. The ’high’ state is associated
to the presence of the high frequency input signal for a well
defined time interval, while the ’low’ state is associated to its
absence. The WuC signal is therefore considered to be H-
L-H in this example. The input signal is applied for a time
interval ∆t1, and the signal Sτ1 goes ’high’ for a time δt1,
after a delay ∆τ1. During ∆t2, we expect no signal at the
input. Thus to correctly detect the WuC signal, the logic gate
1 should implement the logic function Sτ1&Srect, where &
is the logic AND operation, and Srect is the inverted state
of the rectified signal. If the comparison result is correct, as
it is in this example, Sen1

goes ’high’. As a consequence,
during ∆t3, Sτ2 goes ’high’ for a time δt2. Since we expect
the third state to be a ’high’ one for the correct detection,
the interrupt signal Sinterrupt goes ’high’ only if the logic
gate 2 implements the logic function Sτ2&Srect. The interrupt
signal does not become ’high’ if all the enable signals do

Δt1 Δt3Δt2

Δτ

t

Sτ2

δτ2

δτ11

=Sτ2&SrectSinterrupt

SrectSen1=Sτ1&

H L H

t

t

t

t

τ1S

rectS
upS
inS

Fig. 3. Waveforms when the WuRx receives the WuC signal H-L-H .

not sequentially become ’high’ too. The proposed approach
is conceptually simple, since only delay elements and logic
comparisons between two signals are required.

III. CIRCUIT IMPLEMENTATION

A possible circuit implementation of the proposed archi-
tecture is shown in Fig. 4. The input signal Vin is passively
amplified and rectified through a Delon voltage doubler, which
is composed of a step-up transformer (Lp,s), two diodes
(D1,2) and two capacitors (C1,2). At the secondary side of
the transformer the voltage is:

Vup =
Vin
N

(1)

where N is the transformer turn ratio (Np/Ns = N ).
Amplification occurs if N < 1 or equivalently Lp < Ls.
When Vin is ’high’, the rectified voltage can be approximately
expressed as:

Vrect = 2

(
|Vin|
N
− Vγ

)
(2)

where Vγ is the diode voltage drop. As Vin goes ’low’, the
rectified voltage is discharged through the resistor R.

A. Delay Line

The delay line τ1 is composed of two inverters (Minv1 ,
Md1 ), two switches (Mn,sw1

, Mp,sw1
), an active load

(Mp,act1 ), an RC group (Rτ1 , Cτ1 ) and a buffer (Mp1,2,τ1 ,
Mn1,2,τ1 , C1,τ1 ). The inverter Minv1 inverts the rectified
signal. Therefore (2) should be large enough to trigger Minv1 .
The inverter Md1 drives the switches, which are used to
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Fig. 4. Circuit implementation of the proposed WuRx, with two delay lines and logic gates.

decouple the delay line from the input. To explain the delay
line operation, we can assume that the rectified voltage is
’high’, the switch Mn,sw1

is initially close and so that Vsw1
is

’high’. Under these assumptions, the rectified voltage is ’low’
after Minv1 . Since Mn,sw1

is closed, the transistor Mp,act1

is on because its source-gate voltage is equal to the supply
voltage Vdd. As a consequence a voltage VC,τ1 results across
the capacitor Cτ1 . The transient characteristics of VC,τ1 (e.g.
δt1 in Fig.3) is established by the time constant of the RC
group. The voltage VC,τ1 is then delayed through the buffer,
resulting in the voltage Vτ1 , which is the delay line output.
The delay introduced by the buffer is ∆τ1 in Fig.3. The higher
the number of buffer stages, the larger the delay of Vτ1 with
respect to VC,τ1 . Once the delay process is performed, the
voltage at the output of the inverter Md1 goes ’low’. As a
consequence Mn,sw1

is now open, and Mp,sw1
is closed. The

latter connects the Mp,act1 gate to Vdd thus turning it off.

B. Logic Gate

The logic gates are used to enable the successive delay lines
and produce the interrupt voltage Vinterrupt. If the input signal
resembles the predefined wake-up call, all the delay lines
sequentially activate, and the interrupt voltage Vinterrupt be-
comes ’high’. To detect a ’high’ state two possible approaches
could be followed. The first one is shown in Fig.4, where the
logic gate 1 is a NAND and the enabling transistor is a PMOS
switch. This choice implies that the enabling transistor Mp,en1

connects the second delay line to the rectified voltage if and
only if the rectified (Vrect) and delayed (Vτ1 ) voltages are both
’high’ at the same time. The second one consists into replace
the NAND gate and the PMOS enabling transistor with an
AND gate and an NMOS transistor respectively. The AND
gate can be implemented by inverting the NAND one. Instead
the implementation of the ’low’ state detector is conceptually

more complex. A possible approach consists into remove the
inverter Minv2 , and to NAND the rectified signal (which is
assumed to be ’low’) after the inverter Minv1 with the delayed
one (Vτ1 ). Since the inverted and delayed signals are ’high’
at the same time, at the NAND output the enabling signal
Ven1

will result ’low’, thus activating the enabling transistor
Mp,en1

. The reason for which Minv2 has to be removed is
due to the fact that the active load Mp,act2 is a PMOS. So if
the rectified and the enabling signals are ’low’ and Minv2 is
present, then Mp,act2 is off. The logic gate 2 in Fig.4 is an
AND gate. Thus the interrupt voltage becomes ’high’ if and
only if the rectified (Vrect) and delayed (Vτ2 ) voltages are both
’high’.

IV. SIMULATION RESULTS

To verify the proposed WuRx concept, simulations were
performed in TSMC-180nm CMOS process with the param-
eters in Tab.I. A WuRx with three delay lines and three
logic gates is considered. Each delay line has two cascaded
buffers. Logic gate 1 is an AND gate that drives an NMOS
enabling transistor (’high’ state detector). Logic gate 2 is a
’low’ state detector, and logic gate 3 is an AND gate. The
input signal is a sequence of pulsed sine waves, with amplitude
200mV and frequency 40kHz. For the correct wake-up call
detection, it is assumed that each state has a duration T
of 3ms. A ’high’ state has a pulse duration Ton equal to
1.5ms, and so a Toff = T − Ton = 1.5ms. The wake-up
call is set to be H-H-L-H (Fig.5(a)). The supply voltage
VDD is equal to 1.2V . The channel length is 1µm for all
the transistors, and the widths are sized in order to have
a symmetric switching point around Vdd/2. The simulation
results confirm the proposed WuRx concept. The delayed
voltage Vτ1 goes ’high’ around 3ms because of the first input
pulse (Fig.5(b)). Since logic gate 1 is a ’high’ state detector
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Fig. 5. Simulation results: (a) input (Vin) and rectified (Vrect) voltages.
(b) Delay voltages (Vτ1,2,3 ). (c) Enable (Ven1,2 ) and interrupt (Vinterrupt)
voltages.

and a second pulse is present after T , Ven1 goes ’high’ as well
(Fig.5(c)). As a consequence the second delay line is activated
and Vτ2 goes ’high’ around 5ms. The third state is a ’low’
one, and logic gate 2 is a ’low’ state detector. Therefore Ven2

goes ’high’ and activates Vτ3 . Finally the the interrupt voltage
Vinterrupt is obtained because the third logic gate is a ’high’
state detector, and both the input signal and Vτ3 are ’high’
at the same time. If the input voltage does not resemble the
wake-up call H-H-L-H , the interrupt voltage does not become
’high’. From a technological point of view, the resistances and
capacitances used for the simulations are large as compared
to the typical values implemented in ASICs. Therefore to
implement an IC version of the proposed circuit, the resistors
should be replaced by transistors, and the capacitances should
be further reduced. From a power consumption point of view,
the critical components are the PMOS active loads. The power
consumption can be minimized by increasing the resistance
and decreasing the capacitance of the RC groups, keeping
unchanged their time constants. The average current for the
detection of the 12ms WuC signal in Fig.5(a) is 35µA, with
an average power consumption of 42µW . The average current

TABLE I
CIRCUIT SIMULATION PARAMETERS

Component Parameter Value
Supply Voltage VDD 1.2V

Transformer Lp 4µH
Ls 400µH

Rectifier C1,2 100nF
R 7kΩ

Delay Line τ1 Rτ1 50kΩ
Cτ1 80nF
C1,τ1 50nF
C2,τ1 15nF

Delay Line τ2 Rτ2 120kΩ
Cτ2 30nF
C1,τ2 20nF
C2,τ2 15nF

Delay Line τ3 Rτ3 300kΩ
Cτ3 15nF
C1,τ3 15nF
C2,τ3 10nF

TABLE II
POWER CONSUMPTION COMPARISON WITH OTHER WURXS

Pidle Pactive Work
404nW 42µW This
1.2µW 63µW [12]

1.276µW 70.6µW [13]
10.8µW 24µW [14]
12.4µW 368.1µW [15]

in the idle state is 337nA, with an average power consumption
of 404nW . A comparison with other WuRxs is reported in
Tab.II. Pidle is the power consumption during listening mode,
while Pactive is the power consumption during active mode
(i.e. when receiving and decoding the WuC) [9]. The power
in the active mode is dependent on the wake-up call signal,
the architecture and the implemented technology. Therefore a
more meaningful comparison could be done by considering
the power in the idle mode. As compared to other WuRxs, the
proposed circuit results to be low power both in the idle and
active modes.

V. CONCLUSIONS

In this work we propose a delay-based wake-up receiver
concept for wireless sensor nodes. The interrupt wake-up
signal is generated by sequential delay blocks. Each delay
block measures the width of the input signal with a predefined
time interval. A possible circuit implementation in TSMC-
180nm CMOS process is proposed. The simulations confirmed
the proposed concept. The circuit consumes about 400nW in
the idle state, and 42µW for the detection of a 12ms selective
wake-up call signal. The power consumption is dependent on
the amount of delay lines and so on the complexity of the
WuC signal. Future work will focus on the minimization of
the power consumption by reduction of power supply and other
techniques.
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Abstract—In recent years wireless sensor networks (WSNs)
have gained significant attention because of their implementation
in many different fields. As the nodes in WSNs are typically
battery-powered, their lifetime is mainly limited by the sensor
nodes power consumption. A typical energy-saving solution
consists in implementing wake-up receivers (WuRxs), which are
responsible for the sensor node activation only when required. In
this work an ultra-low power multivibrator-based WuRx concept
is proposed. The WuRx is composed of several input-triggered
multivibrators, which generate pulses of fixed duration. These
pulses are compared to the input signal through logic gates, which
are predefined according to the wake-up call. The sensor node
is activated if the codes match. An implementation in TSMC-
180nm CMOS process is proposed and simulated. The WuRx
consumes 0.8µW when detecting a 6ms wake-up call signal, and
58.4pW when in idle mode.

Index Terms—CMOS, low power, multivibrator, sensor node,
wake-up receiver, wireless sensor network

I. INTRODUCTION

A wireless sensor network (WSN) can be defined as the
ensemble of wirelessly connected sensor nodes capable of
sensing, processing and transmitting signals [1]. WSNs are
implemented in many applications (health, environmental,
military), and are one of the main enabling technologies of
the Internet-of-Things [2], [3]. They are typically powered by
batteries, so their primary limitation is the sensor nodes power
consumption, which limits the network lifetime [4]. Different
energy-saving solutions have been investigated to optimize
the WSN power management [5]. A possible method consists
into set in sleep mode the sensor nodes, and wake up them
according to a certain rendezvous scheme [6]. For instance
in pure synchronous rendezvous schemes, sensor nodes are
presynchronized to activate according to a well defined sleep
schedule. But this approach is intrinsically affected by idle
listening and overhearing. Idle listening occurs when the
sensor node is active, but no communication is required,
thus resulting in wasted energy [7]. Overhearing occurs when
a sensor node overhears data that are not intended to it,
thus being uselessly activated [8]. A practical solution to
these problems is the implementation of pure asynchronous
rendezvous schemes, where the sensor nodes are woken up

This work was supported by the Research Council of Norway under the
Advanced Piezoelectric Devices project [273248].
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Fig. 1. Wireless sensor network implementing wake-up receivers.

according to an identity-based approach [9]. From a hardware
point of view this translates in the implementation of wake-up
receivers (WuRxs) [10]. In such a scheme (Fig.1) the sensor
nodes are normally in deep sleep mode. When the correct
wake-up call (WuC) is detected, the WuRx activates the sensor
node through an interrupt signal. This approach is conceptually
energy-saving, since the sensor nodes are activated only on
demand. Wake-up receivers could be mainly classified in RF
based and non-RF based WuRxs. The majority of WuRxs
uses radio signals [11]–[15], while non-RF based solutions
employ acoustic [16]–[22] and optical signals [23]–[26]. Most
of the proposed WuRxs in the literature presents complex and
power consuming architectures. In this work a simple and low
power WuRx concept is proposed. In Section II the WuRx
architecture is reported. In Section III a circuit implementation
is presented, while the simulations results are in Section IV.

II. ARCHITECTURE

The architecture of the proposed WuRx is shown in Fig.2.
Since the amplitude of the received input signal Sin could
be small (e.g. because of losses and/or distance from the
transmitter), a step-up block may be considered. The second
block (rectification) is used to convert the AC input signal
into square-shaped waves with duration equal to that of Sin.
This rectified signal (Srect) goes into the first state detector
D1, which is composed of a monostable (also called one-
shot [27]) multivibrator and a logic gate. The multivibrator
generates the pulse Sp1 in response to the input pulse (i.e.
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Fig. 2. Multivibrator-based WuRx block diagram.

Srect). Sp1
has a longer duration than that of Srect. Next

these two signals go into logic gate 1, and are compared. If
Srect resembles the predefined WuC, logic gate 1 will enable
the second state detector D2 through the switch sw1. D2 in
turn will generate a new pulse Sp2

, and compare it to Srect.
Again the comparison result is used as enabling signal of the
successive state detector. Therefore the identification process
consists into generating a pulse signal, and comparing it to
the input one. The sensor node will be activated by the wake-
up interrupt signal Sinterrupt only if all the state detectors
are sequentially enabled, thus guaranteeing an identity-based
wake-up. The WuRx has N logic gates and multivibrators,
and N − 1 switches, since the first state detector is by
default enabled. Logic gates from 1 to N − 1 are used to
drive the enabling switches, while the N th logic gate asserts
the interrupt signal. The more complex the WuC signal, the
larger the number of state detectors. An example of WuRx
waveforms is depicted in Fig.3, where two state detectors are
implemented, and the WuC signal is H-L-H . By H is meant
a ’high’ state, i.e. Sin (and consequently Srect) is present at
the WuRx input for a certain time window. By L is meant a
’low’ state, i.e. the input signal is not present at the WuRx
input (Vin = 0V ). During the time window ∆t1 the input
signal Sin is rectified. In response to Srect, the multivibrator
generates the pulse Sp1 with duration δτ1. In order to correctly
detect the ’low’ state and generate the first enabling signal,
logic gate 1 has to implement the logic function Sp1

&Srect.
The & symbol represents the logical conjunction operation,
while the bar over Srect represents the signal opposite state.
Therefore since Srect is ’low’ and Sp1

is ’high’ during ∆t2,
the enabling signal Sen1

goes ’high’. Consequently the second
state detector D2 is now enabled. Next Srect is used to trigger
the second multivibrator, thus generating a new pulse Sp2 with
duration δτ2. As before, the generated pulse is compared to the
rectified signal, which is ’high’ during the time window ∆t3.
If logic gate 2 implements the logic operation Sp2

&Srect, then
the interrupt signal Sinterrupt goes ’high’, and the sensor node
wakes up. The sensor node activation is therefore associated
to a sequential verification of the WuC signal.

III. CIRCUIT IMPLEMENTATION

The proposed WuRx has been implemented with the circuit
in Fig.4. The circuit configuration depends on the WuC signal.
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Fig. 3. WuRx waveforms when the WuC is H-L-H .

In this case two state detectors are considered: the first one
(D1) is a ’low’ state detector, while D2 is a ’high’ one.
This implies that the circuit in Fig.4 can detect the WuC
signal H-L-H (Fig.3). The step-up and rectification blocks
are realized through a Delon circuit [28]. The resistor R is
used to discharge the rectified voltage.

A. Monostable Multivibrator

The monostable multivibrator is implemented through a 2-
input NOR gate (Mp,A,B , Mn,A,B), a resistor (Rp), a capacitor
(Cp) and an inverter (Mp,inv , Mn,inv) [27]. Considering
multivibrator 1, suppose that initially the voltage at the input
of Mp1,A and Mn1,A is ’low’, and the NOR gate output is
’high’. Under these assumptions, Vm1

is ’high’ because of
Rp1

, and consequently the inverter output is ’low’. When a
pulse is applied to the input (e.g. Vrect), Vm1

and the NOR
gate output voltage go to zero volts, and so the inverter output
goes ’high’. Since the inverter output is fed back to the NOR
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Fig. 4. Circuit implementation of the proposed WuRx, with two multivibrators and logic gates.

gate input (Mp1,B and Mn1,B), the NOR gate output voltage
is held at zero volts. At this point Cp1

starts to get charged
through Rp1

, so Vm1
increases. The voltage across Cp1

can
be expressed as:

VCp1
= VDD

(
1 − exp

(
− t

Rp1
Cp1

))
(1)

where VDD is the supply voltage. Assuming that the inverter
threshold voltage Vth,inv is VDD/2, it follows that Cp1

will
be charged up to Vth,inv in a time given by:

t = Rp1
Cp1

ln

(
VDD

VDD − Vth,inv

)
= Rp1

Cp1
ln(2) (2)

from which follows that the multivibrator output pulse Vp1

has a duration of approximately 0.7Rp1
Cp1

(δτ1 in Fig.3).
As soon as the inverter gets triggered, the voltage Vm1

goes
to Vdd + Vdd/2. The time required to re-trigger the multi-
vibrator is therefore dependent on the time needed to Vm1 to
decrease back to Vdd. From a process variations point of view,
the multivibrator resistor and capacitor are the most critical
components, since they determine the signals comparison time
window.

B. Logic Gate

The logic gates compare the multivibrators outputs with the
rectified voltage. Logic gate 1 in Fig.4 is an AND gate realized
by inverting a NAND gate. Its output (Ven1

) is ’high’ when
both the inputs are ’high’ at the same time. So logic gate 1
drives an NMOS switch (Msw1 ). Alternatively is possible to

use a NAND gate and a PMOS switch. In order to detect a
’low’ state, Vrect, which is assumed to be ’low’, is inverted
by (Minv,p, Minv,n). Therefore since Vp1

and V rect are both
’high’, Ven,1 is ’high’ as well and enables the switch Msw1 . In
order to trigger the multivibrator of the second state detector,
a ’high’ voltage is required at its input. A possible solution
is to use the inverted rectified voltage. Transistor MR is used
to discharge the inverted rectified voltage when Msw1

turns
off. So multivibrator 2 is triggered, and a pulse Vp2

results
at its output. Since D2 is a ’high’ state detector, logic gate 2
receives Vrect at the other input, thus generating the interrupt
voltage.

IV. SIMULATION RESULTS

Simulations in TSMC-180nm CMOS process were per-
formed to verify the proposed architecture. The simulated
WuRx is composed of three state detectors. D1 and D2 are
’low’ state detectors, while D3 is a ’high’ state detector.
Therefore the WuRx wakes up the sensor node if the WuC
H-L-L-H is received. Each state has a period T = 1.5ms,
so a four-states WuC has a duration of 6ms. The applied
input voltage Vin consists of pulsed sine waves, with frequency
40kHz and amplitude 200mV (Fig.5(a)). Therefore an acous-
tic WuRx is considered [16], [18]–[20]. The circuit simulation
parameters are reported in Table I. The circuit can be tuned to
operate at different frequencies, by modifying the step-up and
the rectification stages. The multivibrators resistors are imple-
mented with a cascade of two diode-connected PMOS, with
unit width and length. The NOR and NAND gates are sized
with minimum channel width and length, while the inverters
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have a symmetric switching point around VDD/2, where VDD

is equal to 1.2V . The simulation results validated the concept.
Vrect is initially ’high’ for a time window T = 1.5ms. So
D1 is triggered, and its multivibrator generates the pulse Vp1

,
which stays ’high’ for 3ms (Fig.5(b)). During the second time
window (t = 1.5ms to t = 3ms), Vrect is ’low’. Since D1

is a ’low’ state detector, the enabling signal Ven1 goes ’high’
as shown in Fig.5(c). Consequently D2, which is a ’low’ state
detector as D1, is now active. As explained in Sect.III, to
detect a ’low’ state the inverted rectified voltage is used to
trigger the second multivibrator. The latter generates the pulse
Vp2 , which stays ’high’ approximately for 3ms. As before, the
enabling signal Ven2 goes ’high’, thus activating D3, which is
a ’high’ state detector. Again the inverted rectified voltage is
used to trigger the successive multivibrator, which generates
the pulse Vp3

(t = 3ms to t = 6ms). Since Vrect is ’high’ as
well in the time window (t = 4.5ms to t = 6ms), logic gate
3 finally generates Vinterrupt.

A. Power Consumption

During the detection of the WuC (H-L-L-H) the WuRx
consumes 0.66µA, at which corresponds an average power

TABLE I
CIRCUIT SIMULATION PARAMETERS

Component Parameter Value
Supply Voltage VDD 1.2V

Transformer Lp 4µH
Ls 400µH

Rectifier C1,2 200nF
R 1kΩ

Multivibrators Cp1 25pF
Cp2 29pF
Cp3 26pF

TABLE II
POWER CONSUMPTION COMPARISON WITH OTHER WURXS

Pidle Pactive finput Vdd Work
58.4pW 0.8µW 40kHz 1.2V This

3µW 8.1µW 85kHz 3.3V [19]
1.64µW 14µW 40kHz 2V [18]

− 4µW 43kHz 0.6V [16]
45µW 420µW 20kHz 3V [20]

consumption of 0.8µW . Instead in the idle mode the WuRx
consumes 48.6pA, at which corresponds an average power
consumption of 58.4pW . The power consumption in the active
mode is WuC dependent, i.e. a longer WuC would imply more
state detectors and therefore a higher power consumption;
when detecting the WuC H-L-L-H-L-H , the WuRx consumes
1.1µW . A comparison with other acoustic WuRxs is reported
in Table II. The circuit is ultra-low power both in active and
idle mode.

V. CONCLUSIONS

In this work an ultra-low power multivibrator-based WuRx
concept for wireless sensor networks is proposed. The WuRx
compares the duration of the input signal to predefined pulses
of fixed duration, generated by multivibrators. The system
exploits the operation of complementary circuit design, such
as simple logic gates, to achieve low power system operation.
The input wake-up call is sequentially decoded and verified
by the proposed WuRx, to generate the interrupt signal. An
implementation in TSMC-180nm CMOS process is proposed
and simulated, confirming the concept. The proposed imple-
mentation of the WuRx consumes 0.8µW and 58.4pW in the
active and idle modes respectively.
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Abstract— Wireless sensor networks (WSNs) generally consist 

of thousands of sensor nodes, each one supplied by a battery or 
harvested energy. To prolong the lifetime of wireless sensor 
networks, wake-up receivers (WuRxs) are typically employed. 
WuRxs can selectively activate sensor nodes by decoding a signal 
called wake-up call (WuC). Therefore, they optimize the power 
management of WSNs, by allowing communication when 
requested. In this article, an ultra-low power implementation of a 
sequential WuRx concept is proposed. The WuRx is composed of 
AND gates, switches, and monostable circuits. The monostable 
circuit is implemented through a transistor that generates a pulse 
according to a simple RC network and a switch. The proposed 
WuRx decodes the WuC signal by comparing the duty cycle of the 
received signal with the output signals of the monostable circuits. 
The ultra-low power implementation is validated at simulation 
level. The WuRx consumes 32.8nW when decoding a 3-bit wake-
up call signal and 153nW when decoding 11 bits.   

Keywords— CMOS, low power, monostable, sensor node, 
wake-up receiver, wireless sensor network 

I. INTRODUCTION 
The Internet-of-Things paradigm is mainly enabled by 

wireless sensor networks (WSNs), which consist of groups of 
sensors with processing and communication capabilities, called 
sensor nodes (Fig.1(a)) [1], [2]. The network size ranges from a 
few units up to thousands, depending on the application. WSNs 
are highly versatile in terms of applications since they are 
employed in agriculture, smart buildings, animal and vehicle  
tracking, security, surveillance, health care, and many other 
application areas [3]. From an architecture point of view, a 
sensor node is generally composed of four units, i.e., wireless 
communication, sensing, processing, and power management 
units, as shown in Fig.1(b) [4]. The wireless communication unit 
is in charge of transmitting and receiving data and/or power. The 
sensing unit acquires data from the environment. The acquired 
data are then elaborated by the processing unit, which usually is 
a microcontroller. All these blocks are typically supplied by a 
power management unit, which can be a simple battery or a 
more complex circuit based on energy harvesting [5]. Generally, 
the most power-consuming unit is the processing one, which 
therefore represents the bottleneck of the sensor node 
architecture. Therefore the power management unit is critically 
important since it determines the network lifetime by managing 
the supplied power [6]. Researchers proposed different solutions 
for improving the network lifetime, such as topology control, 
power management optimization, data reduction, energy-

efficient acquisition, mobile-sink, mobile-relay, routing, data 
gathering, and network coding [7]–[11]. At hardware level, a 
typical power-efficient approach consists into implementing 
wake-up receivers (WuRxs). WuRxs can selectively activate a 
sensor node when a well-defined signal, the wake-up call (WuC) 
signal, is decoded [12]–[14]. Therefore, they allow activation of 
sensor nodes on demand. From an architecture point of view, 
they enable the link between the processing and power 
management units, i.e., when the correct WuC signal is detected, 
they wake up the processing unit, which sends the elaborated 
data to the communication unit, as shown in Fig.1(c). In the 
latter figure, the WuRx is supplied by the power management 
unit. But depending on the architecture, WuRxs can also be 
powered by the WuC signal too. The WuC can be based on 
radio, optical and acoustic signals depending on the transmission 
medium. In our previous work, we proposed an ultra-low power 
WuRx based on a NOR-based monostable multivibrator 
topology for acoustic applications [15]. In this article, we report 

This work was supported by the Research Council of Norway [273248]. 

Fig. 1. (a) Wireless sensor network. (b) Typical sensor node architecture. (c) 
Integration of wake-up receivers (WuRxs). The arrow between the WuRx and 
the power management unit is dashed because in some architectures WuRxs are 
powered by the communication unit.  



a simpler and less power-consuming monostable circuit, 
composed of only two transistors, two resistors, and a capacitor. 
Instead, the monostable in [15] is composed of six transistors, 
one capacitor, and one resistor. The proposed circuit is verified 
by simulations, by considering an acoustic WuC signal with a 
carrier frequency of 40kHz. The WuRx consumes 32.8nW when 
detecting the WuC signal 101, where each logic level has a 
duration of 1.5ms. To detect this code, the WuRx requires 22 
transistors. We also evaluated the average power consumption 
for more complex WuC signals. The average power 
consumption and the number of implemented transistors linearly 
increase with the number of bits in the WuC signal. When 
considering 11 bits, the WuRx consumes 153nW and it requires 
94 transistors. The proposed circuit is described in Section II. 
The simulation results are reported in Section III, and in the 
same section the proposed WuRx is compared with other 
WuRxs in the literature. The conclusions are in Section IV. 

II. CIRCUIT DESCRIPTION 
The proposed WuRx decodes the WuC signal by measuring 

its duty cycle. The WuC signal consists of a series of bursts. We 
associate the high logic value 1 to the presence of the burst, and 
the low logic value 0 to the absence of the burst. To explain the 
WuRx operation, it is assumed that the WuC signal is 101, which 
is the simplest code that can be decoded. The block diagram 
associated to this example is shown in Fig.2(a). In real 
application scenarios, the sensor nodes are placed far away from 
each other. This implies that the communication unit can be 
unable to manage the amplitude of the received bursts. Thus a 
Step-Up block is considered. After passively amplifying the 
received burst (𝑆𝑆𝑅𝑅𝑅𝑅), the signal goes into the block Rectification. 
The latter generates the signal 𝑆𝑆𝑅𝑅 which has a duration equal to 
that of the received burst. The first received burst triggers 
Monostable 1, which in response generates the pulse 𝑆𝑆𝑚𝑚1. The 
monostable is designed so that its output duration is equal at 
least to the burst period. To decode the second value in the WuC 
signal (i.e. the 0 in 101), the AND operation is performed 
between the inverted rectified signal and the first monostable 
output. This closes Switch 1, which connects the rectified signal 
with the second monostable. To detect the last value of the WuC 
signal (i.e. the last 1 in 101), the AND operation between the 
rectified signal and the output of Monostable 2 is performed. 
The final output is the interrupt signal, which wakes up the 
sensor node by connecting the processing unit to the power 
management one. The proposed architecture is modular, i.e. a 
longer WuC signal can be decoded by cascading other 
monostables, AND gates and switches. For an N-value WuRx, 
𝑁𝑁 − 2  switches and 𝑁𝑁 − 1  monostables and AND gates are 
necessary. The process through which the WuC signal is 
decoded is sequential, so if a wrong bit is detected the successive 
stages are not activated. The circuit associated with this example 
is shown in Fig.2(b). The passive amplification and rectification 
are performed through a loaded voltage doubler. A CMOS 
inverter-based buffer is used to smooth the received voltage, and 
to generate the inverted rectified voltage. The AND gate is an 
inverted NAND. The switch circuit also avoids floating gate at 
the input of the monostables. As reported in the introduction, 
this WuRx concept has been proposed in our previous work [15]. 
The novelty of this work is the simplification of the monostable 
circuit. Instead of using a NOR-based monostable multivibrator Fig. 2. (a) WuRx block diagram and example of waveforms when assuming that 

the WuC signal is 101. (b) Associated WuRx circuit implementation. 



(6 transistors, 1 capacitor, 1 resistor) [16], we use a simpler 
circuit composed of 2 transistors, 1 capacitor and 2 resistors. 
This monostable works as follows: once 𝑉𝑉𝑅𝑅  reaches the first 
monostable circuit, the capacitor 𝐶𝐶𝑚𝑚1  is discharged and 
transistor 𝑀𝑀1  is switched off. As soon as 𝑉𝑉𝑅𝑅  goes down, 𝐶𝐶𝑚𝑚1  
gets charged with a time given by 𝐶𝐶𝑚𝑚1 × 𝑅𝑅𝑚𝑚1 . Once the 
threshold voltage of 𝑀𝑀1 is reached, 𝑉𝑉𝑚𝑚1 goes low, and the circuit 
works as a simple timer, triggered by the received voltage. The 
same reasoning applies for the others monostable circuits, which 
are enabled through the switches. 

III. SIMULATIONS RESULTS 
The proposed circuit implementation is validated at 

simulation level, by considering a TSMC-180nm CMOS model. 
An acoustic WuC signal with frequency 𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 40𝑘𝑘𝑘𝑘𝑘𝑘  is 
used as the input. The duration of the high and low logic values 
influences the design of the step-up and rectification circuits as 
well as the time constant of the monostables. The minimum 
duration of a logic value has to be greater than the period of the 
input signal, i.e. 𝑇𝑇 = 25µ𝑠𝑠 for a correct rectifier operation. In 
our previous work we fixed the duration of the logic value to 
1.5ms. Clearly, a shorter or longer duration can be considered 
since the time constant of the monostables is a design variable. 
In order to make a comparison with the previously proposed 
NOR-based monostable multivibrator, we fixed the duration of 
the logic values to 1.5ms, and the burst period to 3ms, i.e. same 
values considered in [15]. Initially the WuC signal 101 is 
considered. The parameters used for the simulations are shown 
in Table I. The supply voltage is 1.2V. The rectifier is designed 
so that its time constant is fast enough to be aligned with the 
associated burst. The monostables are designed so that their 
output voltages are high during the time intervals in which the 
comparison with the voltages 𝑉𝑉𝑅𝑅  and 𝑉𝑉𝑅𝑅  is performed. The 
transistors are designed to minimize the power consumption. 
Resistors with very high resistance (100MΩ) are used to 
minimize the average current and so the power consumption. 
Clearly these resistors are not feasible for Integrated Circuits, 
but they can be eventually mounted off-chip. In Fig.3(a) the 
voltage 𝑉𝑉𝑅𝑅𝑅𝑅  is shown which consists of two bursts with a 
frequency of 40kHz and an amplitude of 300mV. The voltage 
𝑉𝑉′𝑅𝑅 is the voltage across the resistor in the rectifier in Fig.2(b). 
This voltage has to be higher than the threshold voltage of the 
CMOS buffer. Thus the voltage after the buffer, i.e. 𝑉𝑉𝑅𝑅, ranges 
from zero volts to 𝑉𝑉𝐷𝐷𝐷𝐷 as required. As can be observed, 𝑉𝑉𝑅𝑅  is 
aligned with 𝑉𝑉𝑅𝑅𝑅𝑅 and so with the WuC signal. In Fig.3(b) the 
output voltage of the first monostable (𝑉𝑉𝑚𝑚1) is shown. 

TABLE I.  PARAMETERS USED IN THE SIMULATIONS 

Component Parameter Value 
Supply Voltage 𝑽𝑽𝑫𝑫𝑫𝑫 𝟏𝟏.𝟐𝟐𝑽𝑽 

Transformer 
𝑳𝑳𝒑𝒑 𝟒𝟒𝟒𝟒𝟒𝟒 
𝑳𝑳𝒔𝒔 𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒 

Rectifier 
𝑪𝑪 𝟐𝟐𝟒𝟒𝟒𝟒𝟐𝟐𝟐𝟐 
𝑹𝑹 𝟑𝟑𝟒𝟒𝟒𝟒𝟑𝟑 

Monostable 
𝑪𝑪𝒎𝒎 𝟓𝟓𝟏𝟏𝒑𝒑𝟐𝟐 
𝑹𝑹𝒎𝒎 𝟏𝟏𝟒𝟒𝟒𝟒𝟏𝟏𝟑𝟑 
𝑹𝑹𝒅𝒅 𝟏𝟏𝟒𝟒𝟒𝟒𝟏𝟏𝟑𝟑 

As can be observed, once 𝑉𝑉𝑅𝑅 goes low, 𝑉𝑉𝑚𝑚1 slowly goes low too. 
But around 3ms the output of the first monostable goes high 
again, since the capacitor 𝐶𝐶𝑚𝑚1 gets discharged by the last 1 in 
the WuC signal. This phenomenon does not affect the decoding 
mechanism, since the logic gate compares 𝑉𝑉𝑅𝑅 with 𝑉𝑉𝑚𝑚1 during 
the time window [1.5ms−3.5ms]. As expected, 𝑉𝑉𝑠𝑠𝑤𝑤1  closes 
Switch 1, resulting in the triggering of the second monostable. 
The latter generates 𝑉𝑉𝑚𝑚2 , which is then compared with 𝑉𝑉𝑅𝑅  to 
produces 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖, as shown in Fig.3(c).  

A. Power Consumption 
When decoding the WuC signal 101, the simulated 3-value 
WuRx consumes 27.3nA which corresponds to an average 
power consumption of 32.8nW. Clearly, the power consumption 
is a function of the WuC signal complexity. In order to 
characterize the power consumption as a function of the number 
of decoded bits, different simulations have been performed. In 
particular, we considered five different N-value WuRxs, with N 
ranging from 3 up to 11, with steps of 2. This means that the less 
complex considered WuC signal is 101, decoded by a WuRx 

Fig. 3. Simulations results when the WuRx decodes the WuC signal 101: (a) 
𝑉𝑉𝑅𝑅𝑅𝑅, 𝑉𝑉′𝑅𝑅 and 𝑉𝑉𝑅𝑅. (b) 𝑉𝑉𝑚𝑚1 and 𝑉𝑉𝑠𝑠𝑤𝑤1. (c) 𝑉𝑉𝑚𝑚2 and 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖. 



with two monostables and AND gates and one switch; while the 
more complex one is 10101010101, decoded by a WuRx with 
ten monostables and AND gates and nine switches. The average 
power consumption as a function of the decoded bits is shown 
in Fig.4(a). As can be observed, the power consumption linearly 
increases with the number of bits. When 3 bits are considered, 
the power consumption is 32.8nW, while when 11 bits are 
considered, the power consumption is 153nW. Each stage 
introduces about 15nW to the power consumption. In our 
previous work, the computed average power consumption when 
decoding a 4-value WuC was about 800nW, while the new 
implementation consumes about 47nW when decoding a WuC 
signal with the same complexity. Therefore the proposed 
monostable implementation is about 17 times more efficient 
than the NOR-based one. Regarding the number of required 
transistors, a 3-value WuRx needs 22 transistors, i.e. 9 per 
decoded bit, plus four transistors in the CMOS buffer. As 
previously explained, the first bit is used to trigger the system. 
For a 5-value WuRx the number of required transistors will be 
40. For a 11-value WuRx 94 transistors are required.  

TABLE II.  PERFORMANCE COMPARISON 

𝑷𝑷𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 𝒇𝒇𝒂𝒂𝒊𝒊𝒊𝒊𝒊𝒊𝒂𝒂 𝑽𝑽𝑫𝑫𝑫𝑫 Work 
𝟑𝟑𝟑𝟑.𝟖𝟖𝒊𝒊𝟖𝟖 𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒 𝟏𝟏.𝟑𝟑𝑽𝑽 This 

𝟖𝟖.𝟏𝟏µ𝟖𝟖 𝟖𝟖𝟖𝟖𝟒𝟒𝟒𝟒𝟒𝟒 𝟑𝟑.𝟑𝟑𝑽𝑽 [18] 
𝟒𝟒𝟑𝟑𝟒𝟒µ𝟖𝟖 𝟑𝟑𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒 𝟑𝟑𝑽𝑽 [19] 

𝟏𝟏𝟒𝟒µ𝟖𝟖 𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒 𝟑𝟑𝑽𝑽 [20] 
𝟒𝟒µ𝟖𝟖 𝟒𝟒𝟑𝟑𝟒𝟒𝟒𝟒𝟒𝟒 𝟒𝟒.𝟔𝟔𝑽𝑽 [21] 

𝟖𝟖𝒊𝒊𝟖𝟖 𝟖𝟖𝟓𝟓𝟒𝟒𝟒𝟒𝟒𝟒 𝟒𝟒.𝟖𝟖𝑽𝑽 [17] 
𝟏𝟏µ𝟖𝟖 𝟒𝟒𝟏𝟏𝟒𝟒𝟒𝟒𝟒𝟒 𝟒𝟒.𝟑𝟑𝑽𝑽 [22] 

 

As can be observed in Fig.4(b), the number of transistors linearly 
increases with the number of bits. We compared the 
performance of the proposed WuRx with other WuRxs in Table 
II. We considered WuRxs to work in the same frequency range 
of the implemented one. As can be observed the proposed WuRx 
is ultra-low power, although it is not the least power consuming 
since the work in [17] consumes 8nW. However in that work the 
supply voltage is 0.5V. By reducing the supply voltage in our 
circuit to 0.6V, increasing the amplitude of the transmitted 
voltage to 400mV and increasing 𝑅𝑅𝑚𝑚  to 200MΩ, the power 
consumption of our architecture lowers to 7.2nW. Clearly a 
fabricated low voltage WuRx would require a more precise 
design, due to leakages and the parasitics. 

IV. CONCLUSIONS 
In this article we proposed an ultra-low power monostable-

based wake-up receiver for wireless sensor networks. The 
implemented circuit uses a simple timer for wake-up call 
decoding. It consumes 32.8nW when decoding three bits,  and 
153nW when decoding 11 bits with a supply voltage of 3.3V. 
The power consumption lowers to 7.2nW when the supply 
voltage is scaled down to 2V. Future work will focus on ASIC 
integration and circuit optimization. 
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Abstract—The Internet of Things (IoT) concept is mainly
enabled by wireless sensor networks (WSNs), which are contin-
uously gaining attention, due to their multidisciplinary applica-
tions. To enhance the WSNs energy efficiency, different solutions
have been proposed. One of them is the integration of wake-
up receivers (WuRxs), which activate the sensor nodes through
an identity-based approach. In this work a low power oscillator-
based WuRx architecture is presented, and verified by simulations
in TSMC-180nm CMOS process. The WuRx sequentially verifies
if the received signal resembles the wake-up call (WuC) one by
means of oscillators, counters and logic gates. It consumes 16.1µW
when detecting a 1.6ms WuC signal, and 1.2nW in idle mode.

Keywords—Logic circuits, low-power electronics, oscillators,
receivers, wireless sensor networks.

I. INTRODUCTION

The Internet of Things (IoT) paradigm is continuously
raising attention both in academia and industry: by the end of
2026, the number of IoT connections is expected to be about
26.9 billion [1]. One of the main IoT enabling technologies
is the wireless sensor network (WSN) one, which refers to
a group of wirelessly connected sensor nodes [2]. The latter
are able to collect, elaborate, and transmit signals, and are
typically battery-powered. The sensor node power manage-
ment is critically important, since it determines the WSN
energy efficiency and lifetime. The latter can be increased
by optimizing the network power consumption, implement-
ing energy harvesting techniques, and employing backscatter
networks [3]. A largely employed energy-saving protocol is
the duty-cycled Medium Access Control (MAC) one, which
consists in turning on/off the sensor nodes during specific
time windows. Such a protocol intrinsically suffers from idle
listening (sensor nodes are on even if no access is required) and
overhearing (a sensor node receives a message not intended
to it). These issues could be solved by integrating wake-up
receivers (WuRxs), which wake up the sensor nodes from sleep
mode only when the wake-up call (WuC) signal is received
(Fig. 1) [4]. This implies that the sensor nodes are on only
when required, resulting in an energy efficient solution [5].
WuRxs can be RF based or non-RF based, depending on the
application. Most of the reported WuRxs are RF based [6]–
[10], but also optical [11]–[14] and acoustic receivers have
been proposed [15]–[21]. In this work a low power oscillator-
based WuRx concept is proposed. The architecture block
diagram is described in section II. A circuit implementation is

TX

WuC

ASLEEP

AWAKE

WuRx

WSN
Fig. 1. A wireless sensor network integrating WuRxs.

presented in section III. The simulations results are in section
IV, while the conclusions are in section V.

II. ARCHITECTURE

The proposed architecture is shown in Fig. 2. The transmit-
ter sends the WuC signal (SWuC), which typically consists of
sinusoidal bursts. The burst duration establishes the number
of high states (’1’s) associated to that burst, while the time
interval between two bursts establishes the number of low
states (’0’s) associated to that time interval. The amplitude of
SWuC is typically affected by losses (e.g. attenuation) during
the transmission. Therefore the amplitude of the received
signal (Sin) could be increased through a step-up transformer
(Sup). Next this signal is rectified (Srect), and sent into the
pulse extractor. The latter generates N square waves (e.g.
S1,2,3 in Fig. 2), with duration equal to that of the received ’0’s
and ’1’s. After the extraction, the first pulse (S1) is sent into
the first pulse meter (P1), which is composed of a switch, an
oscillator, two counters and a one shot monostable. The pulse
meters verify if the received signal (Sin) resembles the wake-
up call one: the oscillators, in conjunction with the counters,
measure the duration of the extracted pulses. The verification
process is sequential, i.e. if the duration of the first extracted
pulse does not resemble the first state of the WuC signal, the
successive pulse meters are not enabled. To explain the WuRx
operation, suppose that the WuC signal is a sequence of N = 3
states (e.g. ’101’), and that M oscillations are associated to the
correct detection of each state. Assume also that the switches
sw1,2,3 are all initially closed, and that all the counters are
divide-by-M counters. Considering the first pulse meter, at
the oscillator 1 output three cases can be distinguished:
• case 1: there are less than M oscillations;
• case 2: there are more than M oscillations;



STEP-UP

Sin sw1
Sup

RECTIFICATION

Srect

PULSE 
EXTRACTOR

S1

OSCILLATOR 1

SN

1
Sosc M1

1
Scnt

COUNTER 1

M'1
1

S'cnt

COUNTER 1' ONE SHOT 1

1
Ssw

S2

1
Scnt

S2
sw2

2
Sctrl

OSCILLATOR 2

2
Sosc M2

2
Scnt

COUNTER 2

M'2
2

S'cnt

COUNTER 2' ONE SHOT 2

2
Ssw

N-1
Scnt

swN

N
Sctrl

OSCILLATOR N

N
Sosc

MN

Scnt

COUNTER N

M'N
S'cnt

COUNTER N' ONE SHOT N

N N
SswN

SN LOGIC ONE SHOT N+1

Sint

LOGIC   
  GATE 1

LOGIC   
  GATE N-1

GATE N

TX

1 0 1

Sup

Srect

RX

t

t

t

t

SWuC

S1

S2

S3

t

t

P1

P2

PN

PULSE METERS

Fig. 2. Oscillator-based wake-up receiver architecture.

• case 3: there are exactly M oscillations.
In case 1, the oscillator 1 output (Sosc1 ) has less than M

oscillations. Consequently both the counters and one shot 1 are
off. The output of counter 1 (Scnt1 ) goes, together with the
second extracted pulse (S2), into logic gate 1. Since counter
1 is off, the logic gate 1 output (Sctrl2 ), which is the control
signal of oscillator 2, is not asserted. Hence the second pulse
meter (P2) is not enabled. In case 2, there are more than M
oscillations at the counter 1 input. Therefore also the counter
1′ output (S′cnt1 ) is asserted. The latter activates one shot 1,
which opens the switch sw1. Counter 1′ and one shot 1 are
used to avoid extra oscillations, thus minimizing the power
consumption. In case 3, the counter 1 output is asserted, since
exactly M oscillations are present at its input, while counter 1′

and one shot 1 are off. As a consequence logic gate 1 will let
S2 reach the second oscillator, thus enabling P2. The control
signal (Sctrl2 ) coincides with the second pulse (S2) only if
exactly M oscillations are detected. As before, oscillator 2,
in conjunction with the counters and one shot 2, verifies if
S2 resembles the WuC signal. If this is the case, logic gate 2
will let S3 reach the last oscillator. If the last state is correct
(i.e. S3 causes M oscillations), the logic gate 3 output will
be asserted, and one shot 4 will finally generate the wake-up
interrupt signal (Sint), which activates the sensor node. For
an N states WuC signal, the proposed architecture has: N
switches, oscillators, and logic gates, 2N counters and N +1
one shots. All the pulse meters have a logic gate at their input,
except the first one (P1), which is by default enabled. The last
pulse meter (PN ) has an additional logic gate and one shot for
interrupt signal generation.

III. CIRCUIT IMPLEMENTATION

In this section the circuit implementation of an oscillator-
based WuRx with M = 2 is proposed. A Delon voltage
doubler, shown in Fig. 3(a), is implemented to step up (Vup)
and rectify (V ′rect) the received input voltage (Vin) [22]. The
resistor (R) is used to discharge V ′rect, which is then buffered.
The buffer output (Vrect) is sent into the pulse extractor.
The latter is designed according to the predefined WuC signal.
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Fig. 3. (a) Delon voltage doubler. (b) Cascade of divide-by-two counters.
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A possible approach consists into using logic gates, and the
CMOS counter shown in Fig. 3(b) [23]. A ’101’ pulse extractor
implementation is shown in Fig. 4. The counter has two
outputs: VCL1

and VM , i.e. signals B and C in Fig. 3(b).
The first pulse (V1) could be extracted through the AND
logical operation VCL1

· Vrect. The third pulse (V3) could
be obtained through the AND logical operation V1 · Vrect,
where V1 is the inverted first pulse. The pulse associated to
the state ’0’ could be obtained by using the NOR logical
operation VM + V1 + V3. Longer WuCs could be extracted by
simply implementing more counters and logic gates. After the
extraction process, the first pulse is sent into the first pulse
meter (P1), shown in Fig. 5(a). Transistors M1−2 implement
the switch sw1 in Fig. 2, while transistors M3−6 implement
a buffer. Oscillator 1 (M7−21) is implemented as a current
starved ring oscillator with output-switching [24]. Counter 1
(M22−30) and 1′ (M31−39) are divide-by-two counters (Fig.
3(b)), while the transistors M40−45, the resistor RS1

and the
capacitor CS1

implement one shot 1 [25]. The adopted counter
topology implies that the extracted pulse has to cause two
oscillations (i.e. M = 2) for a correct pulse detection. If more
oscillations are detected, the output of counter 1′ (V ′cnt1,A) will
be asserted. Consequently one shot 1 will be triggered, and its
output (Vsw1

) will disconnect, trough M1−2, oscillator 1 from
the pulse extractor. According to Fig. 2, the counter 1 output
goes, together with the second extracted pulse, into logic gate
1, which is implemented as an AND gate (Fig. 5(b)). The
latter is present at the input of all the pulse meters, except the
first one, which is by default enabled (Fig. 5(a)). As shown in
Fig. 5(c), the logic gate 1 output (Vctrl2 ) is asserted only if
exactly two oscillations are detected by counter 1. Other input
combinations lead to zero volts. The last pulse meter (PN ) is
the one that asserts the wake-up interrupt voltage (Vint). As
compared to the other pulse meters, it presents an additional
logic gate and one shot, shown in Fig. 5(d). The interrupt signal
is asserted only if the last pulse (VN ) causes two oscillations.

Logic gate N receives also the inverted last pulse (VN ) in
order to not trigger the one shot N +1 when case 2 happens.

IV. SIMULATION RESULTS

To verify the proposed architecture, a WuRx with N = 3
states has been simulated in TSMC-180nm CMOS process.
The simulation parameters are in Table 1. The input, stepped
up and rectified voltages are shown in Fig. 6(a). The WuC
signal is ’101’, with each burst having a frequency of 100kHz
and a duration of 0.5ms. WuRxs working with frequencies
ranging from 20kHz to 100kHz are typically acoustic ones.
A burst with higher frequency would imply different Delon
voltage doubler components, as well as a different oscillator
design. The supply voltage (VDD) is 1.2V , and the inverters
are sized with symmetric switching point around VDD/2. The
logic gates transistors are sized with unit width and length. The
oscillator bias stage is sized in order to oscillate M = 2 times
for each state. All the one shots resistors are implemented
through a cascade of two diode-connected PMOS with mini-
mum width and length. A buffer has been added to the last one
shot. The simulations results validated the proposed concept.
Considering P1, when V1 is longer than expected, more than
two oscillations (Vosc1 ) are observed (Fig. 6(b)). So the counter

Table 1. Circuit simulation parameters.

Component Parameter Value
Voltage Doubler Lp,s 4µH ,400µH

CA,B 200nF
R 500Ω

Pulse Extractor CL,1,2,3,4 5pF, 1pF, 15pF, 1pF
Pulse Meter 1 Co1,1,2,3 180pF ,520pF ,1.8nF

CC1,1,2 5pF, 1pF
Cs1 3pF

Pulse Meter 2 Co2,1,2,3 100pF ,570pF ,2.1nF
CC2,1,2 5pF, 1pF
Cs2 3pF

Pulse Meter 3 Co3,1,2,3 320pF ,550pF ,900pF
CC3,1,2 5pF, 1pF
Cs3,4 3pF, 3.4pF
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1′ output (V ′cnt1,A ) goes high, as shown in Fig. 6(c). As a
consequence the one shot 1 opens switch sw1, and the resulting
voltage (V1,sw1

) after the switch is shorter, thus preventing
extra oscillations, and so higher power consumption. If all
the extracted pulses cause two oscillations per pulse meter,
finally the interrupt voltage (Vint) is generated (Fig. 6(d)). The
duration of Vint is set by the RC group of one shot 4, and is
application dependent. In active mode (i.e. when detecting the
1.6ms WuC signal), the WuRx consumes 13.4µA, at which
corresponds an average power consumption of 16.1µW . In
idle mode (i.e. Vin = 0V ), the WuRx consumers 1nA, at
which corresponds an average power consumption of 1.2nW .
The power consumption in the active mode is dependent
on the complexity of the WuC signal and on the adopted
counter topology. A longer WuC signal would imply more
pulse meters, while a higher measurement precision would
require more counters per pulse meter. A comparison with
other WuRxs working in the same frequency range is reported
in Table 2. The proposed circuit implementation is low power
in active mode, and ultra-low power in idle mode.

Table 2. Power consumption comparison.

Pidle Pactive finput Vdd Work
1.2nW 16.1µW 100kHz 1.2V This
3µW 8.1µW 85kHz 3.3V [18]

1.64µW 14µW 40kHz 2V [17]
− 4µW 43kHz 0.6V [15]

45µW 420µW 20kHz 3V [19]

V. CONCLUSIONS

In this work an oscillator-based wake-up receiver concept
for wireless sensor networks is proposed. The WuRx extracts
pulses associated to the duration of the received states. So it
uses oscillators in conjunction with counters and logic gates
to sequentially verify if the received signal resembles the
WuC signal. The WuRx is able to manage cases in which the
pulse measurement is not correct, avoiding unnecessary power
consumption. Simulations in TSMC-180nm CMOS process
verified the architecture. For the detection of a 1.6ms WuC
signal it consumes 16.1µW , while in idle mode only 1.2nW .
Future research directions will focus on power consumption
optimization and experimental validation.
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Abstract— In this article the subthreshold characteristics of an 

inverting single input CMOS Schmitt trigger circuit are analyzed. 

Analytical expressions for the low-to-high and high-to-low 

hysteresis transition voltages are determined. The analytical 

model provides physical insight into the circuit behavior. The 

derived expressions are linearly dependent on the supply voltage 

and the temperature, and logarithmically dependent on the 

dimensions of the transistors. Simulation results validated the 

proposed model, with a maximum error between the analytical 

and simulated transition points smaller than 14mV. An ASIC in 

AMS 0.35µm CMOS process has been fabricated to 

experimentally validate the derived expressions. The maximum 

error between the analytical and measured transition points is 

below 36mV.  

Keywords—CMOS, hysteresis, low voltage, Schmitt trigger, 

subthreshold, weak inversion. 

I. INTRODUCTION  

The Internet-of-Things paradigm is continuously raising 
attention both in industry and academia. According to the 
McKinsey Global Institute the IoT is expected to have an 
economic impact of $11.1 trillion by 2025 [1], with more than 
30 billion units connected. At hardware level, one critical 
challenge is to optimize the energy efficiency of the 
implemented electronic devices. Considering, for instance, 
wireless sensor networks, which are one of the main IoT 
enabling technologies, the power consumption of the employed 
devices represents the main limitation in terms of network 
lifetime [2]. Different solutions have been proposed for 
optimizing the energy efficiency of these networks [3], [4]. At 
device level, a widely implemented technique consists into 
scaling the supply voltage, thus reducing the power consumption 
of the circuits [5]. When the supply voltage becomes lower than 
the threshold voltages of the transistors, the latter are said to 
work in subthreshold region. When this occurs, transistors do 
not operate in strong inversion, but in weak inversion. This 
implies that different analytical models have to be used to 
correctly describe the behavior of the electronic circuits [6]. 
Both in analog and digital applications, a widely implemented 
circuit is the Schmitt trigger (ST) one. The symbol of a single 
input voltage mode ST circuit is shown in Fig. 1(a), while its 
typical hysteretic characteristic is shown in Fig. 1(b). STs are 
implemented in comparators, oscillators, converters and many 
others circuits [7]. Due to the voltage supply scaling trend, many  

researchers are  modeling and employing Schmitt trigger circuits 
in weak inversion [8]–[14]. In this article we analyze the 
subthreshold characteristics of the Schmitt trigger circuit 
proposed by Al-Sarawi in 2002 [15]. The circuit under analysis 
is a single input inverting CMOS Schmitt trigger, and it is shown 
in Fig. 1(c). The bulk terminals are not shown for simplicity. The 
PMOS transistors have the bulk terminals connected to the 
supply voltage, while the NMOS transistors to the ground. This 
circuit has not been yet modeled in weak inversion. We have 
chosen to model the subthreshold characteristics of this circuit 
because is a low power Schmitt trigger circuit [7]. In this article 
we derive simple expressions for the high-to-low (𝑉𝐻𝐿) and low-
to-high (𝑉𝐿𝐻) transition voltages, which define the hysteresis of 
the ST, as can be observed in Fig. 1(b). The derived expressions 
have been validated with simulations and measurements, by 
testing a ST circuit fabricated in AMS 0.35µm CMOS process, 
through EUROPRACTICE MPW.  
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Fig. 1. (a) Schmitt trigger symbol. (b) Typical 𝑉𝑜𝑢𝑡 vs 𝑉𝑖𝑛 . (c) Schmitt trigger 

circuit analyzed in this work. 

 



The derived mathematical model provides physical insight 
into the circuit behavior, allowing designers to have a clear 
understanding of the influence of the involved parameters. The 
expressions show the relationship between the hysteresis 
transition voltages and the supply voltage. Furthermore, they 
also show the dependence on the temperature, through the 
thermal voltage. The model is derived in Section II, and 
validated through simulations and experiments in Section III. 
The conclusions are in Section IV. 

II. ANALYTICAL MODEL 

In weak inversion, the MOSFET drain current, according to 
EKV model [16], can be expressed as 
 

𝐼𝑑,𝑛(𝑝) = 𝐼0,𝑛(𝑝) ⋅ 𝑒

𝑉𝐺𝐵(𝐵𝐺)

𝑛𝑛(𝑝)⋅𝜙 ⋅ (𝑒
−

𝑉𝑆𝐵(𝐵𝑆)

𝜙 − 𝑒
−

𝑉𝐷𝐵(𝐵𝐷)

𝜙 ) (1) 

 

𝐼0,𝑛(𝑝) = 2 ⋅ 𝑛𝑛(𝑝) ⋅ μ𝑛(𝑝) ⋅ 𝐶𝑜𝑥 ⋅
𝑊

𝐿
⋅ ϕ2 ⋅ 𝑒

−
|𝑉𝑡ℎ,𝑛(𝑝)|

𝑛𝑛(𝑝) (2) 

where: 

• G → gate,  D → drain, S → source, B → bulk;  

• 𝑛𝑛(𝑝) → is the NMOS (PMOS) slope factor; 

• 𝜙 → thermal voltage; 

• µ𝑛(𝑝) → NMOS (PMOS) carrier mobility,  

• 𝐶𝑜𝑥 → oxide capacitance; 

• 𝑊 → MOSFET width; 

• 𝐿 → MOSFET length; 

• 𝑉𝑡ℎ,𝑛(𝑝) → NMOS (PMOS) threshold voltage.  

When in saturation ( |𝑉𝐷𝑆| ≳ 3 · 𝜙 [17]), the drain current 
expression (1) can be simplified to 

𝐼𝑑,𝑛(𝑝) ≈ 𝐼0,𝑛(𝑝) ⋅ 𝑒

𝑉𝐺𝐵(𝐵𝐺)−𝑛𝑛(𝑝)⋅𝑉𝑆𝐵(𝐵𝑆)

𝑛𝑛(𝑝)⋅ϕ . (3) 

Moreover, if the bulk-source voltage is equal to zero volts, 

the last equation can be expressed as  

𝐼𝑑,𝑛(𝑝) ≈ 𝐼0,𝑛(𝑝) ⋅ 𝑒

𝑉𝐺𝐵(𝐵𝐺)

𝑛𝑛(𝑝)⋅ϕ . (4) 

First we show how to derive the high-to-low voltage (𝑉𝐻𝐿), 
i.e. the input voltage at which 𝑉𝑜𝑢𝑡  goes from high to low. 
According to Fig. 2(a), when the input (𝑉𝑖𝑛) is low, 𝑉𝑜𝑢𝑡 is high 
since the ST circuit under analysis is an inverting one. Under 
these assumptions, 𝑀3 is off, while 𝑀1,4,5 are conducting. 𝑉𝐻𝐿 

can be then determined by finding the switching voltage of the 
inverter composed of 𝑀1,2 , with finite voltage 𝑉𝑚,𝑛  across 𝑀6 

[7]. Assuming all transistors in saturation, the equation relating 
transistors 𝑀1 and 𝑀2 is given by: 

𝐼0,𝑝1 ⋅ 𝑒
𝑉𝑑𝑑−𝑉𝐻𝐿

𝑛𝑝⋅ϕ = 𝐼0,𝑛2 ⋅ 𝑒
𝑉𝐻𝐿−𝑛𝑛⋅𝑉𝑚,𝑛

𝑛𝑛⋅ϕ (5) 

where 𝑉𝑑𝑑 is the supply voltage. As can be observed, the voltage 
across 𝑀6 (𝑉𝑚,𝑛) is unknown in (5). To determine 𝑉𝑚,𝑛, we can 

equate the current in 𝑀2 and 𝑀6: 

𝐼0,𝑛6 ⋅ 𝑒
𝑉𝑚,𝑛

𝑛𝑛⋅ϕ = 𝐼0,𝑛2 ⋅ 𝑒
𝑉𝐻𝐿−𝑛𝑛⋅𝑉𝑚,𝑛

𝑛𝑛⋅ϕ , (6) 

 

𝑉𝑚,𝑛 =

𝑉𝐻𝐿 + 𝑛𝑛 ⋅ ϕ ⋅ 𝑙𝑜𝑔 (
𝐼0,𝑛2

𝐼0,𝑛6
)

1 + 𝑛𝑛
. (7)

 

Now that an expression for 𝑉𝑚,𝑛  is determined, we can 

substitute (7) in (5), and solve for 𝑉𝐻𝐿. The final result is shown 
in (8). 

𝑉𝐻𝐿 =

𝑛𝑛 ⋅ {𝑉𝑑𝑑 ⋅ (1 + 𝑛𝑛) − 𝑛𝑝 ⋅ ϕ ⋅ [𝑙𝑜𝑔 (
𝐼0,𝑛2

𝐼0,𝑝1
) + 𝑛𝑛 ⋅ 𝑙𝑜𝑔 (

𝐼0,𝑛6

𝐼0,𝑝1
)]}

𝑛𝑛
2 + 𝑛𝑛 + 𝑛𝑝

(8)
 

 As can be observed, 𝑉𝐻𝐿 is linearly dependent on the supply 
voltage and the thermal voltage. Instead, the dependence on the 
transistors dimensions is logarithmic. Interestingly, if the ratios 
𝐼0,𝑛2/𝐼0,𝑝1  and 𝐼0,𝑛6/𝐼0,𝑝1  are equal to one, then 𝑉𝐻𝐿  would be 

determined only by the slope factors and the supply voltage. The 
proposed model is simple, and it does not include the influence 
of the second inverter, composed of 𝑀3 and 𝑀4, on the high-to-
low transition voltage. The derivation of the low-to-high 
transition voltage ( 𝑉𝐿𝐻 ) is complementary, due to the 
symmetrical configuration of the transistors. Considering Fig. 
2(b), when 𝑉𝑖𝑛  is high, 𝑉𝑜𝑢𝑡  is low. This results in 𝑀4 off and 
𝑀3  on. As for 𝑉𝐻𝐿 , we can obtain an expression for 𝑉𝐿𝐻  by 
initially imposing that: 

𝐼0,𝑝1 ⋅ 𝑒

𝑉𝑑𝑑−𝑉𝐿𝐻−𝑛𝑝⋅(𝑉𝑑𝑑−𝑉𝑚,𝑝)

𝑛𝑝⋅ϕ = 𝐼0,𝑛2 ⋅ 𝑒
𝑉𝐿𝐻

𝑛𝑛⋅ϕ. (9)
 

Next 𝑉𝑚,𝑝 is determined, by equating the currents in 𝑀1 and 𝑀5: 

Fig. 2. Schmitt trigger circuits for (a) high-to-low (𝑉𝐻𝐿) and (b) low-to-high 

(𝑉𝐿𝐻) transition voltages analysis. 

 



𝐼0,𝑝1 ⋅ 𝑒

𝑉𝑑𝑑−𝑉𝐿𝐻−𝑛𝑝⋅(𝑉𝑑𝑑−𝑉𝑚,𝑝)

𝑛𝑝⋅ϕ = 𝐼0,𝑝5 ⋅ 𝑒

𝑉𝑑𝑑−𝑉𝑚,𝑝

𝑛𝑝⋅ϕ , (10)
 

 

𝑉𝑚,𝑝 =

𝑉𝐿𝐻 + 𝑛𝑝 ⋅ [𝑉𝑑𝑑 + ϕ ⋅ 𝑙𝑜𝑔 (
𝐼0,𝑝5

𝐼0,𝑝1
)]

1 + 𝑛𝑝
. (11)

 

So we substitute (11) in (9), and finally by solving for 𝑉𝐿𝐻 
the expression in (12) is obtained. 

𝑉𝐿𝐻 =

𝑛𝑛 ⋅ {𝑉𝑑𝑑 − 𝑛𝑝 ⋅ ϕ ⋅ [𝑛𝑝 ⋅ 𝑙𝑜𝑔 (
𝐼0,𝑛2

𝐼0,𝑝5
) + 𝑙𝑜𝑔 (

𝐼0,𝑛2

𝐼0,𝑝1
)]}

𝑛𝑝
2 + 𝑛𝑝 + 𝑛𝑛

(12)
 

 As for 𝑉𝐻𝐿, 𝑉𝐿𝐻 is linearly dependent on the supply voltage 
and the thermal voltage. The dependence on the transistors 
dimensions is logarithmic. 𝑉𝐻𝐿  depends on 𝑀1 , 𝑀2  and 𝑀6 . 
Instead 𝑉𝐿𝐻 depends on 𝑀1, 𝑀2 and 𝑀5. Designers can use the 
derived analytical expressions to optimize the design of the 
Schmitt trigger circuit under analysis. For instance, to make the 
low-to-high transitition voltage more insensitive to temperature 
variations, the terms inside the square bracket in (12) should be 
minimized. This can be done by increasing the size of 𝑀5 and 
𝑀1. Instead, for 𝑉𝐻𝐿 the dependence on the temperature can be 
minimized by increasing the size of 𝑀1. 

III. MODEL VALIDATION 

 To validate the proposed model, simulations in AMS 
0.35µm CMOS process have been performed. The threshold 
voltage of the NMOS transistor ( 𝑉𝑡ℎ,𝑛 ) is 515.8𝑚𝑉, while 

𝑉𝑡ℎ,𝑝 = −731.3𝑚𝑉 . The slope factors are 𝑛𝑛  =  1.25  and 

𝑛𝑝 =  1.3 . The transconductance parameters (𝛽𝑛(𝑝) = µ𝑛(𝑝) ·

 𝐶𝑜𝑥 · 𝑊/𝐿 ) are |𝛽1,5| = 908𝜇𝐴/𝑉2  and 𝛽2,6 = 160𝜇𝐴/𝑉2 . 

The PMOS transistors are sized 18/1, while the NMOS 
transistors 1/1. We have chosen these dimensions because this 
design provides the required hysteresis voltage for further 
applications. In order to characterize the derived model, we 
extracted the transition voltages for different supply voltages. 
The simulated 𝑉𝐻𝐿 as a function of the supply voltage is shown 
Fig. 3(a). 𝑉𝑑𝑑  ranges from 0.5𝑉 to 0.6𝑉, therefore all the 
modeled transistors are in weak inversion since the threshold 
voltage of the PMOS is greater, in absolute value, than 700mV 
and the NMOS threshold voltage is approximately 516mV. One 
can argue that for 𝑉𝑑𝑑 >  0.516𝑚𝑉  the transistor 𝑀2  is not 
weak inversion. But as can be observed in Fig. 3(b), the resulting 
voltage at the source of 𝑀2  (i.e. 𝑉𝑚,𝑛 ) is greater than 3·𝜙 ≈ 

78𝑚𝑉 at the initial circuit state (i.e. 𝑉𝑖𝑛 = 0𝑉). Regarding 𝑀4, 
it should not have influence on the transition voltage, under the 
considered assumptions during the model derivation. As can be 
observed in Fig. 3(a), the model resembles the circuit behavior, 
and the transition voltage is linearly related to the supply 
voltage. However an offset can be observed. To quantify the 
error between the modeled and simulated transition voltages, we 
define the absolute and relative errors: 

𝐴𝐸𝐻𝐿(𝐿𝐻) = |𝑉𝐻𝐿(𝐿𝐻) − 𝑉𝐻𝐿(𝐿𝐻),𝑠𝑖𝑚|, (13) 

𝑅𝐸𝐻𝐿(𝐿𝐻) =
𝐴𝐸𝐻𝐿(𝐿𝐻)

𝑉𝐻𝐿(𝐿𝐻),𝑠𝑖𝑚
⋅ 100%. (14) 

 

For 𝑉𝐻𝐿 , we have that 𝐴𝐸𝐻𝐿  = 13.9𝑚𝑉 and 𝑅𝐸𝐻𝐿  = 7%. 
Regarding 𝑉𝐿𝐻, the simulated and modeled transition voltages as 
a function of 𝑉𝑑𝑑  are shown in Fig.3(c). At 𝑉𝑑𝑑  =  0.5𝑉  we 
have the maximum errors, i.e. 𝐴𝐸𝐿𝐻  = 13𝑚𝑉 and 𝑅𝐸𝐿𝐻  = 17%. 
As can be observed, for 𝑉𝑑𝑑 ranging from 0.55𝑉 to 0.6𝑉, both 

Fig. 3. Modeled and simulated (a) 𝑉𝐻𝐿  vs 𝑉𝑑𝑑 . (b) Simulated 𝑉𝑚,𝑛  vs 𝑉𝑖𝑛  for 

different 𝑉𝑑𝑑. (c) Modeled and simulated 𝑉𝐿𝐻 vs 𝑉𝑑𝑑 . (d) Simulated 𝑉𝑜𝑢𝑡 vs 𝑉𝑖𝑛 

for different 𝑉𝑑𝑑 and widths of 𝑀5. (e) Simulated 𝑉𝑜𝑢𝑡 vs 𝑉𝑖𝑛 for different 𝑉𝑑𝑑 

and widths of 𝑀3. 



curves are linear, but in the range [0.5𝑉−0.55𝑉] the simulated 
curve becomes less linear. This phenomenon has been initially 
attributed to transistor 𝑀5, as can be observed in Fig.3(d), where 
the simulated 𝑉𝑜𝑢𝑡  vs 𝑉𝑖𝑛 is plotted for different 𝑉𝑑𝑑 and widths 
of 𝑀5. The solid line refers to the case in which 𝑀5  has a width 
of 12𝑢, while the dashed one to the case in which the width is 
9𝑢. As can be observed, the difference between the curves for 
𝑉𝑑𝑑 = 0.5𝑉 and 𝑉𝑑𝑑 = 0.55𝑉 is 7.1𝑚𝑉, when the width is 12𝑢. 
When the width is 9𝑢 this step reduces to 5.9𝑚𝑉. When the 
width is 18𝑢, the step is 7.4𝑚V. Instead, the distance between 
the curves for 𝑉𝑑𝑑 = 0.55𝑉   and 𝑉𝑑𝑑 = 0.6𝑉  is 9.5𝑚𝑉 when 
𝑀5  has a width of 12𝑢, 8.7𝑚𝑉 when 𝑀5  has a width of 9𝑢, and 
11𝑚𝑉 when the width is 18𝑢. This clearly implies that 𝑀5 has 
an influence on the transition voltage which is not included in 
the simple derived model. Moreover, also the inverter composed 
of 𝑀3  and 𝑀4  has an influence on the characteristics. In 
Fig.3(e), we can observe how a variation in the width of 𝑀3 
causes a variation in the output voltage. It is therefore clear that 
the assumption that 𝑀3  has no influence on the transition 
voltage is wrong. Unfortunately, the model at this stage does not 
include the influence of 𝑀3  on the transition voltages. This 
represents the main limitation of the simple proposed model. An 
ASIC in AMS 0.35µm CMOS process has been fabricated 
through EUROPRACTICE MPW for model validation. A 
photograph of the circuit and the associated layout are shown in 
Fig. 4. The circuit occupies an area of 49𝜇𝑚 × 25𝜇𝑚. We tested 
the Schmitt Trigger circuit by applying a 1𝐻𝑧 triangular wave at 
the input, considering 𝑉𝑑𝑑 = 0.6𝑉. For this supply voltage, the 
analytical 𝑉𝐻𝐿,𝑚𝑜𝑑𝑒𝑙  is 317𝑚𝑉, while 𝑉𝐿𝐻,𝑚𝑜𝑑𝑒𝑙 = 96𝑚𝑉 . 

Instead the measured values are 𝑉𝐻𝐿,𝑚𝑒𝑎𝑠 = 329𝑚𝑉  and 

𝑉𝐿𝐻,𝑚𝑒𝑎𝑠 = 131𝑚𝑉. Therefore the errors between the modeled 

and measured transition voltages are 𝐴𝐸𝐻𝐿,𝑚𝑒𝑎𝑠 = 12𝑚𝑉  and 

𝐴𝐸𝐿𝐻,𝑚𝑒𝑎𝑠 = 35𝑚𝑉 . The larger errors in the measured 

transition voltages are mainly attributed to parasitic effects.  

 

IV. CONCLUSIONS 

In this article we analyzed the subthreshold characteristics of 
an inverting CMOS Schmitt Trigger circuit. We derived simple 
equations for the high-to-low and low-to-high transition 
voltages. The derived expressions are linearly dependent on the 
supply voltage and the thermal voltage, and logarithmically 
dependent on the transistors dimensions. The model allows 
designers to have a clear understanding of the influence of the 
involved parameters. For instance it allows to optimize the 
design of the Schmitt trigger circuit against power supply and 
temperature variations. We performed simulations in AMS 
0.35µm CMOS process to verify the proposed analytical model. 
The maximum error between the analytical and simulated 
transition points is smaller than 14mV. An ASIC in AMS 
0.35µm CMOS process has been fabricated to experimentally 
validate the derived expressions. The maximum error between 
the analytical and measured transition points is below 36mV. 
Future work will focus on model improvement. 
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Abstract—This article analyzes the operation of a low power 

inverting CMOS Schmitt trigger in weak inversion. The 

analysis is based on an earlier proposed analytical model, 

which relates the hysteresis voltages to the transistors’ 

dimensions, the supply voltage, and the temperature. The 

maximum error between the analytical and simulated 

transition voltages is below 10%, relative to the supply 

voltage. By optimizing the device sizes, the error reduces to 

4%. The operation of the Schmitt trigger in weak inversion 

is also experimentally validated through an ASIC fabricated 

in AMS 0.35µm CMOS process. The maximum error 

between the modeled and measured transition voltages is 

below 7%. Furthermore, the power consumption as a 

function of the supply voltage is analyzed. Overall, the 

proposed model may be used to optimize the operation of 

the analyzed Schmitt trigger circuit for low power operation. 

 

Index Terms—CMOS, hysteresis, low voltage, low power, 

Schmitt trigger, subthreshold, weak inversion 

I. INTRODUCTION 

Supply voltage scaling represents one of the most 

effective techniques for reducing the power consumption 

of electronic circuits [1]. When the supply voltage is 

reduced to values below the threshold voltage of the 

transistors, the system operates in the subthreshold region. 

At device level, subthreshold operation means that 

transistors are biased in weak inversion. From an 

analytical point of view, subthreshold operation implies 

that alternative models have to be used to correctly 

describe and understand the behavior of the circuits [2]. 

A widely implemented circuit, both in digital and analog 

systems, is the Schmitt Trigger (ST) one. The symbol of a 

single input inverting voltage mode Schmitt trigger is 

shown in Fig. 1 (a). The characteristic of Schmitt trigger 

circuits is typically hysteretic, as can be shown in Fig. 1 

(b). STs are implemented in many different circuits, such 

as comparators, oscillators, converters, and others [3]. 

Recently researchers have also presented models of 

Schmitt trigger circuits in weak inversion [4]–[10] for 

low voltage and low power applications. By developing 
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analytical model for ST circuits, designers can have a 

physical insight into the circuit behavior, thus allowing 

optimization of the circuit performance. In this article we 

analyze the subthreshold operation of the inverting 

CMOS Schmitt trigger circuit proposed by Al-Sarawi, 

shown in Fig. 1 (c) [11]. The bulk terminals of the PMOS 

transistors are connected to the supply voltage, while 

those of the NMOS transistors to ground. They are not 

shown for simplicity. In our previous work [12], we 

derived a simple analytical model for the high-to-low 

(VHL) and low-to-high (VLH) transition voltages, which 

define the hysteresis width, as shown in Fig. 1 (b). This 

article is an extended version of the work presented in 

[12], and provides a more accurate discussion about the 

proposed analytical model. In particular, the model 

assumptions are investigated, by analyzing two different 

design cases, and by validating simplified equivalent 

circuits. Furthermore, we provide an analysis of the 

circuit power consumption. The article is organized as it 

follows. In Section II we report the proposed analytical 

model, which is then validated with simulations and 

measurements in Section III. In Section IV the circuit 

power consumption is analyzed, while the conclusions 

are in Section V.  

 
(a) 

 
(b) 

 
(c) 

Fig. 1. Schmitt trigger: (a) Single input inverting voltage mode symbol, 
(b) typical Vout vs Vin of (a), and (c) Schmitt trigger circuit under 

analysis. The bulk terminals are not shown for simplicity. 
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II. ANALYTICAL MODEL 

The MOSFET drain current in weak inversion can be 

modeled using the Enz-Krummenacher-Vittoz (EKV) 

model in [13] expressed as 

   

 

 

   GB BG
SB BS DB BD

, 0,

n p

V V V

n

d n p n p
I I e e e

  
  

  
 
 

        (1) 

     

 

 

th ,

2

ox0,
2

n p

n p

V

n

n p n p n p

W
I n C e

L




               (2) 

 G  gate, D  drain, S  source, B  bulk; 

 nn(p) is the NMOS (PMOS) slope factor; 

  thermal voltage; 

 n(p) NMOS (PMOS) carrier mobility; 

 Cox oxide capacitance; 

 W/L MOSFET width to length ratio; 

 Vth,n(p) NMOS (PMOS) threshold voltage.  

In saturation (|VDS| ≥ 3 [14]) expression (1) can be 

simplified to 
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Assuming the bulk-source voltage is equal to zero, the 

expression (3) can be further simplified as  
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Fig. 2 shows the circuit behavior for both threshold 

voltages of the Schmitt trigger, i.e., low-to-high voltage 

(VLH), and high-to-low voltage (VHL). The high-to-low 

voltage (VHL), i.e. when the output voltage (Vout) goes 

from high to low is shown in Fig. 2 (a). In this state Vin is 

low initially and Vout is high since the circuit is an 

inverting ST. In this case, M1 is on, M3 is off, and M5 

pulls Vm,p to the supply voltage (Vdd) since M4 is on as 

well. Therefore M5 is excluded from the figure and M6 

becomes diode-connected. VHL can be determined by 

finding the switching voltage of the inverter composed of 

M1 and M2, by considering the finite voltage Vm,n across 

M6 [3]. Assuming that all MOSFETs are in saturation, 

then M1 and M2 are related by: 

dd HL HL ,
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 .                 (5) 

The unknown variable in (5) is the voltage across M6, 

i.e. Vm,n. To determine Vm,n, we can equate the current in 

M2 and M6: 
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Next (7) is substituted into (5), and solved for VHL as 
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(a) 

 
(b) 

Fig. 2. ST circuits for (a) high-to-low (VHL) and (b) low-to-high (VLH) 
transition voltages derivation. 

From (8) we can read that VHL is linearly dependent on 

the supply voltage, the thermal voltage, and the 

temperature. On the other hand, the dependence on the 

transistors’ dimensions is logarithmic. The derived model 

is simple, and it is based on two assumptions, that M3 and 

M4 do not influence VHL and that Vm,p is pulled up to Vdd, 

i.e. M5 does not influence VHL. As can be noted in (8), if 

the ratios inside the logarithms are equal to one, then VHL 

would be dependent only on the slope factors and the 

supply voltage. In practice, matching these transistors is 

not trivial, due to process variations and typically 

different slope factors. The derivation of the low-to-high 

transition voltage (VLH) is complementary since the 

transistors are symmetrically arranged. Referring to Fig. 2 

(b), when Vin is high, Vout is low. Therefore, it results that 

M4 is off and M3 is on. M6 is on which pulles Vm,n to gnd, 

i.e., M6 does not influence the threshold voltage VLH. As 

for VHL, we can determine an expression for VLH by 

initially imposing that: 
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Next we equate the currents in M1 and M5, to 

determine Vm,p: 
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Substituting (11) in (9), and solving for VLH the 

expression in (12) is finally obtained as 
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As for VHL, VLH is linearly dependent on the supply 

voltage, the thermal voltage, and on the temperature and 

logarithmic on the transistors’ dimensions. VHL depends 

on M1, M2, and M6. Instead VLH depends on M1, M2, and 

M5. Therefore the proposed analytical model provides 

physical insight into the circuit behavior, since it relates 

the hysteresis transition voltages (Thresholds) to the 

power supply and the temperature. From a design point of 

view, the derived expressions allow designers to optimize 

the ST circuit under analysis. For instance, by minimizing 

the terms inside the square brackets in (8) and (12), the 

circuit can be made more insensitive to temperature 

variations. Clearly, the model is valid under the 

assumptions that the second inverter does not influence 

the transition points and that the resistances of M5 and M6 

are negligible during the high-to-low and low-to-high 

transitions, respectively. As will be verified in the next 

section, these assumptions are validated when the 

transistors are wide with respect to the channel length. 

This is due to the fact the wide transistors present lower 

ON resistance.   

III.   MODEL VALIDATION 

To verify the derived expressions, simulations have 

been performed. First we show a worst-case design 

(Design 1), i.e., we implement a ST with not optimized 

transistors dimensions. Next we provide an optimized 

design (Design 2), which respects the model assumptions. 

To quantify the error between the analytical and 

simulated voltages, we introduce the absolute and relative 

errors as 

     HL LH HL LH HL LH ,sim
AE V V              (13) 

 
 

HL(LH)

HL LH

HL LH ,sim

AE
RE 100%.

V
                 (14) 

The relative errors are computed against VHL(LH),sim, i.e. 

the simulated transition voltages are considered as 

reference values.  

A. Design 1 

The simulation parameters used for Design 1 are 

shown in Table I, second column. The slope factors of 

transistors nn and np are 1.25 and 1.3, respectively. The 

transconductance is defined as n(p)=n(p)CoxW/L. VHL is 

extracted for supply voltages Vdd ranging from 0.5V to 

0.6V, therefore all the modeled transistors (M1, M2, and 

M6) are in weak inversion. For Vdd>Vth,2, the transistor M2 

is still in weak inversion because the resulting voltage at 

its source (Vm,n) is greater than 3·𝜙 ≈ 78mV at the initial 

circuit state (when Vin=0V). This has been verified 

through simulations, as can be seen in Fig. 3 (b). 

Regarding M4, it should not influence VHL, according to 

the model assumptions. The analytical and simulated VHL 

as a function of Vdd are shown in Fig. 3 (a). The model 

resembles the simulated behavior, and VHL is linearly 

related to the supply voltage, as expected from (8). The 

maximum absolute error for VHL in Design 1 is 

AEHL,1=19mV, while the relative one is REHL,1=8%, when 

Vdd=0.5V. The analytical and simulated VLH as a function 

of Vdd are shown in Fig. 3 (c). In this case both offset and 

gain errors are present. The maximum absolute error is 

AELH,1=48mV, while the relative one is RELH,1=66%. The 

error is attributed to M3, M4, M5 and M6. As previously 

explained, the model assumes that M3 and M4 act as ideal 

switches, forcing M5 and M6 in diode-connected 

configuration. 

 
Fig. 3. Design 1: (a) modeled and simulated VHL vs Vdd, (b) simulated 
Vm,n vs Vin for different Vdd, and (c) modeled and simulated VLH vs Vdd. 

TABLE I: SIMULATION PARAMETERS 

 

Furthermore, it assumes that the ON resistances across 

M5 and M6 are negligible as shown in Fig. 2.  

B.  Design 2 

In Design 2 we increase the width of the transistors, to 

validate the model assumptions. The widths of M1, M3, 

and M5 are set to 40m, while those of M2, M4, and M6 to 

20m. The simulation parameters used for Design 2 are 

shown in Table I, third column. The analytical and 

simulated VHL and VLH as a function of Vdd are shown in 

Fig. 4 (a) and Fig. 4 (b). The maximum absolute error for 

Parameter 
Design 1 Design 2 

Value Value 

L 0.5m 0.5m 

W2,4,6 1m 20m 

W1,3,5 2m 40m 

Vth,2 559mV 574.2mV 

Vth,6 533.4mV 563.7mV 

Vth,1,5 744.1mV 734.5mV 

|1,5| 174.2A/V2 1.795mA/V2 

2,6 303A/V2 6.834mA/V2 
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VHL is AEHL,2=20mV, while the relative one is REHL,2=8%, 

when Vdd=0.5V. The maximum absolute error for VLH in 

is AELH,2=20mV, while the relative one is RELH,2=33%. 

RELH,2 is higher than REHL,2 because AELH,2 is divided by 

a smaller number since VLH occurs for lower voltages, 

with respect to VHL. On the basis of this analysis it can be 

concluded that the model is more accurate when the 

transistors in the ST circuit are large as compared to the 

minimum channel length. In Design 2 we enlarged the 

widths of all transistors, although the model only requires 

M3, M4, M5 and M6 to be enlarged. We also considered 

the case in which M3, M4, M5 and M6 are large, while M1 

and M2 are small. What we observed is that if the 

transistors of the first inverter are too small as compared 

to the transistors in the feedback, the error does not 

improve as in the case in which all transistors are 

enlarged. Nevertheless, the error relative to Vdd, i.e. 

AEHL(LH)/Vdd, is always below 10% for the designed 

circuits, implying that the worst case analysis is relatively 

the worst. 

 
Fig. 4. Design 2: modeled and simulated (a) VHL vs Vdd and (b) VLH vs 

Vdd. 

C.  Simplified Equivalent Circuits 

To further analyze the model assumptions, the 

simplified equivalent circuits in Fig. 5 (a) and Fig. 5 (b) 

are simulated. The circuits in Fig. 5 (a) and Fig. 5 (b) are 

the simplified equivalent circuits associated to those Fig. 

2 (a) and Fig. 2 (b), respectively. These circuits 

approximate the circuit behavior at the initial state, i.e. 

Vin=0V for VHL and Vin=Vdd for VLH. The transistors are 

sized as in Design 2. In Fig. 5 (c) the simulated Vout vs Vin 

of the full circuit for different Vdd are shown. As can be 

observed, the output swings between the supply rails. In 

Fig. 5 (d) the simulated Vout vs Vin of the simplified 

equivalent circuit in Fig. 5 (a) is shown. The output does 

not reach 0V since in the simplified circuit M6 is always 

diode-connected. Nevertheless, VHL is almost the same 

for both full and simplified circuits since the maximum 

difference is below 2mV. In Fig. 5 (e) the simulated Vout 

vs Vin of the simplified equivalent circuit in Fig. 5 (b) is 

shown. As can be observed, the output does not reach Vdd. 

This is attributed to M5, which is always on. Nevertheless, 

VLH is almost the same for both full and simplified 

circuits since the maximum difference is below 2mV, as 

for VHL. On the basis of these results it can be concluded 

that the simplified equivalent circuits correctly describes 

the ST circuit under analysis, when the transistors are 

correctly sized.  

 
Fig. 5. Simplified equivalent circuits for (a) VHL and (b) VLH analysis. 

Design 2: (c) simulated Vout vs Vin for different Vdd when considering the 

full circuit; simulated Vout vs Vin for different Vdd when considering the 

simplified equivalent circuits for (d) VHL and (e) VLH. 

D.  Experimental Validation 

A prototype realized in AMS 0.35µm CMOS process 

has been tested. The fabricated circuit and the layout are 

shown in Fig. 6 (a). The area occupied by the circuit is 

49m25m. The channel length is 1µm, while the 

NMOS and PMOS transistors are sized 1/1 and 18/1, 

respectively. This design provides the desired hysteresis 

for further applications. The transition voltages have been 

extracted at Vdd=0.6V, by applying a low frequency 

(1/f=5s) triangular wave, as shown in Fig. 6 (b). For this 

design, the analytical VHL is 317mV, while VLH=96mV. 

The measured transition voltages are VHL,meas=329mV and 

VLH,meas=131mV. Therefore, we have that 

AEHL,meas=12mV and AELH,meas=35mV. The larger errors 

in the measured transition voltages are mainly attributed 

to the experimental setup, e.g. parasitic components 

associated to the ASIC pads.  
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Fig. 6. Fabricated circuit (AMS 0.35µm CMOS Process): (a) 

Photograph and layout of the ST circuit, and (b) measured Vout vs Vin. 

 
Fig. 7. Simulation results: (a) Vout and Vin for different Vdd, (b) current 

drawn from Vdd, and Vout when Vdd=0.5V, and (c) maximum peak 

currents during the high-to-low and low-to-high transitions for different 

Vdd. 

IV. POWER CONSUMPTION 

In this section, we analyze the power consumption of 

the ST circuit. The transistors are sized according to 

Design 2. We performed a transient analysis by applying 

a 1Hz triangular wave at the input of the ST circuit 

loaded by a capacitance of 1pF. In Fig. 7 (a) the output 

and input voltages are depicted, for different supply 

voltages. In Fig. 7 (b) the current drawn by the supply 

voltage is shown for Vdd=0.5V. As can be observed, the 

peaks in the current occur during the high-to-low and 

low-to-high transitions. This is expected since the power 

consumption of a ST is mainly due to the switching 

current. During the high-to-low transition, the peak 

current has a value of 159pA, while during the low-to-

high transition, the peak value is 615pA. The higher 

power consumption during the low-to-high transition is 

attributed to transistors M5, which is in diode-connected 

configuration during the transition. The maximum peak 

currents are shown in Fig. 7 (c). As can be observed, the 

peak currents associated to the low-to-high transition are 

higher than those associated to the high-to-low one. The 

peak current can be decreased by reducing the widths of 

the transistors in the PMOS branch. When the same 

circuit is driven at 3.3V, which is the nominal voltage of 

the considered CMOS process, the maximum peak of the 

current has a value of 1.74mA, which is more than six 

orders of magnitude larger than the case in which the 

supply voltage is 0.5V. Therefore, the proposed model 

allows to optimize the performance of the circuit for low 

power operation, since the presented analysis shows the 

contribution of the transistors during the switching phase 

(Fig. 5 (a) and Fig. 5 (b)). 

V. CONCLUSION 

In this article, we analyzed the subthreshold operation 

of an inverting CMOS Schmitt trigger. We derived 

analytical expressions of the high-to-low and low-to-high 

hysteresis transition voltages. The model provides 

physical insight into the circuit behavior, i.e., the 

transition voltages are linearly related to the supply 

voltage and the temperature and logarithmically 

dependent on the transistors’ dimensions. We analyzed 

the model limitations by investigating different designs. 

When the widths of the transistors are large as compared 

to the minimum channel length, the error between the 

analytical and simulated transition voltages is reduced. 

When the transistors’ dimensions are optimized, the 

maximum absolute error for both transition voltages is 

20mV. Instead, the error relative to the supply voltage is 

below 10%. The model assumptions have been validated 

by analyzing simplified equivalent circuits. The error 

between the full circuit and the simplified ones is below 

2mV, when the model assumptions are respected. A 

prototype in AMS 0.35µm CMOS process has been 

fabricated to experimentally validate the derived 

expressions, providing a maximum error below 36mV. 

The power consumption of the circuit has been analyzed 

by performing transient simulations for different supply 

voltages. When the subthreshold operation is exploited 

(Vdd=0.5V), the performance of the circuit has an 

improvement of more than six orders of magnitude in the 

switching current, with respect to the case in which the 

supply voltage is 3.3V. 
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ABSTRACT In this article, the subthreshold characteristics of a tunable single input CMOS Schmitt
trigger (ST) are modeled for the first time. The high-to-low and low-to-high hysteresis transition points are
analytically determined as a function of the tuning voltages and the transistors’ geometrical parameters. The
derived expressions allow to design the STwith desired hysteresis width in subthreshold region. Furthermore,
the proposed model allows to estimate the minimum supply voltage for which hysteresis occurs. The derived
expressions also provide physical insight into the circuit behavior, by predicting the effect of supply voltage
and temperature variations on the hysteresis width. The model is validated through simulations, and the
maximum error between the analytical and simulated transition points is less than 5%. The model is also
experimentally validated with an ASIC fabricated in AMS 0.35µm CMOS process. The maximum error
between the analytical andmeasured transition points is below 6%. The analytical model allows performance
optimization in subthreshold region for low power applications.

INDEX TERMS CMOS, hysteresis, low voltage, Schmitt trigger, subthreshold.

I. INTRODUCTION
The first Schmitt trigger (ST) was invented by
Otto H. Schmitt in 1938, and it was intended to model the
nerve membrane behavior [1], [2]. Although the primary
applicationwas in the biomedical field, Schmitt predicted that
its circuit could be employed in various applications, such as
thermostating, oscillography, and light control. Indeed, today
STs are extensively implemented in both analog and digital
systems [3]. For instance, they are used in triangular/square-
wave generators [4], [5], [6], resistance-to-frequency con-
verters [7], [8], capacitive-to-frequency converters [9], mod-
ulators [10], [11], SRAMs and latches [12], [13], [14], and
different sensing and measuring applications [15], [16], [17],
[18], [19], [20], [21], [22]. STs can work in current or voltage
mode and be inverting or non-inverting. They can have
single or differential input and have tunable hysteresis [23].
Currently, researchers are focusing on analyzing and mod-
eling the subthreshold operation of STs [24], [25], [26],

The associate editor coordinating the review of this manuscript and

approving it for publication was Paolo Crippa .

[27], [28], [29]. This is mainly due to the supply volt-
age reduction trend, which represents a key design tech-
nique in the power consumption optimization of electronic
systems [30]. Operation at low voltages results in energy
efficiency in battery-powered circuits, where the power
consumption limits the system lifetime. In systems pow-
ered by energy harvesters, the level of the required supply
voltage often determines the startup mechanisms. Lower-
ing power consumption is also particularly advantageous
in IoT enabling technologies, such as wireless sensor net-
works, where thousands of electronic devices are typically
employed [31]. Supply voltage scaling is therefore criti-
cally important, considering that the number of connected
devices is expected to increase to more than 30 billion in
2027 [32]. On the other side, subthreshold operation implies
that MOSFETs are biased in weak inversion, which results
in more complex analytical models [33]. In 2007, Kulka-
rni et al. implemented a modified version of the classical
6-transistor CMOSSchmitt trigger in 0.13µmCMOSprocess
to implement an SRAM cell for subthreshold operation [34].
In 2012, Lotze andManoli analyzed supply voltage reduction
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FIGURE 1. (a) Tunable CMOS Schmitt trigger (ST) circuit under
analysis [40]. (b) Single input voltage mode ST symbol and characteristics.
The bulk terminals are not shown for simplicity.

by considering ST logic, and analyzed the operation of digital
circuits with a supply voltage of 62mV [35]. In 2017, the
same authors proposed an in-depth analysis of ST gates in
subthreshold, by considering the optimum transistors siz-
ing [31]. In the same year, Melek et al. determined the DC
transfer characteristic of the classical 6-transistor Schmitt
trigger (0.18µm CMOS process) in subthreshold [24]. They
analytically determined the hysteresis width and the mini-
mum supply voltage (2ln(2 +

√
5)kBT/q = 75mV at room

temperature) for which hysteresis occurs. One year later,
Melek et al. analyzed the same ST in amplifier mode [26].
They theoretically found a minimum supply voltage of
31.5mV (at 300K ) for voltage amplification. In 2018, Bas-
tan et al. proposed a subthreshold pseudo-differential ST
in 0.18µm CMOS process, which consumes 150nW when
operating at 0.4V [36]. In 2020, Radfar et al. presented a
differential ST circuit (0.18µm CMOS process) with tunable
hysteresis based on body biasing [28]. The circuit has a tuning
range of approximately 110mV , and it consumes 1.38µW
with a supply voltage of 0.6V . One year later, a less power
consuming (120nW , with supply voltage of 0.4V ) differen-
tial ST circuit (0.18µm CMOS process) has been proposed
by Nejati et al. [29]. In 2021, Fernandes et al. analyzed
the subthreshold operation of a 3-inverter CMOS Schmitt
trigger [25]. They analyzed the transition from amplifier
mode to hysteresis mode, and they implemented a relax-
ation oscillator in 0.18µm CMOS process supplied by only
62mV . In 2022, Sandiri et al. analyzed ST logic gates using
Dynamic Threshold MOS (DTMOS) technique [37]. In the
same year, we derived in [27], [38] an analytical model for the
hysteresis voltage of the low power CMOS ST proposed by
Al-Sarawi [39]. In this article, the subthreshold character-
istics of the tunable single input CMOS Schmitt trigger
proposed byWang [40] in 1991 are modeled for the first time.
The circuit under analysis is shown in Fig. 1(a) and is the
first single input tunable CMOS STmodeled in subthreshold.
In this article, the expressions for the low-to-high (VLH ) and
high-to-low (VHL) transition voltages, shown in Fig. 1(b),
are analytically determined. These two voltages define the

hysteresis width (VH = VLH −VHL). The proposed analytical
model allows the design of the ST with desired hysteresis
as a function of the transistors’ geometrical parameters and
tuning voltages. Furthermore, it provides physical insight into
circuit behavior by relating the supply voltage and the tem-
perature to the transition voltages. Moreover, the analytical
model can be used to estimate the minimum supply voltage
for which hysteresis occurs. The derived expressions have
been validated through simulations and measurements by
prototyping an ASIC in AMS 0.35µm CMOS process. The
analytical model is derived in Section II. In Section III the
model is validated at simulation level, and the expressions
are verified against tuning voltages. The model accuracy
is also verified by considering supply voltage, temperature
and process variations. The circuit power consumption has
been also analyzed. The experimental results are reported in
Section IV, while the conclusions are in Section V. Overall,
the aim of this paper is to provide a deeper understanding of
the subthreshold behavior of the analyzed Schmitt trigger,
which is a common block in different analog and digital
electronic systems.

II. ANALYTICAL MODEL
The subthreshold drain current expression (EKV [41]) is

Id,n(p) = I0,n(p) · e
VGB(BG)
nn(p)·φ ·

(
e−

VSB(BS)
φ − e−

VDB(BD)
φ

)
(1)

where:

I0,n(p) = 2 · nn(p) · µn(p) · Cox ·
W
L

· φ2
· e

−
|Vth,n(p)|
nn(p)·8 (2)

• B, G, S and D refer to the bulk, gate, source and drain,
respectively;

• nn(p) is the NMOS (PMOS) slope factor;
• φ is the thermal voltage (kT/q);
• µn(p) is the electron (hole) mobility;
• Cox is the oxide capacitance;
• W/L is the transistor width to length ratio;
• Vth,n(p) is the NMOS (PMOS) threshold voltage.

Equation (1) can be simplified when transistors are in satura-
tion (|VDS | ≥ 3 · φ [42]) as

Id,n(p) ≈ I0,n(p) · e
VGB(BG)−nn(p)·VSB(BS)

nn(p)·φ . (3)

When VSB(BS) = 0V , then (3) is further simplified to

Id,n(p) ≈ I0,n(p) · e
VGB(BG)
nn(p)·φ . (4)

In the circuit under analysis, the bulks of all PMOS are
connected to Vdd , while those of the NMOS are grounded.
To simplify further analysis, the hysteresis transition points
are assumed to be independent of each other, i.e. the high-to-
low transition point (VHL) depends only on the NMOS tuning
transistor (M8), while the low-to-high (VLH ) one only on the
PMOS one (M5). This assumption has been verified analyt-
ically, and through simulations and measurements. VHL is
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FIGURE 2. ST circuit and characteristics for (a) VHL and (b) VLH analysis.

analyzed first. At initial state when the input (Vin) is high, the
output (Vout ) is high as well, due to two cascaded inverters
as shown in Fig. 2(a). As a consequence M4 is off, while
M2,3,7 are conducting. M8 conduction depends on the tuning
voltage Vn. The input voltage at which the output switches
from high-to-low (VHL) can be determined by finding the
switching voltage of the inverter composed of M1,2, plus the
contribution ofM7. Assuming transistors in saturation region
during the transition [23], the current throughM1,2,7 is found
using Kirchhoff’s current law as

I0,n2 · e
VHL
nn·φ + I0,n7 · e

Vdd−nn·Vint,n
nn·φ − I0,p1 · e

Vdd−VHL
np·φ = 0 (5)

whereVdd is the supply voltage. To solve (5), the slope factors
are approximated as nn ≈ np ≈ n [43], and I0,p1 is redefined
as I ′0,p1 = I0,p1 ·exp(Vdd/(n ·φ)). Equation (5) is then divided
by I ′0,p1 and rewritten as

I0,n2
I ′0,p1

· e
VHL
n·φ − e−

VHL
n·φ = −

I0,n7
I ′0,p1

· e
Vdd−n·Vint,n

n·φ . (6)

To solve (6), it is necessary to determine the drain-source
voltage across M8, i.e. Vint,n. The latter can be obtained by
equating the currents inM7,8 and solving for Vint,n:

I0,n7 · e
Vdd−n·Vint,n

n·φ = I0,n8 · e
Vn
n·φ ·

(
1 − e−

Vint,n
φ

)
, (7)

Vint,n = φ · log
(
1 +

I0,n7
I0,n8

· e
Vdd−Vn
n·φ

)
. (8)

As can be observed in (8), Vint,n is linearly dependent on the
thermal voltage, and so directly proportional to the tempera-
ture. Instead the dependence on the dimensions of M7,8 and

the tuning voltage Vn is logarithmic. By substituting (8) in (6)
the following equation is obtained:

I2,n
I ′0,p1

· e
VHL
n·φ − e−

VHL
n·φ = −

I0,n7
I ′0,p1

· e

Vdd−n·φ·log

1+
I0,n7
I0,n8

·e
Vdd−Vn
n·φ


n·φ . (9)

Next the following temporary variables are defined:

x =
VHL
n · φ

, (10)

a =
I0,n2
I ′0,p1

, (11)

b = −
I0,n7
I ′0,p1

· e

Vdd−n·φ·log

1+
I0,n7
I0,n8

·e
Vdd−Vn
n·φ


n·φ

= −
I0,n7
I0,p1

·
1

1 +
I0,n7
I0,n8

· e
Vdd−Vn
n·φ

. (12)

Equation (9) can be then rewritten as in (13) and solved for
the variable x:

a · ex − e−x = b, (13)

x = −log
[
1
2

·

(√
4 · a+ b2 − b

)]
(14)

Finally by replacing all the temporary variables in (14), the
analytical expression (15), as shown at the bottom of the
next page, for VHL is obtained. Regarding the low-to-high
transition voltage (VLH ), its expression is shown below that
of VHL in (16), as shown at the bottom of the next page, and
its derivation is complementary. Referring to Fig. 2(b), first
Vint,p is determined by equating the current inM5,6:

I0,p5 · e
−Vp
n·φ ·

(
1 − e−

Vdd−Vint,p
φ

)
= I0,p6 · e−

Vdd−Vint,p
φ , (17)

Vint,p = Vdd − φ · log
(
I0,p6
I0,p5

· e
Vp
n·φ + 1

)
. (18)

Next the currents inM1,2,6 are equated:

I0,p1 · e
Vdd−VLH

n·φ + I0,p6 · e
Vdd−n·(Vdd−Vint,p)

n·φ = I0,n2 · e
VLH
n·φ . (19)

Then, (18) is substituted in (19), and the resulting expression
is divided by I ′0,p1. Next the temporary variables are defined,
and the expression in (16) is finally obtained. Both derived
expressions, (15) and (16), are linearly dependent on the slope
factor and the thermal voltage, and logarithmically depen-
dent on the tuning voltages and the transistors’ dimensions.
The high-to-low transition point depends onM1,2,7,8 and Vn,
while the low-to-high one on M1,2,5,6 and Vp. Therefore,
the analytical model is based on the assumption that the
hysteresis transition voltages can be independently adjusted.
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III. SIMULATION RESULTS
The proposed analytical model has been validated through
simulations in AMS 0.35µm CMOS process. All the sim-
ulation results refer to post-layout simulations. The simu-
lated NMOS threshold voltage is Vth,n = 515.8mV , while
the PMOS one is −731.3mV . The supply voltage has been
initially fixed to Vdd = 0.45V to guarantee subthreshold
operation. As can be observed in (15) and (16), theM1 aspect
ratio (included in I0,p1 as defined in (2)) is at the denomi-
nator of the terms inside the logarithms; this implies that a
wider PMOS transistor will lead to a higher VLH and VHL .
Therefore, the PMOS have been sized 20/1, while the NMOS
1/1, to obtain a larger hysteresis during the measuring phase.
When computing I0,n(p), the extracted slope factors nn(p) =

1.25(1.3) are used. Instead, when computing the other terms
in (15) and (16), the average value (n ≈ 1.28) is consid-
ered [43]. This last approximation is required in order to
solve (5). The NMOS extracted transconductance parameter
(βn(p) = µn(p) ·Cox ·W/L) is 162.26µA/V 2, while the PMOS
one is 1.01mA/V 2. The simulated VLH ,HL are extracted by
sweeping the input voltage from 0V to Vdd , and vice versa.
In Fig. 3(a), the analytical and simulated VHL as a function
of Vn are shown. As can be observed, the analytical model
resembles the simulated behavior. The same holds for VLH ,
which is shown in Fig. 3(b). The transition voltages are evalu-
ated forVn(p) < 0.3V , because for higher tuning voltagesVout
does not toggle (i.e. no high-to-low transition), while VLH is
almost constant, for the given design. It has been verified
through simulations that the hysteresis transition voltages
are strongly independent of each other, i.e. VHL(LH ) does
not vary with Vp(n), as assumed by the proposed analytical
model. To evaluate the error between the two curves, the
maximum absolute and relative errors between the analytical
(VHL(LH )) and simulated (VHL(LH ),sim) transition points are
defined:

1HL(LH ) = |VHL(LH ) − VHL(LH ),sim|, (20)

δHL(LH ) =

∣∣∣∣VHL(LH ) − VHL(LH ),sim

VHL(LH ),sim

∣∣∣∣ · 100%. (21)

1HL is 2.2mV while 1LH is 2.4mV . Instead, δHL is
1.3% while δLH is 0.8%. Relatively to the supply voltage

FIGURE 3. Analytical and simulated (a) VHL vs Vn and (b) VLH vs Vp
(Vdd = 0.45V ).

(1HL(LH )/Vdd ), the maximum errors are below 0.5%. The
error between the curves ismainly attributed to the considered
approximation nn ≈ np ≈ n. The analytical model has
also been verified by considering different designs, shorter
channel lengths (e.g. L = 0.35µm) and narrower transistors,
and the maximum error resulted to be in the same order
of magnitude of that of the reported design. The derived
expressions have been validated by also considering data
provided by the datasheet of the AMS 0.35µm CMOS pro-
cess. Results similar to those obtained with the extracted
ones have been obtained, i.e. errors in the same order of
magnitude. Although the proposed analytical model has been
validated with a relatively old CMOS process technology,
the same EKV model has been used to correctly model
STs in 0.18µm technology [25], as well as analyze cir-
cuits in lower technological nodes (e.g. 90nm and 65nm)
[44], [45].

VHL = −n · φ · log

1
2

·


√√√√√√4 ·

I0,n2
I0,p1

· e−
Vdd
n·φ +

(
I0,n7
I0,p1

)2

·
1(

1 +
I0,n7
I0,n8

· e
Vdd−Vn
n·φ

)2 +
I0,n7
I0,p1

·
1

1 +
I0,n7
I0,n8

· e
Vdd−Vn
n·φ


 (15)

VLH = −n · φ · log

1
2

·


√√√√√√4 ·

I0,n2
I0,p1

· e−
Vdd
n·φ +

(
I0,p6
I0,p1

)2

·
1(

1 +
I0,p6
I0,p5

· e
Vp
n·φ

)2 −
I0,p6
I0,p1

·
1

1 +
I0,p6
I0,p5

· e
Vp
n·φ


 (16)
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FIGURE 4. Simulated Vout vs Vin for: (a) different Vdd and T = 300K ;
(b) different T and Vdd = 0.45V . (c) Histogram associated to the Monte
Carlo simulations for VHL (VDD = 0.45V ).

A. SUPPLY VOLTAGE, TEMPERATURE AND PROCESS
VARIATIONS
To verify the accuracy of the model, different simulations
have been performed by considering supply voltage, tem-
perature and process variations. In Figs. 3(a) and (b), the
maximum error occurs when Vn(p) = 0V . Therefore, in the
following the tuning voltages have been fixed to zero volts.
In Fig. 4(a), the ST transfer characteristics are depicted for
different supply voltages. The error associated to VHL is
maximum for Vdd = 0.4V , while that associated to VLH for
Vdd = 0.5V . Nevertheless, the maximum error relative to
Vdd is below 3% in the analyzed Vdd range. The simulations
have been performed with steps of 50mV in Vdd , but only
the extrema are reported, where the error is maximum. For
supply voltages below 0.4V , the circuit does not toggle cor-
rectly for certain tuning voltages. In Fig. 4(b), the ST transfer
characteristics are depicted for different temperatures (Vdd =

0.45V ). The circuit is sensitive to temperature variations, and
for both transition points the maximum error occurs at T =

373K . Nevertheless, the relative errors are 4.8% and 3.7% for
VHL and VLH , respectively. Finally, Monte Carlo simulations
have been performed in order to observe the deviation of

FIGURE 5. Analysis of the minimum supply voltage for which hysteresis
occurs. Analytical VHL(LH) vs Vn(p) for different supply voltages.
No transition occurs when the curves become negative.

the analytical transition voltages from the simulated ones,
when considering both process and mismatch variations. The
number of iterations was set to N = 2000. The histogram
associated to VHL is shown in Fig. 4(c). The nominal VHL is
0.162V . The mean and standard deviation are 0.155V and
0.049V , respectively. Regarding VLH , its nominal value is
0.294V , while the mean and standard deviation are 0.278V
and 0.097V , respectively. The analytical VHL and VLH are
within one standard deviation.

B. MINIMUM SUPPLY VOLTAGE AND HYSTERESIS
The proposed analytical model can be used to estimate
the minimum supply voltage for which hysteresis occurs.
As can be observed in Fig. 4(a), when the supply voltage is
decreased, both transition voltages decrease as well. Eventu-
ally, when the supply voltage is decreased to a certain value,
the high-to-low transition will not occur. However, the low-
to-high transition will still occur. In Fig. 5, the analytical
high-to-low (VHL) and low-to-high (VLH ) transition voltages
are plotted as a function of the tuning voltages, for different
supply voltages. When VDD = 0.5V , a hysteretic behavior
is guaranteed only for Vn < 0.37V , because for higher
tuning voltage the analytical VHL becomes negative, i.e. it is
not defined. This means that when sweeping the input volt-
age from high to low, no transition in the output voltage
is observed. When the supply voltage is 0.3V , the high-to-
low voltage is above zero volts until Vn ≈ 0.17V . When
Vdd = 0.1V , both analytical curves are below zero volts,
i.e. no transition is observed for whatever combination of
Vn and Vp. It should be remarked that the minimum supply
voltage for which hysteresis occurs also depends on transis-
tors’ dimensions. For the given design, the minimum supply
voltage for which hysteresis occurs is approximately 0.15V ,
i.e. when Vdd = 0.15V , VLH is defined but VHL is below
zero volts for whateverVn. All the presented analysis has been
verified through simulations.

IV. EXPERIMENTAL RESULTS
AnASIC inAMS0.35µmCMOSprocess has been fabricated
through EUROPRACTICE MPW to experimentally validate
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FIGURE 6. Layout and micrograph of the ST (AMS 0.35µm CMOS process).

the proposed analytical model. The ST circuit occupies an
area of 42µm×45µm. The PMOS transistors are sized 20/1,
while the NMOS 1/1, i.e. same dimensions associated to the
curves in Figs. 3(a) and (b). The layout and the micrograph
of the circuit are shown in Fig. 6. Due to technology rules,
the PMOS transistors are fabricated with two gates, each
with a 10u width stripe. The voltages have been measured
through a KEYSIGHT InfiniiVision DSOX3024T, by apply-
ing a 1Hz triangular wave at the input of the circuit. The
analytical and measured VHL as a function of Vn are shown
in Fig. 7(a). The model resembles the measured behavior,
although for increasing Vn, the measured VHL is less linear.
The same holds for the low-to-high transition point, shown in
Fig. 7(b). For small Vp the measured VLH is less linear than
the analytical one. The maximum absolute error (1HL,meas =

|VHL,meas − VHL |) between the analytical and measured VHL
is 5mV , while the relative one (δHL,meas = |1HL,meas/VHL |)
is 3.1%. Regarding the low-to-high transition point, the
maximum absolute error is 16mV , while the relative one is
5%. The difference between the analytical andmeasured tran-
sition points is attributed to circuit parasitics and process vari-
ations (e.g. change in the slope factor). As can be observed
in Figs. 7(a) and (b), both VHL and VLH are maximum for
Vn(p) = 0V andminimum for Vn(p) = 300mV . Themaximum
hysteresis width (VH ,max) occurs when Vn = 0.3V , and Vp =

0V , as can be observed in Fig. 8. VH ,max,meas is 253mV , while
the analytical one is 276mV , i.e. the maximum error between
the measured and analytical hysteresis voltages is 23mV .
It has been verified through measurements that the hysteresis
transition voltages are strongly independent of each other,
i.e. VHL(LH ) does not vary with Vp(n), in agreement with
the analytical model assumptions. The maximum operating
frequency is 20Hz for the implemented design. Therefore,
the circuit is suitable for low frequency applications, e.g.
low frequency waveform generators. The circuit power con-
sumption is mainly due to the switching currents during the
transitions. Due to the very small amplitude of these currents,

FIGURE 7. Analytical and measured (a) VHL vs Vn and (b) VLH vs Vp
(VDD = 0.45V ).

FIGURE 8. Analytical and measured hysteresis width VH as a function of
the tuning voltages Vn(p) (VDD = 0.45V ).

they could not be measured precisely. Therefore, the circuit
power consumption has been analyzed through simulations
only.When switching from low-to-high, the maximum power
consumption occurs when Vp = 0V (i.e. M5 is on), and
the switching current has a peak value of 416pA. Instead,
when switching from high-to-low, the maximum power con-
sumption occurs when Vn = 0.3V (i.e. M3 is on), and
the switching current has a peak value of 423pA. When the
same circuit is simulated with the nominal supply voltage for
the considered CMOS process (3.3V ), the maximum peak
current has a value of 259µA and 287µA, during the low-
to-high and high-to-low transitions, respectively. Therefore,
when the circuit is operated in subthreshold region, the power
consumption improves by five orders of magnitude with
respect to the case in which the transistors are biased in strong
inversion.
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V. CONCLUSION
In this article, the subthreshold characteristics of a tunable
CMOS Schmitt trigger have been modeled for the first time.
The analytical model relates the hysteresis transition volt-
ages to the transistors’ geometrical parameters and tuning
voltages, allowing the design of the circuit with desired hys-
teresis width in subthreshold region. Furthermore, it allows
optimization of the circuit operation by including the supply
voltage and the temperature dependencies in its formulation.
The proposed analytical model is based on the assumption
that the high-to-low and low-to-high hysteresis transition
points are strongly independent of each other. This assump-
tion has been verified both at simulation and experimental
level. Supply voltage, temperature and process variations
have been considered.Moreover, a simplemethod for the esti-
mation of the minimum supply voltage for which hysteresis
occurs is reported. Themaximum error between the analytical
and simulated transition points resulted to be less than 5%.
The model has also been experimentally validated with an
ASIC in AMS 0.35µm CMOS process fabricated through
EUROPRACTICE MPW. The maximum error between the
analytical and measured transition points is below 6%. The
power consumption has an improvement of five orders of
magnitude, while the maximum operating frequency is lim-
ited to 20Hz, for the given design. Overall, the proposed
analytical model provides a deeper understanding of the cir-
cuit subthreshold operation for low power and low frequency
applications.
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