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Abstract – Simulator training is an integral part of 

seafarer education and training. Maritime Virtual Reality 

(VR) simulators have added a new dimension to the range of 

available state-of-the-art training tools in recent years. The 

lack of appropriate pedagogical intervention including 

inadequate performance assessment frameworks for the 

trainees are few of the limitations of maritime VR simulators. 

In this study, a performance assessment framework utilizing 

Artificial Neural Network (ANN) in VR training from the 

healthcare domain is adapted through literature review. This 

framework could be operationalized in maritime training for 

aiding the performance assessment of seafarers and in turn 

increasing the pedagogical efficiency of maritime VR 

simulators. The implication of such adaption is also discussed 

considering the human factors and the technical dimensions 

of maritime training.   
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I.  INTRODUCTION 

 The continuously evolving interplay between humans 

and machines currently accounts for most of the dynamic 

challenges in complex socio-technical systems [1]. Being a 

safety-critical industry, maritime workplaces are complex 

where technical and social artefacts interact with each other 

in a dynamic environment. In such environments, incidents 

and accidents occur due to broadly two categories of 

failures: (i) active failures occurring at the “sharp end” of 

the system involving operators and field workers, and (ii) 

whereas latent failures occur at the higher order in the 

hierarchy of system [2]. Training is often cited as one of 

the safeguards against these failures in the maritime 

domain [3], [4]. Therefore, developing a competent 

workforce through enhanced training as a means of 

reducing risks in maritime workplaces is emphasized.  

The context of developing maritime competence, as 

mandated by international maritime regulations, has 

evolved simultaneously with the advancement of 

technologies in workplaces and changes in organizational 

and operational demands. Consequently, the integration of 

state-of-the-art training tools such as Virtual Reality (VR), 

Augmented Reality (AR) and cloud-based simulators for 

enhanced training output have been envisaged in the 

maritime domain [5].  

A. VR simulators in maritime training 

Besides being a cost-effective and space-saving 

technology, VR simulators can provide realistic 

experiences to the trainees which support different learning 

theories such as experiential learning, situated learning and 

constructivist learning etc.[5], [6]. VR training is regarded 

as useful for training cognitive skills, spatial memory 

skills, and procedural as well as psychomotor skills in 

different safety-critical domains [7]. It also provides 

realistic training while reducing learning time for seafarers 

compared to the other types of traditional simulators [8], 

[9]. In addition, emergencies such as fire, flooding, steering 

gear failure etc can be simulated in a safe environment in 

VR which may not be possible to demonstrate in a real 

ship. Therefore, the cost of training, as well as the risk to 

the trainees reduce considerably in VR simulator training. 

VR simulation has also been used evidently in procedural 

knowledge and technical skill training operations in the 

maritime domain [10].  

Differing maritime stakeholders have employed 3D 

VR solutions in differing ways to assess their technological 

suitability for maritime operations and training [11]. Most 

maritime safety training utilizing VR simulators operates 

in a selected few areas, such as command bridge 

operations, machine room operations, crane and fire safety 

operations [11].  

B. Performance assessment in maritime VR training 

Available performance assessment measures in VR 

simulators often lack evidence-based data to support their 

validity and reliability [12]. Empirical investigations 

related to VR simulator training in different safety-critical 

domains mostly use NASA-TLX in measuring usability, 

presence and other subjective self-reported performance 

measures through questionnaires [7]. Other types of 

performance measures also include different basic 

measurements such as time to complete a task, retention 

time, response time, number of errors, eye-tracking etc. as 

quantitative measures [7], [11]. Bayesian networks have 

been used to reduce the subjectivity of performance 

assessment during pilotage operation in the maritime full-

mission bridge simulator training [13]. However, 

performance assessment in other diverse maritime 

scenarios especially during VR training is left unexplored. 
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C. Performance assessment using Artificial Neural 

Network (ANN) 

Artificial Intelligence (AI), especially Artificial Neural 

Network (ANN) has been identified as a state-of-the-art 

solution for its use in objective human performance 

assessment in differing contexts [14], [15]. In education, 

AI-powered tools could behave like humanoid robots 

replacing instructors or aiding them in different learning 

and assessment scenarios [16].  Four (04) major categories 

of AI applications have been identified in [17]: (1) profiling 

and prediction, (2) assessment and evaluation, (3) adaptive 

systems and personalization, and (4) intelligent tutoring 

systems. A range of AI assessment implementation include 

automated essay scoring system, computerized adaptive 

tests, providing adaptive education and training material to 

the students, computerized formative, or summative 

assessments [18]. Luckin et al. (2016) refers AI integration 

in students’ assessments as “renaissance in assessment” 

since AI can provide just-in-time assessment to the 

students bypassing the stop-and-test type of assessment 

frameworks. The application of AI techniques especially 

Artificial Neural Network (ANN) in VR has been prevalent 

in different domains, such as teleconferencing, human-

computer interaction, behaviour recognition, education, 

agriculture, transport and tourist domains to name a few 

[20]. However, utilizing ANN in VR for performance 

assessment is comparatively new in literature [21] which 

could bring novel possibilities if investigated in maritime 

VR training contexts. The application of such framework 

may widely differ along with the context of training. 

Therefore, investigating only one type of application, e.g., 

surgical VR training in healthcare domain where ANN 

algorithms are used only for performance assessment could 

provide deeper insight into this one-dimensional utility of 

those algorithms.  

D. Goal of this study 

This study aims to investigate instances in literature 

where ANN performance assessment models are being 

used for surgical VR training. The results could reveal 

novel utility of these ANN algorithms in maritime VR 

training. In addition, other human factors and technological 

implications of utilizing ANN algorithm for maritime 

performance assessment is discussed in brief. 

  

II.  LITERATURE REVIEW 

A. Methods  

A scoping literature review is performed to locate 

ANN utilization examples for performance assessment in 

VR simulators during surgical training. The following 

search string was applied in two (02) scientific databases 

Scopus and Web of Science during June 2022 without 

setting any time range: 

("virtual reality” AND “simulat*” AND "artificial 

neural network" AND "surgical" AND "assessment")  

B. Results 

The results of the literature review reveal differing 

ways ANN is utilized for surgical performance assessment 

in VR training simulators [22]–[27]. The goal of such 

ANN-VR applications was to either categorize the level of 

expertise of surgeons or to propose efficient techniques for 

individual performance assessment.  

In one instance, surgeons selected several surgical 

performance matrices in a specific surgical task and 

developed an ANN algorithm that was trained with the data 

from a simulated VR scenario involving real surgeons with 

varying level of expertise [22]. The trained algorithm 

showed 80% accuracy in categorizing performance in the 

novice to the expert range.  

On similar instance, scientists made efforts to quantify 

psychomotor skills performed during surgical procedures 

[27]. Collected data consisted of 250 simulated surgical 

tasks carried out in VR by 50 surgeons with expertise 

ranging from 1 to 25 years. The analysis proposed that the 

ANN algorithm could predict surgical performance on four 

different expert levels with almost 90% accuracy. 

Both instances above depict a common framework of 

ANN utilization for surgical assessment during simulated 

training in VR. The overall process of ANN application in 

VR training scenario could be summarized in three stages: 

metric generation from raw data, training the ANN 

algorithm and validation [22].  

First, surgical procedures were performed in a 

simulated environment, then data collection and pre-

processing phase of the ANN-VR assessment framework 

starts. Following the raw data acquisition from VR training 

task, metric generation commences to identify important 

performance metrics that are required for efficient task 

performance. Afterwards, appropriate metrics are selected 

for a specific task context which in turn narrows down the 

group of metrics. The final selected metrics are then fed as 

inputs to the neural network training algorithm (see Fig. 1).  

 
 

Fig. 1. Framework of implementing ANN in VR surgical training task 
(adopted from Mirchi, Bissonnette, Ledwos, et al., 2020) 

 

For training the ANN algorithm, data from each 

performance metric are fed into the input layer (x1, x2, x3…. 

xn) of the neural network (see Error! Reference source not 

found.), which are connected to several neurons in the 

hidden layer (y1, y2… ym). The connections between the 

neurons would be supported by different weights (w1,1, 

w1,2…. w1,m) which constitutes how much the neurons of 

the hidden layer (y) will be sensitive to the inputs (x). Each 

hidden layered neuron (y) is connected to three possible 

outputs represented by z1, z2, z3 for novice, semi-expert and 
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expert performers respectively (see Error! Reference 

source not found.). 

 
Fig. 2. Framework for multi-layered ANN in surgical performance 

assessment (adopted from Mirchi, Bissonnette, Ledwos, et al., 2020) 

 

III.  IMPLICATION OF ANN-VR ASSESSMENT 

FRAMEWORK IN MARITIME TRAINING 

A. Reducing subjectivity in performance assessment 

ANN-VR performance assessment framework 

identified from surgical training instances could be utilized 

to reduce the subjectivity in performance assessment in 

maritime VR training. Differing sets of performance 

matrices for different training scenarios (e.g., navigation, 

fire-fighting, enclosed space entry etc.) need to be 

developed first in order to build tailored assessment 

frameworks for maritime VR training. Afterwards, raw 

data collection from VR training scenarios corresponding 

to those developed metrics could be used for training the 

ANN algorithm.  

It would be possible to provide more accurate adaptive 

training to the trainees according to their level of expertise 

as identified by the ANN-VR framework. In addition, the 

trainee portfolios generated during simulator training 

sessions could be compared against their real-world 

performance to extract crucial behavioural information 

related to individual trainees. The trained ANN algorithm 

for a specific maritime training task in VR could be utilized 

for future assessments of unlabelled raw performance data 

from similar tasks. The development process of such an 

algorithm could follow previous studies derived from the 

healthcare domain [22], [24], [27]. 

In the stepwise approach of the ANN-VR framework, 

the generation of performance metrics could reveal 

valuable insights throughout the whole training process. 

For example, investigating the intricate relationships 

among individual performance metrics, their comparative 

importance in the entire task as well as differing 

approaches by trainees to accomplish those tasks could 

provide in-depth knowledge and understanding of VR 

training. 

 

B. The Human Element Aspects 

Discussions related to bias, identity and displacement 

of human labor could be some of the emerging issues in 

this context. Negative attitudes towards robots [28] could 

pose a hindrance in adopting the ANN-VR training 

framework as AI agents in our traditional learning 

environments, whereas the potential benefits emerging 

from the unique VR affordances could open new avenues 

of research. On the other hand, the students may lack the 

feeling of enjoyment while learning or lose motivation due 

to the absence of social aspects of learning associated with 

the presence of a human instructor [29]. In addition, 

perpetuating human biases in AI (e.g., ANN-VR 

framework) could not be ignored, since human inputs are 

essential during the development of such models [30]. 

Therefore, creating a harmonized environment would 

be a challenge where both types of agents – humans and AI 

can coexist to ensure an optimum learning environment 

[29]. Multidisciplinary collaboration consisting of 

maritime professionals, AI-engineers, VR-developers, and 

human factors researchers could be utilized for such a 

harmonized environment as envisaged.   

C. Technological Implications 

AI-powered tools could be utilized for ships’ 

behaviour prediction, risk prediction, surveillance and 

enhanced decision support systems in the context of future 

digitalized shipping [31]–[34]. Therefore, integrating deep 

learning algorithms such as ANN for seafarer training is 

the logical next step. Though utilizing VR for seafarer 

training is not new, there is no direct precedent of 

integrating ANN techniques for performance assessment in 

these training. Thus, the scope of technological 

advancement in the maritime training context will have 

greater potential with cross-domain collaboration (e.g., 

with the healthcare domain). Moreover, the respective 

neural network utilized for capturing ships’ behavior 

corresponding to the navigators’ actions is generally used 

for enhancing the self-driving capabilities of autonomous 

ships [35], which could potentially be used to train the 

ANN algorithms integrated with VR for future seafarers’ 

training. 

 

IV.  CONCLUSIONS AND FUTURE DIRECTIONS 

This study adopts a conceptual framework from the 

healthcare domain utilizing ANN in VR simulator training 

and explores its potential applicability in maritime 

simulator training contexts. This attempt, if successful 

would open new doors to merging two state-of-the-art 

technologies, VR and AI in the maritime training context. 

Although the proposed framework is envisaged to be 

utilized in a different technical skill training scenario, this 

integrated platform for performance assessment and 

categorization could eventually be used in all scenarios 

including behavioural or non-technical skills assessment in 

the maritime domain.  

The emerging implications resulting from the 

integration of the ANN-VR framework in maritime 
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training would imply significant transformation in the 

existing maritime simulator training practices. Challenges 

related to technology acceptance, ethical consideration as 

well as organizational readiness factors need to be 

evaluated simultaneously. Eventually, the social and 

organizational compatibility of such novel technological 

solutions (e.g., ANN-VR assessment framework) would 

largely determine their potential for success in the future.  
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