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The old economic and social growth model, characterized by centralized fossil energy
consumption, is progressively shifting, and the third industrial revolution, represented by
new energy and Internet technology, is gaining traction. Energy Internet, as a core
technology of the third industrial revolution, aims to combine renewable energy and
Internet technology to promote the large-scale use and sharing of distributed renewable
energy as well as the integration of multiple complex network systems, such as electricity,
transportation, and natural gas. This novel technology enables power networks to save
energy. However, multienergy synchronization optimization poses a significant problem.
As a solution, this study proposed an optimized approach based on the concept of layered
control–collaborate optimization. The proposed method allows the distributed device to
plan the heat, cold, gas, and electricity in the regional system in the most efficient way
possible. Moreover, the proposed optimization model is simulated using a real-number
genetic algorithm. It improved the optimal scheduling between different regions and the
independence of distributed equipment with minimal cost. Furthermore, the inverse
system and energy and cost saving rate of the proposed method are better than
those of existing methods, which prove its effectiveness.
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1 INTRODUCTION

The photovoltaic power generation industry has developed tremendously since the introduction of a
new energy production policy, and photovoltaic grid-connected systems are increasingly undergoing
large-scale development (Fakhri et al., 2021). The conventional economic and social development
model, which is based on the concentrated use of fossil fuels, is increasingly evolving, and the third
industrial revolution, which is based on new energy and Internet technology, is gaining traction. As a
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central technology of the third industrial revolution, energy
Internet aims to merge renewable energy and Internet
technology to facilitate the large-scale use and sharing of
distributed renewable energy as well as the convergence of
multiple complex networks, such as power, transportation, and
natural gas (Khan and Singh, 2018; Alsafasfeh et al., 2019a;
Alsafasfeh et al., 2019b; Alsafasfeh et al., 2019c; Hussain et al.,
2019; Alsafasfeh et al., 2020; Ma et al., 2020). By examining the
literature, we can see that scholars have obtained comparatively
more research results on energy Internet as a result of its growth.
Internet technology and energy integration are research hotspots.
The top-level design and concrete demonstration projects have
been assessed, and there are multiple research findings in the
fields of policy practice and theory. However, some works lack in
terms of formal theory and realistic experience. At this point, the
research community and industry still need to study the energy
Internet’s growth and related policy formulation considering the
successful experiences of developing countries (Lee et al., 2018;
Saraereh et al., 2018; Mohammad et al., 2020; Mostafa et al., 2020;
Motiagh et al., 2020; Shahjehan et al., 2020).

The current global energy system is hastening the change, with
large-scale distributed energy access, the rapid growth of
emerging entities, such as virtual power plants, and the
transition to renewable and low-carbon energy posing new
demands for energy consumption and utilization. Many
experts and academics have turned their attention to
improving energy efficiency, encouraging the consumption of
distributed energy, and understanding the organized use of
multiple energy sources (Cakmak et al., 2020). As a result, the
energy Internet was created to investigate the ways in which the
emerging entities, such as distributed energy, energy storage,
flexible load, and electric vehicles would participate in the
market and use the information and communication
technologies facilitating the multienergy collaborative
transactions and broad access to multiple marketers and new
solutions for high-quality energy production (Fang et al., 2012;
Kantarci and Mouftah, 2015; Heymann et al., 2018).

Several megawatt-scale grid-connected photovoltaic power
stations have been constructed and exist in various regions at
this time. To increase the capability of large-scale photovoltaic
power plants, the inverter parallel structure is frequently used.
The greater the potential of a photovoltaic power station, the
more inverters are connected in parallel, and the greater the grid
impedance equal to a single inverter. This will result in a major
decrease in grid link point voltage, likely oscillation, and grid
connection loss (Hua et al., 2019).

Rapid economic growth has resulted in significant energy and
environmental crises, and developing sustainable and renewable
energy, improving energy structure, and increasing energy
consumption efficiency are important ways to solve the energy
crisis (Fan et al., 2013; Kumar et al., 2019; Attarha et al., 2020;
Cepeda et al., 2020). Renewable energy technology is becoming
more mature, and its penetration rate in the power grid is
increasing; however, when connected to a large power grid, it
will have an effect on the power system’s safe and stable operation
as well as power quality control (Manoharan et al., 2020). The
energy Internet, which was spawned by the third industrial

revolution, offers practical strategies for deploying distributed
renewable energy on a wide scale. However, the processing of
large-scale decision variables is a problem for the energy
management system, as is the joint scheduling and
optimization of multiple energy flows of electricity, gas,
cooling, and heating, as well as the enhancement of overall
energy efficiency. The energy Internet has different aspects,
such as economic dispatch analysis via cyber attacks (Huang
et al., 2022), router-based analysis (Guo et al., 2019),
communication delay analysis (Huang et al., 2019), security
planning (Lv et al., 2020), and distributed control schemes in
a multisite scenario (Wang et al., 2020a).

Studies have (Masood and Ali, 2013; Zhang L. et al., 2020)
established an optimal configuration model of the multienergy
system with energy storage with the goal of configuration
economy, and it achieved the optimal configuration effect.
Some studies have (Li D. et al., 2020; Chen et al., 2021; Li and
Zhao, 2021) focused on the operational economy, with
environmental protection as their goal, and the optimal
dispatch model of a combined cooling, heating, and power
system was established. Other studies (Eshraghi et al., 2019;
Yang et al., 2021) aimed at the operation economy of the
integrated energy system and established an optimal dispatch
model of the multienergy system, which achieves the optimal
operation effect. Furthermore, (Wang et al., 2017)
comprehensively considered the consumption rate of
renewable energy and the operating cost of the microgrid, and
they established a microgrid-optimized operation model
containing renewable energy and multiple energy forms of
cold, heat, and electricity. In the abovementioned studies,
optimal scheduling and operation were separated and
optimized, and only the multienergy complementary
optimization on the energy supply side was considered,
whereas the demand side flexible factors were not introduced
in the optimized operation.

Focused on the energy core, (Zhao et al., 2018) developed an
electricity–gas–heat hybrid energy system model. Based on the
adjustable heat-to-power ratio model of the energy center,
(Zhang et al., 2019) developed a two-layer optimization model
of the microenergy grid. A joint dispatch model for wind, water,
fire, and multienergy bases was developed in (Long et al., 2017).
These studies emphasized the energy Internet’s multienergy
complementary comprehensive applications, device
coordination, and optimization power. The system architecture
design and related operation control strategies of energy
Internet’s multienergy coordination and optimization were
discussed in (Zhang et al., 2017; Wang et al., 2019). The
authors of (Godina et al., 2018) created a decentralized
hierarchical scheduling model and solved optimization
problems using the adaptive evolutionary algorithms. The
authors of (Zhang Y. et al., 2020) proposed a method based
on stochastic model predictive control energy local area network
optimization dispatch, which optimizes and coordinates the
device model using mixed-integer quadratic programming. In
(Degefa et al., 2016), the authors proposed a two-layer control
model based on multi-agent consistency to realize multienergy
complementation and device-coordinated optimization control
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in the energy Internet. As a result, designing an energy Internet
optimization model and choosing teamwork techniques have
become common research topics.

To overcome these shortcomings, this study focused on the
multilevel coordination and optimization approach of the energy
Internet with renewable energy and developed a hierarchical
optimization scheduling model called the “system
layer–regional layer.”

The main contributions of the proposed study are the
following:

• This study begins with the basic concept of the energy
Internet and divides it into a system layer, regional layer,
and device layer on a spatial scale.

• It then sets different optimization goals according to
different scheduling subjects to achieve a “hierarchical
control-global optimization” multilevel control mode,
which is combined with the current research status of the
energy Internet.

• A genetic algorithm-based approach is proposed to achieve
the proposed optimal scheduling model.

• The hierarchical optimization scheduling approach can
effectively solve the problems in the system management
and control of distributed equipment according to the
MATLAB simulation.

The rest of this article is organized as follows. In Section 2, the
hierarchical design of the energy Internet is discussed and the
layered architecture is highlighted. In Section 3, the multisource
and multilayer optimization model is proposed. In Section 4, the
genetic-algorithm-based optimization scheduling is explained. In
Section 5, the case study and simulation results analysis is
provided, while Section 6 gives the conclusion.

2 HIERARCHICAL DESIGN OF ENERGY
INTERNET DISPATCHING

2.1 Layered Optimization Architecture
The number of distributed devices has significantly increased due to
the distributed existence of the energy Internet. Optimizing
scheduling decisions necessitates analyzing and manipulating large
volumes of data as well as presenting new criteria for the conventional
centralized unified scheduling system. For nonlinear high-
dimensional problems and large data-processing problems,
hierarchical optimization is a solution. The basic concept is to
divide the device into many levels based on certain standards
(such as voltage levels) and then divide it into various areas based
on the system’s physical characteristics. A region appoints a
representative to oversee the regulation of distributed equipment.
Wind and solar energies, as well as cooling and heating, have
geographically concentrated load demand. The regional energy
Internet is set up to achieve energy autonomy, which is organized
and optimized by superior scheduling. This hierarchical control is
analogous to the division of the device functional level at the spatial or
physical level, which helps with scheduling architecture design and
integration.

2.2 Overall Design of Dispatching Level
The energy Internet connected to the distribution network is
divided into three layers on the spatial scale, according to the
abovementioned hierarchical optimization architecture: system,
regional, and device layers (Degefa et al., 2016). Figure 1 depicts
the layered structure.

The device layer’s primary duty is to maintain shared
cooperation between the regional energy Internet and
interaction between the regional energy Internet and the
upper-level distribution network to ensure the secure and cost-
effective operation of the entire energy interconnection. The
regional layer is composed of many interconnected regional
energy networks whose primary objective is to organize the
performance of controllable distributed power sources within a
region, reduce regional operating costs, and achieve regional
energy autonomy.

Wind turbines, photovoltaics, distributed generators, batteries
(batteries), and combined cooling, heating, and power (CCHP)
systems are included in the equipment sheet. The system layer is
primarily in charge of starting and stopping the system (power
grid) as well as regulating its operating status and reporting its
parameters and responding to orders from the upper layer.

3 MULTISOURCE AND MULTILEVEL
OPTIMAL SCHEDULING MODEL
3.1 System-level Optimization Scheduling
Model
A system-level optimal scheduling model was developed for the
energy Internet framework shown in Figure 1. The goal of
optimum scheduling is to reduce the system’s overall
operating costs. The objective function’s mathematical
expression is

minF � ∑T

t�1∑
N

n�1f(Pn(t)) + f(Pgrid,n(t)) (1)
where T is the dispatch period; N is the number of regional
energy Internet; Pn(t) is the total power generation in area n; and
Pgrid,n(t) is the exchange power between area n and the
distribution network. The positive means that area n sells
electricity to the distribution network, and negative means it
purchases electricity from the distribution network.

FIGURE 1 | Proposed architecture.

Frontiers in Energy Research | www.frontiersin.org July 2022 | Volume 10 | Article 9214113

Lin et al. Optimization of Energy Internet

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


f(Pn(t)) � anPn(t)2 + bnPn(t) + cn (2)
f(Pgrid,n(t)) � αnPgrid,n(t)2 + p(t)Pgrid,n(t) (3)

where f(Pn(t)) is the power-generation cost of the regional
energy Internet n. Each region is equivalent to a power-
generation unit, and its power-generation cost is a
quadratic function relationship with the total power
generation of the region (Eshraghi et al., 2019). an, bn, and
cn are the regional power-generation cost coefficients.
f(Pgrid,n(t)) is the exchange power cost, where the
transmission cost and the exchange power have a quadratic
function relationship, and αn is the transmission cost
coefficient. The term p(t) is the electricity price.

At the device level, the total sum of the regional power
generation and the exchange power between the region and
the distribution network are the optimization variables. As a
result, the upper and lower limits of the regional energy Internet’s
total output, power balance, and tie-line constraints must be
considered (Gao et al., 2017).

3.2 Regional Optimization Scheduling
Model
The aim of regional optimal scheduling is to reduce regional
operating costs by rationally controlling the performance of each
controllable unit. Each region’s primary role is as follows:

minCarea,n � ∑T

t�1[CWT(t) + CPV(t) + CDG(t) + CCCHP(t)] (4)
where Carea,n is the total operating cost of the regional energy
Internet n. The four variables on the right side of the equation are
the cost of wind and solar power generation, the cost of
controllable distributed power generation, and the sum of the
cost of heating and power supply of the CCHP system.

The regional-level optimal scheduling model for each regional
energy Internet must satisfy the regional power balance, which
involves the balance of electric and thermal power.

(1) The cost of wind and solar power generation. We only
consider the daily operation and maintenance costs of
wind and solar equipment:

CWT(t) � αWTPWT(t) (5)
CPV(t) � αPVPPV(t) (6)

where αWT and αPV are the operation and maintenance cost
coefficients per unit of wind and solar power generation.

(2) Controllable generating unit cost and constraints.
Controllable units usually use a quadratic function model
to express the cost:

CDG(t) � ∑I

i�1[aDG,iPDG,i(t)2 + bDG,iPDG,i(t) + cDG,i] (7)
where PDG,i(t) is the output power of the ith unit and aDG,i, bDG,i,
and cDG,i are the cost coefficients of the controllable unit.

During operation, the controllable generator set is limited by
its technical parameters; thus, the upper and lower limits of its

performance, as well as the constraints of its climbing power,
must be considered.

(3) The cost of battery energy storage and its constraints. During
the operation of the battery, only its operation and
maintenance costs are considered:

CBESS(t) � Cinv
Pch(t) + Pdis(t)

L(t) (8)

where Cinv is the initial investment and construction cost, and
Pch(t) and Pdis(t) are charge and discharge power, respectively.
L(t) is the service life of the battery. During the operation of the
battery, the state of charge and the constraints of charge and
discharge power are primarily considered.

(4) CCHP. The structure of the CCHP system is presented in
Figure 2.

The cost is mainly the cost of natural gas fuel Cfuel (Pasetti
et al., 2018) includes the fuel costs of microturbines (MT) and gas
boilers (GB):

Cfuel � CMT + CGB (9)
CMT � cgFMT (10)

FMT � EMT

QLHVηMT

� PMT(t)Δt
QLHVηMT,t

(11)

where CMT is the fuel cost of MT, CGB is the fuel cost of the GB, cg
is the price of natural gas, FMT is the natural gas consumption of
MT, EMT is the energy provided by MT in Δt time, which is the
product of the power PMT(t) by the MT in Δt, QLHV is the
calorific value of natural gas, and ηMT,t is the power-generation
efficiency of MT at time t, which is related to the model of MT,
usually a third-order efficiency model (Kumar et al., 2020).

There is heat leakage loss HMT(t) in the process of
electrothermal conversion, which is expressed by the
conversion coefficient ηCCHP as follows (Zhu et al., 2018):

PMT(t) � HMT(t)
ηCCHP

(12)

FIGURE 2 | Combined cooling, heating, and power model.

Frontiers in Energy Research | www.frontiersin.org July 2022 | Volume 10 | Article 9214114

Lin et al. Optimization of Energy Internet

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Heat output is linked to efficiency in gas-fired boilers, and both
factors influence fuel costs (Li Z. et al., 2020):

CGB � cgFGB (13)
FGB � QGB

QLHVηGB
� HGB(t)Δt

QLHVηGB
(14)

where FGB is the natural gas consumption of GB, cg is the cost of
natural gas, QGB is the heat production within Δt, HGB(t) is the
heat/cold power output at time t, and ηGB is the heat production
efficiency.

During the MT power-generation process, high-temperature
gas is generated, and the heat recovery system recovers the heat
from the flue gas and outputs it as cooling and heating power.
When the amount of heat provided by MT exceeds the amount
needed for heating and cooling, the excess heat is dissipated as
heat in the air. When the heat generated by MT is inadequate, GB
(Liu et al., 2020) fills the gap in the cooling and heating capacity.

3.3 Interaction Between the System Layer
and Regional Layer
Both the system and the regional layer have objective functions,
optimization decision variables, and constraints in the energy
Internet multisource and multilevel optimal dispatch model
defined above, and the two are related by the total regional
power generation, Pn(t). To jointly complete the optimum
scheduling of the entire system, the system layer and the
regional layer must conduct required information exchanges.
Figure 3 depicts the interaction mechanism. The device layer
uses a genetic algorithm to calculate the energy Internet’s energy
efficiency and total production. Then, the total power generation
of each area is delivered to the regional level. Each region
configures the performance of each distributed device using a
centralized optimization process, calculates the power-generation
cost coefficient of each region based on the total regional power
generation issued by the system layer, and decides if the
coefficient needs to be fed back to the system layer for the update.

It is worth noting that at the regional stage, the electric output
of the MT and the heat output of the GB are used as optimization

decision variables to achieve joint optimal dispatch under the
condition of multienergy coupling of cold, heat, and electricity.
There is a drawback that large-scale and long-distance
transmission cannot be carried out due to the substantial loss
of energy transmission in the form of cold and heat. The two
energy systems are connected to organize and optimize the
realization of long-distance cross-regional energy coupling
while saving money through lower-loss transmission.

(1) The regional power-generation cost coefficient update rule
(Yin et al., 2020). The cumulative power-generation cost
coefficient of the regional energy Internet, according to
Eq. 2, is an, bn, and cn. It is worth noting that the current
generator composition cost coefficients in the region with the
lowest marginal cost coefficient are amin

DG,i andb
min
DG,i.

As the regional energy Internet’s total power generation Pn(t)
increases, the controllable unit with the lowest marginal cost
within the area reacts. As a result, the whole region’s marginal
cost can be made equal to the unit’s marginal cost. This ensures
that the interaction between the device layer and the regional
layer remains cost consistent. The following are the rules for
updating the regional energy Internet’s power-generation cost
coefficient:

an � amin
DG,i (15)

bn � 2amin
DG,iPn(t) + bmin

DG,i − 2amin
DG,iPDG,i(t) (16)

cn � 2amin
DG,iPn(t) + 2bmin

DG,iPDG,i(t) − amin
DG,iPDG,i(t) (17)

(2) Between the device layer and the regional layer, there is an
interactive iteration stop criterion. The iteration ends when
the regional energy Internet’s total power-generation
transition satisfies Eq. 18 or when the maximum number
of iterations is reached.

ΔPn ≤ ε (18)

4 OPTIMIZATION SCHEDULING BASED ON
GENETIC ALGORITHM

4.1 Description
The genetic algorithm is based on natural and simple
optimization ideas embodied in the evolution of organisms
(Mao et al., 2020). Each individual in the population is coded
and corresponds to a candidate solution in the feasible region of
the optimization problem. As a consequence, the population is a
solution set made up of several viable alternatives (Zhong et al.,
2005; Bevrani et al., 2016; Hua et al., 2018; Javaid et al., 2018; Hua
et al., 2021; Perera et al., 2021). The fitness feature is a yardstick
for measuring the advantages and disadvantages of individuals in
the evolutionary phase (Li and Wang, 2019; Luo et al., 2019;
Elmouatamid et al., 2020; Hussain et al., 2020; Wang et al., 2020b;
Zand et al., 2020).

Assuming that the energy Internet regional layer is divided
into N regions, the optimal scheduling period is T. Then, we

FIGURE 3 | Proposed interaction framework.
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establish a population with a population size ofM and use a real-
number coding strategy to code the population:

Xm �
⎧⎪⎨
⎪⎩

X11X12X13 . . . X1T

X21X22X23 . . . X2T

XN1XN2XN3 . . . XNT

m � 1, 2, . . . , M (19)

Each chromosome has T alleles, and a human Xm in the
population has N chromosomes. The basic concept is that these
N chromosomes belong toN regions. The total power generation
of region n at time t is defined by the gene Xnt on the
chromosome, which is a real number. Once an individual has
been coded, the individual now contains all the information about
each area’s effort at any given time.

The fitness function of the system-level genetic algorithm is
mapped to the optimization goal Eq. 1 in the proposed work. The
regional layer’s fitness function is mapped to the Eq. 4

optimization objective function, which are minimum
optimization problems. The inverse of the minimum problem
is converted into the maximum problem because the objective
function’s value is positive in the feasible field.

4.2 Optimization Process
It is applied to the solution of the proposed multisource and
multilevel optimal scheduling strategy of the energy Internet,
which is based on the basic theory of genetic algorithms. Figure 4
depicts the solution process.

(1) Start the data and set them up. Regional power-generation
cost coefficient, regional production upper and lower limits,
wind and solar output forecast, regional power load and
thermal load demand, regional equipment cost coefficients,
technology, and capacity constraints are among the
parameters that must be initialized.

(2) Begin optimizing the device layer. The system-level
optimization scheduling model is solved using the genetic
algorithm technique. The total power generation Pn(t) of
each region is shared with the power distribution network
Pgrid,n(t) after the evolutionary algorithm is completed, and
Pn(t) is distributed to each area.

(3) Begin by optimizing the area. The performance of each piece
of equipment in the region is organized on the basis of the
total regional generation power issued by the system layer,
with the goal of the lowest regional operating cost, and the
result of distributed equipment coordination at the regional
level is obtained.

(4) Termination decision optimization. We calculate the
marginal cost of generating units based on the effects of
regional optimization and use Eqs. 15 and 16 to obtain cost
coefficients that can be used in the next iteration. According
to Eq. 17, check whether it is necessary to update the
coefficient. If the iterative stop condition is not met, go
back to step (2). If the iterative stop condition is met, the
optimization process ends and go to step (5).

(5) Optimization results output. The machine layer and regional
layer optimization results are obtained after iterative
optimization. According to the results, the regional layer
sends scheduling instructions to the system, and it responds
to the instructions to complete the optimal scheduling.

5 CASE ANALYSIS

5.1 Proposed System Configuration
A framework containing four regional energy Internets is defined
according to the hierarchical structure, as shown in Figure 1. The
maximum exchange power between each area and the
distribution network tie line is 100 kW, as shown in Figure 5.
The status parameters are presented in Table 1.

5.2 Simulation Results
5.2.1 System-level Optimization Scheduling Results
Figure 6 depicts each regional energy Internet’s total power
output, while Figure 7 depicts the power shared between each

FIGURE 4 | Flowchart of the proposed optimization process.

Frontiers in Energy Research | www.frontiersin.org July 2022 | Volume 10 | Article 9214116

Lin et al. Optimization of Energy Internet

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


region and the primary distribution network. The area purchases
electricity from the distribution network when the regional
marginal cost is higher than the electricity price. The region
sells electricity to the distribution network when the regional
marginal cost is lower than the electricity price.

Since the power generation cost of Region 3 is low, the time
when its exchange power with the primary distribution network
is >0 is longer, according to the optimization results in Figure 7.
Region 3 makes money by selling electricity to the distribution
network, while Regions 2 and 4 have higher power generation

FIGURE 5 | Proposed system configuration.

TABLE 1 | Status parameters.

Parameter Value

Maximum power per tie line 100 kW
Population size 60
Maximum number of iterations 150
penalty factor ρ 0.1
cg 0.5164 USD/m3

QLHV 9.7 (kW·h)/m3

Electrothermal conversion coefficient of MT 0.88

FIGURE 6 | Comparison of total generated power of each region.

FIGURE 7 | Comparison of exchange power between each region.

FIGURE 8 | Comparison of power optimization of the first region.

FIGURE 9 | Comparison of thermal optimization of the first region.
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costs due to excessive resource consumption and primarily buy
electricity from the distribution network. Through a popular bus,
each region can communicate using electricity. The power flow
path of the tie line is not the same as the theoretical flow direction
due to the randomness of the genetic algorithm in the
optimization process, but the pattern of regional power
purchase and selling activity is consistent with the theoretical
analysis result in the dispatch period. Owing to the comparatively
high cost of generators in Region 1, a portion of the energy
purchased from the distribution network is mostly supplied to the
consumers to minimize the economic costs.

5.2.2 Analysis of Regional Optimization Scheduling
Results
The optimal scheduling outcome of a standard winter energy
Internet system is defined by regional energy Internet 1. The
heat load is high in the winter, when the day and night

temperatures are low, and the heat load during the day is
small; thus, the cooling load fluctuates a little. Figures 8 and 9
show the simulation effects of the regional optimization
scheduling. Figure 8 mainly shows the supply and demand
relationship of electric energy in the system, whereas Figure 9
mainly shows the supply and demand relationship of thermal
energy. The results indicate that the MT has been operating at
full power except from 10:00 to 17:00. This is because the MT
has the cheapest power generation rate. The MT produces as
much power as possible to satisfy its power demand in the
power network, but its output is also limited by the thermal
network, and the thermal demand decreases abruptly between
10:00 and 17:00. As a result, the MT must reduce its
performance to maintain a balance between heat production
and demand. Even though the cost of power generation is
lower for the MT than for other units, the excess heat produced
during the power-generation process is ultimately dissipated
in the air, thereby resulting in energy waste.

FIGURE 10 | Comparison of power optimization of the second region.

FIGURE 11 | Comparison of thermal optimization of the second region.

FIGURE 12 | Comparison of power optimization of the third region.

FIGURE 13 | Comparison of power optimization of the fourth region.
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In the power network, the inadequate power in the case of
maximum MT is made up by the lower-cost Unit 1 and battery
discharge, and the higher-cost Unit 2 does not produce energy
due to the limited electric load at 0:00–5:00. Units 1 and
2 distribute their output according to the concept of fair
consumption at a small increase rate as the load increases
steadily. When the load is thin, the accumulator is charged
early in the morning and late at night, and when the load is
high, it is discharged between 8:00 and 14:00 to cut peaks and fill
valleys. Owing to the comparatively high cost of generators in
Region 1, a portion of the energy purchased from the distribution
network is mostly supplied to the consumers to minimize the
economic costs.

The heating load is high in the heating network from 0:00 to 8:
00 and 17:00 to 24:00, and the MT cannot satisfy the cooling and
heating load demands when the MT is running at full capacity. As
a result, the GB contributes to compensate for the difference in
the heating load. The heat load declines significantly from 11:
00 to 18:00. To maintain energy balance in the heating network,
the MT reduces performance, and the GB shuts down. The MT
tracks the cooling load shift.

A typical summer energy Internet system’s optimal dispatch
result is reflected by the regional energy Internet 2. The cooling
load is heavy in the summer, when the temperature is high at
noon, and the day and night cooling loads are minimal. Figures
10 and 11 show the regional optimization scheduling simulation
results. It can be seen that the cooling load in the heating network
is poor during the hours of 0:00–8:00 and 21:00–24:00. The MT
primarily arranges output according to the cooling and heating
load demands, and its output power varies as the cooling and
heating load varies. From 8:00, the cooling load increases

dramatically. The complete MT is still unable to satisfy the
cooling load demand at this time. As a result, the GB began to
compensate for the heat shortage, and the GB is largely
responsible for cooling and heating loads. The power load is
relatively flat in comparison to Region 1, but it varies greatly. The
production of Units 1 and 2 is distributed according to the
concept of equal consumption with a slight increase rate. The
battery, which serves as a power source for discharge at the height
of the load and as a load for charging at the valley, is primarily
responsible for regulating load fluctuation. Since Region 2’s
power-generation cost coefficient is relatively high, it
purchases energy from the distribution network during peak
load periods to maintain the region’s lowest overall
operating cost.

FIGURE 14 | Comparison of the proposed and existing algorithms vs.
number of iterations.

FIGURE 15 | Comparison of the proposed algorithm with references
(Eshraghi et al., 2019; Liu et al., 2020) algorithms for a different number of
iterations.
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Figures 12 and 13 show the simulation results for Regions
3 and 4. The load in Region 3 is relatively low at 00:00–6:0 and 21:
00–24:00. At this time, the higher-cost Unit 6 is turned off, and
Unit 5 supplies power to the load on its own. The hourly load is
relatively high between 6:00 and 21:00; thus, the output of the two
units is distributed according to the concept of equal
consumption at a slow rate. The battery is charged at a low
load and discharged at a high load, thereby effectively following
the load shift and performing peak-shaving and valley-filling
functions. Region 4 outcome interpretation is close to Region 3,
and it is not repeated here.

To verify the performance of the algorithm proposed in this
article, (Li and Zhao, 2021) and (Wang et al., 2017)’s algorithms
and the proposed algorithms were compared, and the
optimization solution of a typical summer day was taken as an
example. Figure 14 shows the algorithm optimization vs. the
number of iterations. It can be seen that the number of iterations
of (Li and Zhao, 2021) algorithm is 29, which is better than the
37 iterations of (Wang et al., 2017) algorithm; however, the
optimal solution corresponding to the proposed algorithm is
better than the (Li and Zhao, 2021) algorithm.

Although the convergence speed of the proposed algorithm
is lower than that of the (Li and Zhao, 2021) algorithm, it
jumps out of the local optimum, and the optimization result is
better than the (Wang et al., 2017) algorithm. The proposed
algorithm exerts its powerful optimization performance in the
application of energy interconnection microgrid system
operation strategy.

To further validate the effectiveness of the proposed method,
Figure 15 compares the proposed algorithm with (Eshraghi et al.,
2019) and (Liu et al., 2020) algorithms under a different number
of iterations. It can be seen that the system cost of the proposed
algorithm is lower than that of references (Eshraghi et al., 2019)
and (Liu et al., 2020) algorithms. In addition, the inverse system
energy saving and emission rates of the proposed algorithm are
better than for those algorithms, which makes it suitable for
deploying in distributed energy management system of the
energy Internet.

6 CONCLUSION

This study focused on the multilevel coordination and
optimization approach of the energy Internet with renewable
energy, and it developed a hierarchical optimization scheduling
model called “system layer–regional layer.” The device layer is in
charge of network optimization, while the regional layer
introduces regional energy autonomy based on optimized
performance. Through simulation research, the following
conclusions can be drawn:

(1) Distributed renewable clean energy, such as wind turbines
and photovoltaic equipment, runs in the highest power

monitoring point mode in the regional energy Internet
and should be prioritized for use as much as possible.

(2) Controlled equipment fills the void left after photovoltaic and
fan consumption. The evolutionary optimization concept is
used by the genetic algorithm based on real-number coding
to determine the best collaboration technique that minimizes
the regional costs.

(3) Through a spatial design of the physical structure, the
multilevel coordination optimization model offers an
efficient approach for the processing of large-scale
decision variables and realizes the management and
control of distributed equipment in the energy Internet.

(4) The energy Internet’s multisource, multilevel integrated
dispatch encourages the localized use of high-penetration
renewable energy and increases overall energy utilization.

In summary, the simulation results indicate that the proposed
algorithm provides better performance in terms of cost
effectiveness compared with existing algorithms.
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