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Summary:

Hydro Aluminium Karmgy has received media attention due to increased local fly
emissions. The interest in reducing the emissimra the roofis prioritized. Based on
this interestan optimum location is desirable for a lag®Esed monitgrwhich will be
located by running a@nputation Fluid Dynamic (CFD) simulation.

The object of the presented thesis is to investigate natural convection in a pot ro
with one pot as the heat soa and verify it with experimental data and an ANSYS
FLUENT Model. The case setup contains three diffegeimetries, 2D smaficale,
2D, and 3D largescale.

Numerical simulations are carried out by developing a solver for OpenFOAM, an
finite volume method is employed to solve governing equations. A buoyancy corr
standard lepsilon, and LRN {epsilon model is used to simulate turbulence.

The experimental data acellectedon a footbridge at the top of the pot room.

The full-scale 3D model, \i@ated by experimental data and the ANSYS FLUENT
model, shows correct outlet temperature differences but suffers high velocities.
Implementing porous zones and further validation will reduce the outlet velbody.
model is not valid for local heat trdes close to heated boundaries, but the wall
conditions do not affect the outlet temperature.

The location fothe plannedaserbasedmonitoris recommended to beetween the
footbridge and the monitor wall.
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Abbreviations

AP18 Prebake technology, older building

KTP Karmgy Technology it building, new electrolysis technology
Pot Electrolysis cell

HF Hydrogen Fluoride

AF ANSYS FLUENT

OF OpenFOAM

LRN Low Reynolds Number

BAT Best Available Techniques

PO Primary oxide

SO Secondary oxide

HVAC Heating Ventilation, and Air Condition

RANS Reynoldsaverage Navier stokes

SIMPLE Semitlmplicit Method for Pressurkink Equations
PISO Pressure Implicit with Splitting of @erators

AR Aspect Ratio

GUI Graphic user interface

EOS Equation of State

LES Large Eddy Simulations




Nomenclature

Symbol Description unit
Heat flux [W/m?]
H Heat transfer coefficient
Y Surface temperature K]
Ta Ambient temperature K]
0 Velocity component in xdirection [m/s]
V] Velocity component in yirection [m/s]
0 Velocity component in-glirection [m/s]
T_é Velocity gradient in xdirection
T
T_D Velocity gradient in ydirection
T
T_L') Velocity gradient in Zdirection
T
ﬁ Freestream pressure gradient
Qw
T O Acceleration of velocity component u in y direction
TG
g Gravitational forces [m/s7]
" Freestream density [m3/kg]
3" Density difference [m3/kg]
J Density [kg/m?]
f Volumetric thermal expansion coefficient [1/T]
'L’ Density gradient
rry
T Surrounding Temperature K]
T Absolute temperature K]
3N Pressure difference [Pa]




z Stackheight [m]
Q Heat source [W]
a Mass flow [kg/s]
T Temperature differere K]
Co Specificheat capacity [J/kgK]
P Absolute pressure [Pa]
R Universal gas constant [mPa/molK]
A Characteristic area [m?]
Y Inlet temperature K]
Y Outlet temperature K]
C Constant
0 Volumetric flow rate [m¥/s]
u Velocity vector [m/s]
%0 Fluctuating property
T 7 %o Change of fluid over time

T 0
Q QU convective term
QQUQI Q| diffusion termin Naviers Stokes equation
Y Source term

Mean flux flow

«© turbulentfluctuations
Ox Mean velocity component in-direction [m/s]
Ve Mean velocity component in-girection [m/s]
Oee Mean velocity component indirection [m/s]
4 Shear stress vector [Pa/ nf]
y+ Dimensionless length scale
W Velocity scale [m/s]
a Lengthscale [m]




Q turbulent kinetic energy [J/kg]
4 turbulence dissipation rate [M?/S7]
‘ Eddy viscosity [Pa s]
0 Dimensional constant

0 Production of and k

B buoyant turbulence productiaif and k

S Strain stress [Pa]
Oi ¢ turbulentconstant

02- turbulent constant

03- turbulent constant

» 0 turbulent Prandtl number

., turbulent Prandtl number

ot turbulent Prandtl number

Y flux Richardson

OROHQ Turbulence model functions (damping funcgn

T Wall shear stress [Pa]

0 friction velocity [m/s]
U Mean flow velocity [m/s]
0 specific permeability constant [m?]

‘ dynamic viscosity [Pa s]
a permeability

" Operating density [kg/m?]
n n Dynamic pressureithout hydrostatic pressure [Pa]




1 Introduction

This thesis wasyritten in collaboration with Hydréluminum Karmgy and the University of
SouthEastern Norway (USN). The upcoming sthmpters will describe the background and
the objective of the thes

1.1 Background

There has been media attention to the increase in local fluoride emissions, and Hydro

Aluminum Karmgy is prioritizing the reduction of emissions over the roof from the pot,room

both at AP18 and KTP (Karmgy TechnologhpB. TheFigure 11 displayemissions increased

in 2018 due to the stadp of KTP. The interplay between mechanical encapsulation of cells

through good covers, collars, drain doors, and the ustroéd extraction, along with

extraction volume and proper balancinglod pts, forms the interface with the gas purifier

The gas purifietraps the exhaust gas from the electrolysis cells and therefore it is essential to

keep the leakage area to a minimum.
Hydro Aluminium Karmey

[tonm)

Figurel-17 Releasesf Fluorides (in ton) per yeal]

AP18 is divided into ten different sections, where two sections are changing anodes every 8
hours. There are 283 electrolysis cells in each section, containing 16 anodes each. When
these aodes are changed, a maximum of padsare allowed to remove covers to access the
anodes due to the capacity of the gas purification system.

Today, there aréocated two point monitors each section for thHydrogen FluoridgHF)
emissions. Still, Hgro Aluminum Karmgy is planning to install a lasbased monitorfo

replace the two point monitors. Hydro is interested in determining the pot room flow structure
tolocate the optimal location for the planned lasasednonitor. The lasebased monitowill

increase thaccuracy, since the emissions change location over the roof due to anode change.
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With the laseibasedmonitor, there will be better monitoring of each shift to improve the
routines of cover handling, resulting in lower emissions.

To detemine the flow structure in the pot roomC&D model will provide the information.
The model will be developed for natural convection in a pot room and validated against
experimental data and an ANSYS FLUEKAF) model

1.2 Previous work

W. F. de Gids mada prediction model for calculating the airflow through buildings and used
the prediction model with validation of measurements of an 87 000m3 industrial building to
determine the relationship between airflow pattern, temperature distribution, and spread of
dust.[2]

A group of researchers investigated the effect of boundary conditions on natural convection
and fluid flow on a vertical channel, with one heated wall, for a working fluid with Pr = 0.71
and Ra = 5x 1 héremvieused dou thd studys which assumes stationary,
incompressible, and inviscid fluid flow with a uniform pressure at the. inkety studied the
boundary conditions and the flow pattern in a vertical channel for different heights relative to
the inket area.They provel that the buoyancy effect is more dominating when the height
increases, close to the wallith backflow at the colder sidg3]

S-H. Peng, L. Davidsomnvestigated the prediction of the buoyancy effect bgoking the
performance of low Reynolds number (LRN)¥k wi t h compar ifsoarsd of
experimental data. Both models showed sensititityrefined mesh in predicting the
transitional boundary layer flow along a vertical wall for Rayleigh number of@xL0hey

also proved delayed transitional flow from the irdatl not griddependent in the freestream.

[4]

Based on these discoveries, none of them have combine natural convection on a large industrial
building with a heat agce.

1.3 Outline of thesis

1 Chapter 2 describes the production of alumin@mD (Computational Fluid
Dynamics) and natural convection.

1 Chapter 3 describes the mettamhe for this thesis
1 Chapter 4 describes the setup of the simulation
1 Chapters, 6 and present the results, discussiand conclusion, respectively.
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2 Theory

The thery chapter will introduce CFand aluminum production theory, including different
aspects of natural convection.

2.1 HF-emission

HF gas is a chemical compound generated in tloelymtion of Aluminium, which will be
described inChapter2.1.3. The following topics will focus omternational and national
agreements, the Bayer process, Hdroult, anode change, and the-gasystem.

2.1.1 Agreements

In 2016, the European parliamentadgished Best Available Techniques (BAT) conclusions,
with recommended total HF emissions with the available cleaning process, for new and
established plants. Hydr@luminium Karmgy undergoes the BAT 67 technology, with
complete coverage of the cell anadl aff-gas treatment, considering HF generation from the
bath (electrolyte) and carbon anode consumption. The existing techmetpdstes the limits

o f 0.8kg/ton Al for prebakg5]

Hydro Karmgy and the Norwegian Environment Agency have agreed on a deal for AP18
(section K3, K4, and K5) with the limit of 0.4 kg/ton Al and a monthly average emissiih

kg/h and 8 kg/h for an annual average. These limits are for the sum of HF gestandate

bound fluorides|6]

2.1.2 Bayer process

The raw material for aluminum is Bauxite, which contains a high amount of aluminum

hydroxide (0 ) "O . The Bauxite is refined in the Bayer process, where the Bauxite is

crushed and digested in a recycled sodium hydroxide (NaOH) and lime solution at high
temperatureq7]

OO UwWwLDOWOWO Eq2-1
0a0O0 0WHOOVLO oA O

In the reaction in the NaOH solution g 2-1, most of the minerals in the ore are dissolved,
resulting in an unsolvable red mud. Removal of the red mud is done by filtration/sedimentation.
After the filtration, the process is reversed using precipitation, where the solution is cooled and
fed byo o0 O , shown inEq2-2.

0000 90O UVLwLO Eq2-2

In Eq 2-2, NaOH is separated and recycled, #8mehby calcinating converted to Aluminum
oxide, containing \ater from the reactioshown inEq 2-3.

6 & "0 © Bal g0 Eq2-3
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2.1.3 Hall-Héroult process

The aluminum is produced using an electrolysis cell containing an andatledeaand
electrolyte. The anode is made from coke, prebaked with high carbon content, and carried by
an anode stud. The cathode is melted aluminum, and the electrolyte is molten cryolite that
contains aluminum fluoride (AIF) and calcium chloride to lower temperature and increase

the conductivity[8] [9]

|_— Air cylinder

|~ Alumina
Teader 2 Fume collection
Current supply e - Anode rods
N - Clamp
Crust breaker Removable
- covers

Stud Alumina crust

Electrolyte
N |_—-Frozen ledge

—Carbon block

Insulation —__|

MolRten a lumin ium

Steel shell —] Carbon lining —Carbon lining

zCurrent collection bar .. 3= L SV T e

Thermal insulation

Figure2-1 Overview of an electrolysis cgB]

The recycled & are added to the electrolyte with the help of the crust breaker, as shown in
Figure2-1. The regcling process is described ih@pter2.1.4 The aluminum oxide reacis

the ekctrolyte, according t&q 2-4, and forms aluminum and CO2, with byproducts as HF
CO, CF4, C2F6, etc.

coal 00 © 10 & 00U Eq2-4

As described in Chapté.1.2 the aluminum oxide contains water, which is hydrated when
exposed to a hot environment,@lsalled loss of ignition. The water reacts with thgolite,
having Fions to form HFgas.

2.1.4 Off-gas system

Theoff-gassystem uses a physical cleaning method Uainggscde bagfilters and absorption

to remove the HRjas. The generated gas in the {gosucked through the duct, and into a
reactor before the badgjlters. In the reactor, th@rimary oxide (PO)and recycled secondary
oxide (SO) is added and transported to the diitgrs as shown irFigure 2-2. PO is another
name for Aluminium oxide.The entering gas, with SO and PO passes thdiltag, where

PO and SO mounts to the bflgers. PO and SO contains large surface and are used as
adsorption materidbr the HF gas. The passing HF gasladsorbghe passing HF gaDuring

the reaction the, the oxide bonds witheHF gas to generate enriched oxide, called secondary
oxide, resulting in an approximate 1.7 weight increase due to fluoride.

The bag filter has a cleaning cycle using pulsing air, where the seconddeyigpartly
recycled into the reactor chamber and partly transpaotedffer tanks, as shown iRigure

13



2-2. As described in the chapter above, the secondary oxide from the buffer tanks is fed to the

pot.
;’Ei inmali

Fan

=
=>
=

Primary oxide

AN

Reactor — Recycled Secondary

oxide Secondary oxide

Bag filters

Gas from pot

Figure 2-2: The recycling process of aluminum oxide

Sometimes a bafijiter breaks and let Higasthrough. HF gas is transported to the bottom of
the absorption towers and reacts with a cloud of seawater. Thatseawters at the absorption
tower top and is sprayed through nozzles generdéiegeawater cloudseawater naturally
contains limestone, which neutralizes and absorbs the HF gas

2.1.5 Cell coverage

The potsare fully covered in normal circumstances, buéry 40th hour, anodes in the cell

must be replaced. For reduction of emission, the procedure of the anode change is described as
follows: A maximum of two electrolysis cells can be worked on simultaneously, which means
that two covers on each cell candggen when the offjas system is turned on. If these two

limits exceed, the offas system is choked due to capacity, and all the emitted gas goes through
the roof. In a practical manner, these procedures are not always followed, and that is why better
monitoring of the emission through the roof is prioritized. The measurements are directly
coupled to a team performance system, where each shift gets a score for the total amount of
emitted gas through the roof.
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2.2 Heat transfer

Heat transfer occurs in threerfns, conduction, convection, and radiation. The focus of the
thesis is convection in the form of natural convection heat transfer.

Heat transfers from a hot surface to the surrounding by convection, which combines advection
and conduction. Advectioand ®nductionis the transport of particles by bulk motiand
surface heat transfer, respectivelycloser study on the heat transfer into the surrouna@ingds
governing equations are discusgethe following chapter

Heat transfer for the general energyni a hetisource is given ilEq 2-5, describing the heat
flux (q) from a heat source, with a given heat transfer coefficient (h) from the surface
temperature (Ts) to the environmental tempergfliag.

oy Eq2-5

2.2.1 Temperature stratification

Extra fans can be installed {(heating Ventilation, and Air Condition IVAC systems to

reduce temperature stratification along with the boundary layer. As shokigure 2-3, a
backflow appears because mass flow differences are higher at the outlet than at the inlet to
compensateThe recirculating fluid increases the fluid temperature in the outer part of the
boundary layerThis leads to temperature stratification alongside the boundary layer causing
the boundary layer growth to be affected owing to the decreased buoyancy [ffod¢do

provoke the effect, increasing the inlet flowillweduce recirculation andtemperature
stratification.[11]

bl M put

Figure2-3: Temperaturatratificationdue to reciculation [11]

*[14]
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2.3 Natural convection

Convective lat transfer is divided into three types of phenomena, natural convection, forced
convection, and mixed convection.

The focus of the thesis is natural convection due to density gradients. This means that when
the temperature increases, the density deeseasd the fluid is naturally moving upwards
against gravitational forces, which are known as the buoyancy forces. In a closed domain, and
the heated plate is at the bottom, the fluid will be stable. However, if there is a closed case and
the heated platis at the top, the density gradient will be larger than<yltiag in an unstable

fluid, shown inFigure2-4.

- - LAY LY
{
' ply) /N
h Unstable |, Stable g
» gy . fluid : ) y fluid l
T'(y) 1 \ /4‘ 1
[ 1] T M
i dg di’ . dj
&< 0, EL; =1 it 0, :,-r: < )
(a) (b)

Figure2-41 Case a, heated upper plate. Case &teuelower plat§l2]

2.3.1.1 Free convective flow

For a free convection flow, fluid from a heated object is submerged in a quiescent fluid. The
hot fluid rises due to buoyancy fos;@nd entrains more fluid from the quiescent regidn

plume is formed, and the width increases with increased distance from the heated object but
eventually dissipates due to viscous forces and reduction in the buaj@ady coolingas

shown inFigure2-5. [12]

4 P<p,
Plume T=T_
) :u L
B AT
I. AL
u,=0 ’ -
[
‘ *

Figure2-5 Plume generation from a heat souft2|
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2.3.1.2 Vertical plate

Free convection on a heated vertical plate, with-alipocondition, creates a velocityggsile

close to the wall, bounded by the wall ané gurrounding fluid. The temperature profile
(Ts>T ) perpendicular to the wall decreases
increases, resulting in lower density and higher velocities close to theagvaliown ifrigure

2-6.

b |

H I 1
|  Quiescent |I Quiescent
/ | fluid T, I | g . fluid
| . A0 -
.'I I..0. | | I

X, i v X

t .. L ¥V

Figure2-6 x-component velocity boundary layer and temperature boundary[le3jer

2.3.1.3 Governing Equations

Considering a laminar boundary layer for a vertical plate,flbwe is assumed to be two
dimensional, steadgtate with constant property conditions awmdlid boundary layer
approximatios. If the gravityis acting ina negative xdirection, the xmomentum equation
can be considered, shownEq 2-6.

6,10 e

é;— b 0 2 Eq2-6

o Tw " Qo Tw
The free stream pressure gradiert) in the quiescent region outside the boundayer,
whereoutside the boundary layer, the equation reduc&s|® 7.

a5 Q Eq2-7
SubstituteEq 2-7 into the xmomentum equation, the following expression is showgn
2-8.
(o} 0 3” .10

1o T .
OT—(b UT—w Q— U—(b Eq28

—

Thes” describeglifference between the freestream and local density. This term represents the
buoyancy force, and if the density changes are only due to temperature changes, then this term
can be related to the volumetric thermal expansion coefficients, shdwgi9.

17



pT "
I vy Eq2-9
The volumetric thermal expansion coefficient is a measure of the density change due to
temperature changes in a constant pressure. By using this approximation, the Boussinesq
approximation is formed, shown i&q 2-10. The Boussinesq approximation ignores density
change due to pressure and only considers a linear dependency on tempesa{irg

p ”
[ ~ Yy

Eq2-10

2.3.1.4 Horizontal and inclined plates

For buoyancydriven flow, with a heated horizontal plate, the fluid is forced to flow
horizontally before it can ascend at the edge, resuttiag ineffective convective heat transfer.
[12]

For a buoyancy driven heated plate warmer than the environmental temperature, the
temperature profilés displayed inFigure2-7. Theflow moves along the plate before the fluid
starts ascending, due to the buoyancy forces.

Figure2-7: Natural convection on a heated inclined heated plate inspirgi®by

2.3.2 Stack effect

The buoyancy forces that are created due to density grademtalso be referred to as the
stack effectWhen the temperature is higher inside the buildivegative pressure differences
occur at the bottom part of the building, creatinganaemn. The vacuum allow the air to enter at
the bottom part of the building creating positive pressure differences at the top of the building.
Displayed by Figure-B, a neutral pressure plane describes the pressure differences at the inlet
and outlet. The eutral pressure plane varies with size of the openings, temperature inside the

building and wind, dlbe t o Bernoull i és theore

18



Heat flux

f

Neutral Pressure
Plane

Figure2-8 Stack effect of a building with a heat source

2.3.3 Estimation ofVentilation rate

An estimation of the ventilation rate over the roof can be determined, which will be used as
part of the validation of the model. Natural ventilation is, in general, governdtirbg
equations, stack effecEq 2-11), dynamic pressureloss drop due to flow Eq 2-12), and
temperature increageq 2-13). [15]

3 o ®|m Eq2-11

31 "o Eq2-12
C

1 a®34 Eq2-13

Where z is the stack high, g i s the igsr atvhe a
density, v is the velocityqt is the mass flow, cp specific heat capacity, ande@t Isource

pressure differencén addition, the ideal gas law is introduced, where R is the universal gas
constant, P absolute pressure, T temperatuo&gr flov and volumetric flow

0 " Y'Y Eq2-14

2.3.3.1 Mass flow rate

CombiningEq 2-14 with the relationship o¥oluméric flow rate velocity, density, mastow
rate and charaetistic areajivesEq 2-15.

19



o — Eq2-15

¢!
Further combining ideal gas law
a Y’y Eq2-16
3N =
¢l v

For Eq 2-16, the density difference is solved with ideal gas law resulting in absolute pressure
and temperature difference. The absolute pressure and temperature difference for the pot room
are neglectable, and the pragsand temperature difference for the inlet and outlet are assumed
equal to zerpshown inEq 2-17.

A’ p P G Y aQiw’Y Eq2-17

Y Y Y Y Y'Y YUY

N a®

CombiningEq 2-13, Eq2-16 andEq2-17.
a Y'Y &'Q00
¢/ U Ya'Y

Eq2-18

Rearrangindeq 2-18 and setting the constants (g, 2, g, and R) to one constant, C.

4 U0 Eq2-19

o
EQ2-19is an estimation of ventilation for mass flow rate, which shows the mass flow rate is
inversely proportional to temperature.

a

2.3.3.2 Volumetric flow rate

Further, the estimation for volumetric flow is continued ugtiq®-19, replacingd with o’
and combining the ideal gas law, resultindem2-20.

& ® Eq2-20

w # —
0

The volumetric flow rate is proven to be independent of the temperature for ventilation in the
pot room, meaning the volumetric flow rate will remain constant through summer and winter.
However, the wind will affet the volumetric flow rate and mass flow.

20



2.3.4 Porosity

The porosity of a medium is defined by small holes occupied by fluid inside a solid element.
Walls contain small deformatignallowing the fluid to flowthrough the pores. For a single
phase, the porewe saturated by the fluid.

There are magnetic fields in the pot room, and the generation of drag is negl¢2@ble.

Representative -
clementary — Solid
volume (re.v.) Q@

/ Fluid

QO C
* 0. e @°

Figure2-9: lllustration of intermediate size relativieet flow domain in the poref26]

Darcy's law can be applied for fletirough porous zones, describing the proportionality of
flow and pressure differences. The followifg2-41 can describe the relationship.
, ot 0 Eq2-21
O T
T @
Where— represents the pressure gradient, K is the specific permeability constant with the

lengh scale powered by two andis the dyiamic viscosity. The coefficient K describes the
medium's geometry allowing fluid to flow through the pores. For a sipiggese flow, the K is
simplified to permeabilityli . For concrete, the26permeabil ity

2.3.5 Navier Stoke&quation

Navier Stoke Equation is the universal law of physics and can be used to model any type of
fluid, gas, and solids to describe their behavior, movements, and characteristics.

Conservation of mass describes the fluid that movesndromhere no mass is added or
removel, mass is conserved, showrkq2-22.

Q@ 1 Eq2-22

Conservation of moment um i s indorapsessible Newtomaa wt o n 6
fluid and is described ikq 2-23. The first term is theate of change of the fluid element, the

second term is the convective term, the third term igthesure gradient, the fourth is the

diffusion term, and the last is the source term.
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2.3.6 Energy equation

The energy equation is governed by the first law of thermodynamics, describing the rate of
energy of the bulk flow as equal to the rate of heat added to the bulk flotheltete of work
done on the bulk flow. For an ideal compressible gas, the energy equation can be ghgpwn in
2-24.

T QQUN AW QOWA FR Y Eq2-24

Wherep andi are” Y ‘ando Y respectively.

2.3.7 Reynoldsaverage Navier stokes (RANS) equations

A direct modeling of NavieBtokes equations in turbulence flow are extremely time consuming

and complicated, and impsible in most of 3D cases. For reduction of time and cost, time
average equations are included for motion of the fluid, which are described by Reynolds
decomposition to investigate the mean) flow and turbulent flucations«f ) i n the Na\
Stokesequatons, shown irEq 2-25.

% B % Eq2-25

Resulting in turbulent stresses that represent the effect of turbulent mixing and momentum
transfer between fluid layers.

5 %o O %o 5o
L o = ?’Q"Qa;» O HQ Lo ‘ Lo , T o< v Eq2-26
T w T w T a

The extra term ifEq 2-26 represents Reynold stresses and results in six additional streeses
the momentum equatiorhree normal and three shear stresses.

O@Bx O@x O@dx
z " bake Vaxe L@@ Eq2-27
0@ LA@X LAaX
Solving Eq 2-27, a RANS solver is implemented for the calculation of the fluctuating
velocities. kK modelis an universal RANS modelproven to be stable and robust for the

industry. [13] One disadvantage is the boundary layer fapkilon, where it is valid for
30<y+<500.

2.3.7.1 Buoyancy corrected standard-k model

Knowing turbulence flow is convecting and di
distancefrom the wall, the k f is introduced. Solving the transport equation, for turbulence
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guantities, the turbulent kinetic energy, k, and turbulence dissipatiof, réte eddy viscosity
can be solved by defining a velocity scdland length scale [13]

G O Eq2-28
o)
8 —= Eq2-29
T
CombiningEq 2-28 andEq 2-29, the eddyiscositycan be solved given i&q 2-30.
"6 Q Eq2-30

Jones and Launder propodedmodel, usingtwo extra PDEs in the transport equation to
determine Reynold stressgk3] [16] Further, Rajesh K. and Anupam D. provided an evolution
of the equations for buogay corrected turbulence mod€ls7]

Tt 1 1,

—a

o Te o L te © o]
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o ] Eq2-31
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Eq 2-31 andEq 2-32 describes the rate of change, transport by convection and diffuaten
of production(P and B)and destruction df and0, r e s pPelenotds the progtion due
to mean shear stresses.

o ‘Y Eq2-33
In Eq2-33, S denotes the strain stress, showqr2-33.
Eq2-34
nY C!\{!\{ q
The buoyant turbulence production termj$denotel in Eq 2-35.
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Launder and Spalding suggested experimental data for the turbulent Prandtl Guirfoer
kinetic energy and dissipation, includiag6iy 62 [18]. Rajesh K. and Anupam D compared
previous studig for the turbulent constadg-, varying between 0-3.0 without affecting the
computations.

Table2-1: Model Coefficient§18]

Oiy

02-

03-

” Q

”t

0.09

1.44

192

0.31.0

1.00

1.30

0.85

For modeling the turbulent Prandtumber(,, Benodekar proposed a furarti of flux
Richardson using the expressiorkig2-36. [19]

T[& p Y Eq 2-36
" Y
P v

Where the flux Richardsas defined inEq 2-37.

0 -
Y % Eq2-37
v 0
For theturbulence model for a plume t is equal to 0.85as given inrable2-1. [20]

Thek-U model ifos swirlimg tflowvngetruiptiohg the turbulence and rapid strain stress
change. For improving the simastress modeling, RNG-& mo d e | i's [L3gcommen
Rajesh and Anupam (2014) proved the standdid kmo d e | to be valid for
plume, validating with experimental dafa7]

2.3.7.2 LRNk¥ Y2 RSf

Low Reynolds Number flow regions, where the viscous damping effects are essential for
turbulence, are not applicable for the standatt k m o thedamping function8QRORQ) are

able tosolve the turbulent transport equatiar the viscous sublayeand separated and
reattached flow in freestreafi21] For adjustingthe LRNK) model for heat traé
(1990) introduced improved damping functions and turbulent consfantSiy and 02
constants[22]

2.3.7.3 Wall boundary layer

The boundary layers close to the wall divide into three different regions: laminar, transitional,
and turbulence regions. For thesgsilon model, it is only valid for the turbulence regibor

the inner region, viscous forces dominate, and the shear stress close to the wall is approximately
equal to thaevall shearstressClose to the surface of the boundary layer, thvak functions

are introducedViscous sublayer (0<y+<5), buffer lay¢5<y+30), and inertial sublayer
(30<y+<500). The inertial sublayer is the turbulent region close to the wall, called #fasviog

layer. In the standard®d mo d e | -dimendioeal distance (y+) from the wall is equal to

the inertial sublayelEq 2-38 describes the wall cortthn based on the shear stréks close

to the wall, the friction velocityd ), which is a function of viscous forces, distance from the
wall, and the fluid density.
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Eq2-38

A
4] <
O‘l _<~1

2.3.8 Validation

The complexity of the pot room, with different length scales, vertical and horizontal surfaces,
two inlets, and one outlet, creates difficulties in validatiregmodel theoreticallyzor prevous
experimental dat&C. Suvanjumrat validated a convective airflow for-Bikodel, setting up
multiple temperatures and velocity measurements. With validation, the CFD model deviated
3% from experimental datf23] Jones and Launer experimented with forced convection when
suggesting &RN k-Umodel for a natural flow[24]

Experimental data have to be included when validating the mérpérimental datéor the
casewere measured at the top of the pot room, described in s8ctidn

2.3.9 Discretization

The discretization process usitingfinite volume method computes the solution at the centroid

of every cell in the mgh solution at the centroid of every cell in the mesh. As shoWwigire

2-10, Cell P is where all the computed flow variables are stored, the same for neighbor cells W
and E. The unknown variables are the calcdlatell faces located on faces w and e. These
unknown variables can be scalars and vectors and can be solved using different methods for
solving. They can be referred to as face interpolation schemes since they are interpolated at the
face field(* i) at thegiven cell face at to surrounding cells.

uﬂ,— P Ug
Pw By Pp Pe P
W P E
W =
{?X'[.L.rp SXEF

Figure2-10: Control volume for one dimensional flow at node P, inspireflLBy

2.3.10Jpwind differencing scheme

This scheme is baseh upwird differencing that isised for the convective term and depends
on the mass flux tlough the cell face, which can describe the flow direction when determining
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the value of the cell face, shown kg 2-39. The cellface is denoted by the product of the
density, areaand velocity.

o) T[FD 0% %o % & B %o

% -,
o0 MO 1O % %o OE® %o

Eq2-39
Assessment of the scheme: it has conservativeness, boundness, and tramgsshivehas
first-order accuracy, resulting in inaccurate results. However, the scheme is recommended for
better convergence.

2.3.11Solution algorithms

Solution algorithms solve the digtized momentum equations for solving the pressure field
to yield velocity components by using linear algebra. This chapter reviews thdrelmit
Method for Pressurkink Equations (SIMPLE) and Pressure Implicit with Splitting of
Operators (PISO), $ang steadystate and tragient solutions, respectively.

The SIMPLE algorithm initiates a guessed field to solve the discretized momentum equations
(UEQn.H) correcting the pressure field before adjusting the pressure and vel@diigs.H)

and solvingthe transport equationgurbulence>correct()) The feedback loop adjusts the
pressure and velocity until convergenskown inFigure2-11.

Stz ) s ste
[ Start of time step ] ( tart of time step ]

] >
>
b

| UEqn.H ]

simple.loop() End of time step ]

true

PISO loop

pEqn.H ]

I UEqn.H |

.

I turbulence->correct() ] | pEqn.H |

! v

[ End of time step ] I turbulence- >correct( |

]

Figure2-11: Flow chat of the PISO (left) and SIMPLE (right) algorithrj5]

PISO algorithm solves the discretized momentum equation once to solve the pressure and
velocities corrector loop until the pressure equation converges.
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Figure2-12: PIMPLE algorithm[25]

PIMPLE algorithm is a combination of SIMPLE and PISO, for solving large-sitap for
incompressible flow. The algorithm contains one extra foophe turbuénce correction.

2.4 Mesh

The mesh quality is an important aspect of the accuracy of the CFD simulation and impacts the
convergence, stability of the simulation, and the numerical solution. Ensuring convergence,
simulation stability, and accuracy, differenésih designs will be described in this sliapter.

2.4.1 Mesh structures

The mesh structures can be divided into two different types, structured and unstructured mesh
[13]

The structured mesh follows a cartesian pattern, whichailbyrigenerates quadrilaterals for a
2D mesh, and hexahedron cells for a 3D mesh, which have four andighibaring cells,
respectivelyFor calculation, the resultseemore straightforward and require less computation
time and powe27] [13]

For an unstructured mesh, the cell pattern is irregular, and the mesh cell normally consists of
triangles for a 2D mesh and tetrahedral for a 3D mesh, which has an inconsistent number of
neighboring cells. fiis makes the computation more complex and may require a more complex
solver resulting in higher computation time and power. Over the years, computational software
and power have improved to handle these types of mdafiés.

These two types of mesh can be combined to create a hybrid mesh, containing normally
tetrahedral and hexahedral for a 3D mesh. The advantage of this type of mesh is that it is used
for complex geometries and is applicable for mesh containiefined mesh

2.4.2 Mesh quality

A high-quality mesh is essential for faster and more stable computdionts\Vaagsaeter and
Prasanna Welahetti protleatOF is more sensitive to skewness in a mesh compar&# for
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gas to gas singlphase mixing[28] Due to these discoveries, focusing on a fgghlity mesh
is essential.

2.4.2.1 Refined mesh

When computing with a mesh that needs a local refinement close to tkdonasolve the
physical boundary conditiorthe refined meslis introduced. The physicdloundary layer

needs to be within 0.99 boundary layer thickness for the refinement to be acceptable. These
local refinements result in better convergence and accuracy of the solution close to the walls.
There are two types oéfined meshsteep transitio and smooth transition. Smooth transition
close to the wadlcan result in coarse meshes in the center of the mesh if this is not specified.
Smoothmestlesat inlets and outlets can also result in unmatching cells if the structured mesh
is used[29]

2.4.2.2 Aspect Ratio

The aspect ratio (AR) describes the mesh spacing amd ydirections and can be defined
usingEq2-42. The aspect ratio is recommended to be within the range of 0.2 < ABRukfbr
the important flow areas, a large aspect ratio mesh is not recommended, resulting in diverging
results [27]

30 Eq2-40

| i
.23@

2.4.2.3 Skewness

Skewness describes the angle between the gri
(orthogonal), and it is déek35ea.bllef tentedlsas/lkee vam
these values, the computational error increases, and there will be numerical instabilities. For

the mesh close to the wall, it is necessary to avoidantirogonal mesh cells, including the
inlets and outl ets are spossihlef2Ziended t o be as

2.5 ANSYS FLUENT

AF is a commercial CFD solver with high license expenses compared to theampea solver
OpenFoam (OF). AF is a moteserfriendly due to GUI(Graphic user interface). It is then
necessary tdescribe how AF handles buoyarndsiven flow compared to OF.

For calculating natural convection using AF, the initial density is computed by initial
temperature and pressure values. The operating density is the key to solving the buoyancy
driven flow by maually speciying a value The operating density is included in the body force
term in the momentum equatiasshown inEq2-41.

"0 Eq2-41
Continued, for slving with a pressure boundary, showrEig2-42.

AoA " Eq2-42
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The energy equatias manually activated in the GUB80].
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3 Method

This chapter will describe the method of experimental measurements, solver creation for a
smallscale version, and implement the solver into adoélle model, first i2D and then 3D.
The 3D models validated against experimental datal &F model.

3.1 Measurements

Measurements of the outlet velocity and temperature are required for the validation of the
model. The location of the measurement points is 0.5m away from the floor level of the
footbridge, on the top of the roof of the pot ro@s,shown irFigure3-1.

+120m| 0,65m| 1,20 m

-8

3.05m

Figure3-1 Ventilator at thedp roof of pot room for C3

3.1.1 Temperature and velocity measurements

The temperature measurements were done tsm¢emperature sensors (T8 and TE@ure

32 to determine T, one for the outlet samp
inside the pot room. These temperature sensors are connected to a wireless system, Wisensys,
and collected on a local computer. The sampling location is located theddeft foot of the

man, as shown in Figure 3 1. The inlet temp
Meteorological Institute, which belongs administratively to the Ministry of Climate and
Environment[31]
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Figure3-2 - Temperature sensor T8 and TC 4

Velocity measurements are collected using TSI VelociCalc #5652] The anemometer is
calibrated every 12 months to ensure correct measutenisn SINTEF. [Appendix B
Measurements are done by samplowgr every second pot. Each measurement is done by
holding the anemometer still for 30 seconds to check for variations. Repetitions on deviating

measurements are done after the sampling to apgh&vmeasurements. The measgudata
are shown in Appendix.C

Figure3-3 Velocity measurements
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3.2 Solver

The solver is made first in a smaltale mesh and implemented in a-Bdhle model. The goal
of the ®lver is to determine the estimated outlet velocity, temperatures, and flow pattern.

3.2.1 Small scale

The solver is a carryover from a mix of the hizansfer tutorials in th®F folder. The mesh

is created in a simpler megjeneratorusing blockMesh, using maximum of 15 000 cells,

with two inlets, an outlet, and one heated wall, simulating one small part of the pot room. The
electrolysis cell is square for simplifications.

The Equation of State (EOS) is the ideal gas, noted perfect@as Boundary condions are
determined using the guideline from NEXTfoam to determine the correct boundary condition.
[33]

The upwind schemis chosen, for better convergenfE2] Solvers, sample functions and athe
optional functions are determined in the small scale.

3.2.2 Full-scale model

The fullscale mesh is made AF and saved in ASCII format. Mesh conversions are done in
the case file with the commafidentMeshToFoarfor the 2D case
andfluent3DMeshToFoarfor the 3D case. Including inner walls, baffles are introduced,
discussed in Chaptdr4.3

The solver is run multiple times to validate the model using the measurements. The results
showcase the flow pattern aodmpare the temperature and mass flow with the measured data
and calculated theoretical volume flow, as described in Ch2a@&
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4 Preprocessing and Simulation

For this chapterassumptionsthe flow geometrymeshes for all cases, boundary conditions,
the system and constant folder are represented.

4.1 Assumptions

1 Incompressiblédealgas
1 Adiabatic walls

1 No-slip walls

1 No porous zones

4.2 Mesh

The geometry of the meshes are described in this chapter.

4.2.1 Small scale

Threedifferent meshes are used for the simulation cases and for the simulation of different
scenarios, all created using blockMeshDict. BlockMesh is used to simplify and streamline the
mesh.

4211 2D fApot r oomo

Geometry similar to the pot room is created contgirtwo inlets, one outlet, and one heated
horizontal plate. For the fuicale version, the two inlets are one meter tall each, with a three
meter wide outlet. This geometric relationship is kept for the ssoalke version with a mesh
containing 14240 hexadral. The outlet channel is set 10D lengthsTak redpatch inFigure

4-1 symbolizes the heated boundary layére full-scale version will not have this given outlet
length, resulting in more unstable saotunts.
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4m 4m
Figure4-1: Geometry of théismallpotd

4.2.1.2 With and without Refined mesh

Two mesleswere created using blockMeshDict, both for a vertical channel divided into one
inlet box, one heated box, and artlet box with a height of 10m, 10m, and 60m, respectively.
The middlebox containneheated wall with a heat flux of 3000W/m2, where the goal is to
study the heat transfer close to the wall, with and withefimed meshThe boxes are five
meters wide.

4.2.2 Full scale

The solver is implemented into an Afenerated mesh for 2D and 3D. The 2D model contains
four inlets and two inlets, one outlet, and a heated zone, symbolizing the pot. The 3D model
contains two inlets and one large elevated outlet pdtod.nodel is decomposed and solved
using a multiple processor computer and a cluster for the 2D and 3D models, respectively.

The geometry is given in the appendices of the technical drawings of the building. Drawings
of the actual pot will not be given due tonfidentiality, except a rough block drawing.
Informaion is given in AppendiP. Visually,displayed irFigure4-2, the small vents between

the floor and the pot are not visible. For better detd#ithe mesh,tady Appendix G
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Figure4-2 3D mesh of the pot room

4.3 Boundary conditions

Appropriate boundary conditions are important for the model to work. In this subchapter, the
boundary conditions are divided intodwlue to correct validation for the 3D model. Overview
of the 2D and 3D boundary conditions are showhahle4-1 andTable4-2, respectively.

4.3.1 2D

For simplifications forboth 2D models, the inlet velocity is fixed to 0.5m/s by a
recommendation from Eirik Mangef{34] Darioush G. Barhaghi did similar measures for
RANS andLarge Eddy Simulationd ES) simulations cases for an HVAC case, settimgti
velocity to 0.6m/s to reduce temperature stratification due to recirculgtijnrhe walls are
assumed to have a+stip condition while the outlet boundary condition is set to a fixed value
for negative flux or equal tthe neighbor cellfr positive flux.

With respect to the airflow surroundings for the simulation cases, the inlet temperature is
assumed to be 15°C. There is no insulation in the outer walls, but for simplification of the
model, adiabatic boundary condits are applied. Heat flux from the pot is given by using
externalWallHeatFluxTemperature, where the heat flux values are from experimental data.
These measured experimental data are classifiddhot specified
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Table4-1: Boundary conditions for 2D models

2D inlets outlet Heated walls walls
compressible:: compressible:
alphat | calculated calculated |alphatJayatillekeWallFunction | :alphatJayatillekeWallFunctig
epsilon| fixedValue inletOutlet | epsilonWalFunction epsilonWallFunction
k fixed\alue inletOutlet | kgRWallFunction kgRWallFunction
nut calculated calculated | nutUWallFunction nutUWallFunction
p calculated calculated | calculated calculated
p_rgh |fixedFluxPressur totalPressurg fixedFluxPressure fixedFluxPressure
T fixedValue inletOutlet | externalWallHeatFluxTemperatu| zeroGradient
U fixedValue inletOutlet | no slip no slip

The pressure is divided into two groups, hydrostgbc and dynamic pressure without
hydrostatic pressur§_rgh) The dynamicpressure at the outlet patch is controlled by the

convective flux and the input entries. At the same time, the inlet, walls, and heated walls are
controlled by the flux on the boundary, which is specified by the velocity boundary conditions.

43.1.1 3D

For the 3Dcase, inlet velocity is calculated by the neighbor cells or set to a fixed value equal
to zero, depending on the flow direction. The heat flux is equal to the 2D case. The dynamic

pressurdnas been rearranged to calculate the convective flux and inpesenthile the outlet
is changed to a generic outflow boundary condition

Table4-2: Boundary conditions for 3D models

3D inlets outlet Heated walls walls

compressible:: compressible:
alphat |calculated |calculated |alphatayatillekeWallFunction :alphatJayatillekeWallFunctio
epsilon| fixedvalue |inletOutlet |epsilonWallFunction epsilonWallFunction
k fixed\alue |inletOutlet | kgRWallFunction kgRWallFunction
nut calculated |calculated |nutUWallFunction nutUWallFunctn
p calculated |calculated |calculated calculated
p_rgh |totalPressure inletOutlet | fixedFluxPressure fixedFluxPressure
T fixedvalue |inletOutlet |externalWallHeatFluxTemperatu| zeroGradient
U outletinlet  |inletOutlet | no slip no slip
4.4 System

The system foldr controls the domain with respect to time, discretizing schesoésjon
algorithm conjugate gradient solvers, and other optional functions. For this report, conjugated
gradient solvers will not be discussed. Further information tath@se topics is explained in
Weerstegen13]
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4.4.1 ControlDict

ControlDict is setting the time variables, pressug®city coupling algorithms, and sampling
functions. For the sampling function, writeObjects and surfatBFiue measure
thermophysical variables across the domain andpecified location in the domain,
respectively.

4.4.2 DecomposeParDict

DecomposeParDict is a directory file dividing the mesh into several parallel files, which
utilizes the opportunity to run theimulation on several processor cores flecreased
simulation time. For complicated geometries, the scotch decomposition is recommended,
which requires no user input and optimizes for a minimum number of boundary processors.

4.4.3 creatBafflesDict

For internal walls, createBaffelsDict crestefinite small walls in the domain, transforming
internal faces into boundary faces.

4.5 Constant folder

OF 8 andOF v2112 (Version run in the cluster)nyaslightly with the files structure, with the
same parameter structure. For the turbulence properties, the file names are OF 9 and OF v2112
momentumTransport and turbulenceProperties, respectively.

4.6 Sampling andPlotting

For plotting, three different miedbds are used for sampling data. The first is the Plot over line
function in ParaView, for plotting profiles over a line. For sampling variables over ltiyne,
utilizing surfaceFieldValue command in controlDithe dataare stored in the postProcess
folder. The sampled data are gathered and saved into an LibreOffice Calc spreadsheet, where
the data are converted to a more excel friendly format and later plotted.

For sampling the residuals, a new file is made, called resPlot. The resPlot file extracts logged
data from the lodile data, which sample given variables residuals. For activating the logs file,

use the command fAapplicationdo > |1 ogs. Thi s
residuals are the initial residuals, not the final res&luRbt the sampledesidualan gnuplot
with the command: | oad AresPl ot o.
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5 Results

The model base case is a copy from tutorial case files i@Fdirectory. The most relevant
models, with inlet and outlet boundary conditions, are circutBoardCooling and
comfatHotRoom. Both use buoyantSimpleFoam, and comfortHotRoom uses Bousinessq
approximation, which is selected as #©S

For visualization the ParaView 5.7.0 fOF 8and ParaView 4.4.0 fdDF v2112, are used to
postprocessing the 2D and 3D cases, respelsti

5.1 Experimental data

February and March proved to be windy, and the anemometer was only available between 15
17 March 2022. The 15th of Marchere the least windy dayDisplayed byTable 5-1,
experimental measements were executed at 10:00 AM and 15:00 PM. Weather data for the
noted data are sampled at seklima.met.no. The theoretical estimationthptthevolumetric

flow is not affected by the environmental temperatures, meaning the velocities only vary by
the wind. The measured data are expected to be higheorilzawindless day.

Table5-1: Measuredrelocity [m/s]top of pot room

01.03.2027 10:00 15:00
C56 0,95 0,65
C58 0,8 0,94
C60 1,25 1,62
C62 1,08 1,16
Cc64 15 1,45
C66 0,85 1,15
C68 0,32 0,25
C70 1,46 1,03
C72 1,12 1,36
C74 1,21 1,04
C76 1,25 1,36
C78 1,3 1,23
C80 0,76 0,96
C82 0,4 0,38
U_averagel#0.5m/s 1,12 1,16 1,143
Volume flow 20,22 20,93 20,573

Measured velocity diérences are observed due to obstacles, larger floor area at the end of each
section, and gusty windConsequently, the average dfet measured datanly includes
measurementsrger than 0.5m/sThis gives an average measured velocity of 1.143 m/s, and
anaverage volumetric flowateof 20.573 m3/s.

Previous measurements done at KTP ARA8by other teams suggest a volumetric flow rate
of 18.4m3/s, meaning wind affects the flow rate.
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The temperature measurements edhelaggyea,oaita have

E.Manger recommend a temperature difference between the inlet and outlet temperature to be
1520 degrees.

5.2 2D cases

The model cases are divided into three cases, one using the buoyantSimpleFoam in the simple
geometry and buoyantPinghfoam for smalscale and fulscale models.

5.2.1 Small scale

For timesaving, a steadgtate solver using the Boussinesq approximation was considered.
During the setup for the simulations, the model constantly crashed. In later stages, the model
proved to snulate high surface temperature. Therefore, the Boussinesq approximation is not
valid for the given turbulence model due to the dependency of linear temperature. The large
surface temperature results are illustrate@Ghapters.2.2and5.3.

The model was changed to the incompressible ideal gas EOS, where pressure differences drive
the buoyancy forces due to stack effect and density change.

5.2.1.1 Steadystate vs pseudesteady-state

The model continued in buoyantSimpleFoam in the "spatfl geometry. The model proved

not to be stable and kept crashing. A simpler version where made, sh&iguia5-3, to

check the boundary conditions. This proved to be working, and a further investigation of the
"smallpot" geometry needed further investigation.
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Figure5-1: steady state vs pseudo steady state med€udm from heated boundaries

When investigating 0.4 meters from the heated boundaries, the simulation proved to be pseudo
steadystate. As displayed irFigure 5-1, the initial dynamic pressurescillations is
monumentally moreignificant for the pseudsteadystatemodel i s ma | meslp Fguré

5-2), compared to the steadyate casesimple mesliFigure5-3). The temperature differences

are not severe enough affect the mass flow rate, proving the buoyantSimmeaf cannot

handle these pressure differences over time, with an almost stable mass flow rate.
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Figure5-2: Pseudesteadystate, "small pot” Figure5-3: Steadystate, simple geometry
geometry

Other observations of both models are high surface temperatures. The surface area are small,
due to 2D mesh. Further investigation in the full scale 3D, to address therprobl

5.2.2 Large scale

A comparison of the OF and AF modelg#ried out For the turbulence models, the AF uses

the ky model , andUOmodasles The d&oal of the OF
temperature and mass flow outlet measurements compareal Aé-ttmodel. Only pictures of

the AF model are provided, and the comparable data will contain errors. Due to these predicted
errors, the average measured data in the OF model are monitored at the outlet patches instead
of the sampling location, as describedChapter3.1.1 The outlet patch area is 2.8%, while

the area for theampling locatioris 3 m2.
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Temperature vs massflow

304
302
300
298
296
294
292
290
288
286
284
0 200 400 600 800

Time steps

NN W oW A
Ul &)

=
ol
Mass flow [kg/s]

Temperature [K]

o o r
o1

Figure5-4 OF simulation of 2D large scale, with respecteémperature and mass flow

The AF model converged, with difficulties, due to a high number of degrees, thiloF

model did not convergg¢34] Natural convection is proven unstable, which can be shown in
Figure5-4. The model normalizes, but the temperature oscillations are still a problem. This can
be due to the outlet patch being close to the heat source, and the 10D length rule is implemented
in the geometry13]

Heattransfer close to the walls is proven better for the AF model compared@-theodel,

as shown in Appendik andF. The surface temperature reaches 1800K and 6200K for AF and
OF model, respectively. The high surface temperatures are still due to therfaee area and
have to be investigated in the largmale 3D model.

5.2.3 Winter vs summer

Temperature variations between summer and winter vary betdBaegrees to 30 degrees
(worst case). Due to these environmental changes, two simulations with diféenpetratures
(268 and 288K) are analyzed. Theoretical estimations are described in Ch&pddor
validation of environmental temperature changes. The average collected Taldeis-2 are
between time steps 3@DO.

Table5-2: mass and volume flow rate differences between summer and winter

’?’Q!‘Q y
y y y 4 = o 0(’_
i
Winter 268 283,99 15,99 3,17 2,59
Summer 288 301,05 13,6 2,9 2,59
Difference 20 17,05 2,% 0,18 6,22E-05
% 6,94 5,67 18,42 5,98 0,002

Model findings compared agst theory shows the outlet mass flioareases b$.98 percent
between summer and winter, whilee outlet temperature decreases by 5.67 peregwtthe
initial temperature decreases by 6.9 percent. For volumetric flow, the changes are neglectable
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for the outlet patch. Another correlation is the temperature increase in the pot room between

inlets and outlet. The temperature increases by 16 and 13 Kelvin for winter and summer,
respectively.

Summer vs winter

305 4,5
300 4
295 35 —
'z —~—~ ~
~ 2% | 3 B ——T winter
S ——— - )
§ 285 2,5 § T_summer
9 280 2 ?_:’ ——\/_Winter
IS
QL 275 1532 V_Summer
270 1 = ——m_Winter
265 0,5 —m_Summer
260 0
0 200 400 600 800 1000
Time steps

Figure5-5: Winter vs summer

5.3 3D case

The full-scale model had minor changes for the constant folder to be compatible with the OF
v2112 without changing the actual model. ParaView 4.4.0sexd for visualization. The

sampling of the temperature and velocity profiles potte bemore primitive, creating more
manual work compared to ParaView 5.6.0.

The standard k) mo d e | proved instabilities at

the o
direction. The late changeto LRN.k st abi | i zed figuee56nodel , sho

wn

Figure5-6: Flow structure of the LRN-U model (left) and standaitdU model (right)
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The model never converges but stabilizes. The modeled outlet temperature differences and
velocity vary between 37K and 0.75L.5 m/s, respectively. Theuk line, the dark field, and

the bright field show the average value, % of the values and ¥4 of the values, respectively. The
temperaturalifferencesare within the experimental data range, but the average velocity has a
24.2 percent error. For the AF madine volumetric outlet flow and temperature differences

are 18.4 m3/s and 15K, respectively.

Table5-3: Model data vs experimental

, a , a
deltaT 0 T @ T
OFmodel 1517 1,35 24,31
AF-model 1520 1,02 18,4
experimental| 15-20 1,02 18,44
error Ok- 24,18 24,18

There are still high surface temperatures at the pot, which vary between 8B8BIK
Temperatures below the pot are observed to be lower than inlet tempefague=s-7 shows
buoyancydriven flow below the potvith negative delta T z-direction
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Figure5-7: Temperature and velocity behavior close to the pot

The temperature and velocity behavior at the sides and top seems reasonable, creating a plume
above the pot. The velocity profiles are correlatable to the literature for inclined amalverti
plates, while temperature profilescasionally have cold patch§s2] The temperature profile

close to the pot has to be investigated later in this chapter. Above the floor, along with the pot,
temperature stratificatiooccurs and creates unstable flow. Circulation of flow in the pot room

is observed, shown Irigure5-8, caused by obstacles, displayefFigure4-2. The outlet patch

is na stable due to backflow due to temperature stratification.
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£301.99

¥ 281.86

S i.?fﬂ 72

=2.395e+02

Figure5-8: Flow pattern in the domain

Below the pot,there are observedegative temperature differences compared to inlet
temperatureA late dscussion with Erik Manger proved wrong heat flux at the bottom part of
the pot. A late and improved simulation is showrigure 5-9. Further investigation of the
outlet temperature and velocity is required.
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Figure5-9: Increased heat flux at the bottom part of the pot

5.3.1 Location of the probe mounting

The goal of the thesis is to locate the location of the HF mohitben studyindgrigure5-10,
The velocity out of the ventilator are almost uniform. Hence, the location seems higher on

U Magnitude
-2.741e+00

~0.000e+00

Figure5-10: Streamlines of the flow throghe ventilatorsampled 18m above ground
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5.3.2 Mesh quality

Running the checkMesh function in Terminal returns skewness outside the acceptable range,
resulting in computational errors. As described in Chah®IOF are sensitive to skewness.
A closer study of tumationme@adView, preve longsketviiess cls& | i ¢ e
to the pot. Comparingigure5-11 andFigure5-7 display energy not leavingells due to poor
mesh quality
A A AR A YA AAN
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Figure5-11: Poor mesh quality close to heated zones

By running the command buoyantPimpleFogmastProcessfunc yPlus in the Terminal, the
log law proved to be close to acceptable for the model, displaying theTyblia5-4. Further
investigation of the y+ below 38 necessarto determine the location in the meSampled
y+ data in Appendix I.

Table5-4: y+ values of théneated boundaries

y* Average Min Max
wall-pot-shellbottom 67.79 29.86 81.45
wall-pot-shellends 45.13 21.62 74.48
wall-pot-superstructure 75.79 23.63 110.05

5.4 Mesh dependency

The meshdependency needs to be detemdinwhere the heat transfer for the transiett k
solver is considered. The outlet and surface temperature are measured to determine if including
refined mesh close to the pot will improve the total heat transfer of the model. The inlet velocity
and heatltix are set to In/s and 3000V/m2, respectively.
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Table5-5; Surface temperatungith and without refined mesh

q q\W/m2] Y 0 Y O
Mesh
30x30 3000 9879,28 287,006
Refined mesh
30x30 3000 2706,54 287,01
Improvement 0.001%

The outlet temperatures are equal, with and without refined mesh, while the local surface
temperatue decreases from 9879,K&0 2706,56K.

Outlet temperatures
288

287
286

285

284 | —T_outlet_refined_mesh

Temperature [K]

283 T outlet_mesh
282

281
0 20 40 60 80 100 120

Time step

Figure5-12: Outlettemperatures for the mesh study close to heated boundaries
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6 Discussion

The Boussinesq approximation is not valid for the cases, proving all simulations having high
surface temperature, which is not valid for the linear based temperature model. The
buoyantSimpleFoam prove effective and time saving, but due to larger initial instabilities due
to pseudesteadystate resultsBy studying the SIMPLE algorithm, SIMPLE encounters
instabilities due to the momentum equatimn the SIMPLE algorithm Changing tothe
PIMPLE algorithm, which is based on the PISO algorithm, solves the momentum equation
once to solve the pressure and velocity until stability. When stable pressure differences, the
momentum equation are calulated once again. This proves better robusmasgansient

model, utilizing buoyantPimpleFoam.

For schemes, the upwind scheme was implemented for the natural convection model due to the
convergence rate. The models never converge due to a high number of degrees of freedom.
[34] With a closer look, all simulations prove to have temperature variations at the outlet. A
further discussion of the schemes is further down in this chapter.

The full-scale 3D model proves to give correct streamlines in the domain, except below t
pot, after a later discussion withManger.[34] The heat flux at the bottom part of the pot and

the boundary conditions on the ground floor have to be adjusted. A further investigation is
neededfor the boundary conditionbelow the pot due to positive buoyandariven forces,

where the temperature differences are negative in -tieegtion, staying Figure 5-7 and
Figure5-8. The last run vth adjusted heat flux improved the temperatures below the pot, but
observation of the outlet temperature and velocity relationship kept equal. For the outlet heated
plume, the entering fluid from the quiescent region is observed, equal to the theoretical
description.

Due to the obstacles in the domain, circulating flow occurs at both the top corners of the roof
and the main floor. Discussing with E. Manger and comparing the result with studies of natural
convection within enclosures with obstacles andovar shapes, the flow circulation is \li
except below the pot floof34] [35] Further investigation is recommended for later work.

Forthe standard-kk model , the out | e teatghe buteh A late changed t
tothe LRNkU model improved the stability at th
of the transport model increases stabilitgr improving the LRN &) moidckideNagano
(1990) damping functions and adjustessipations turbulent constantieveloped dr heat
transfer [22] Fur t her |, i mproving val i dadcdordimy tobthe f ur t
equations irChapter2.3.7.1

0]
e

Anotherfactor is the friction along the concrete walls located in the basement and lower part
of the pot room due to porosit%F has included the porosity, which is not includethe OF

model This isresulting in oscillating velocities between 0.7 and 1.6 amd averaging at 1.5
m/sfor the OF model. Comparing with the experimental measurements, the outlet velocity is
not valid Including porous zones for concretalls, will reduce the outlet velocity, hence
improving the validation To include porous zonestudy the following OF tutorial by
Chalmerg(2009)with guidelinesfrom thenewer version othe OF (v2112)user guide[36]

[37] Porous zones will create more fluctuating flow, resulting in 2&nsomplex model in the

pot room domain. The local complexity may affect the transport model since the outlet patch
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is recommended tbe moved further awayfor stable flow. Flow structure in the atmosphere
suffers backflow due to density change, causinguetsiring flow.

The walls in the pot room are adiabatic for further improving the model, including
environmental temperature dependency at the walls, resulting in colder sides and density
gradients of the pot room wall§hismay affect the outlet tempeuases.

For all cases when using heat flux, high surface temperatures occuwr AFrko d el pr oved
surface temperatures but not as severe as the OF model. There is no information about the AF
model except the turbulence model. The OF model requires improvatitystand more

validation to be comparable with the AF modgbth models have highsurface temperatures

than the experimental measurements, which are classified. Based on previous research, Jones
and Launder suggestedBNk-U mo d e | u s i Inaja frenxfereed convestion. Bhey
predicted the flow within the viscousublayer adjacent to the walll6] Further, To and

Humprey developed a model claimed to be developed for free convd@@jrContinued,
Hanjalic and Vasic (1993) proved LRN(k i mpr oves the prediction o
later verified by Heindel (1994]39] [40] Based on these studies, Davidson and-SlhiePeng

(1999) used the LRN-K mo d e | and c ompamoedde |i tt owiptrhe dti hcet kt
boundary layer flow for natural convection flow in a tall cavity. Both models proved not able

to produce grid independency solutions within the boundary |gdjer.

A further investigation of the model close to the heated walls can be investigated by using
Large Eddy Simulations (LES.G. Barhagh{2007) prowed LES are valid close to the wall

with and without radiation. Radiation hearisferprovedto be aigh asl0% of the total heat

flux. Therefore, the radiatidmeat transfer i;ecommendetb be included in natural convection

flow for the model to be valid close to wal[$1] Dimensionless analysis dfusselt Number

and Rayleigh Number close to the wall, and compare it with literature to validate the heat
transfer close to the wal[ll2]

The temperature changes are withinrlI&, which almost correlates with the experiménta

data (1520K). Improvement of the convecting term in the momentum equation and the QUICK
scheme has proven promising resul&3] [4] Weerstegen and Malalasekara discuss the
stability of the schme and prove the stability with correct conditions. The scheme has also
proven to overshoot and undershoot the turbulent kinetic energy fothe kno d e | i n com
flow calculations[13] For the model case, the QUICK schemé improve the results closer

to the wall A recommendations to chang the geometry forthe outlet patch when
implementing the QUICK schemig7] [12]

Darcy's law can be applied to study the pues$oss and the concrete structure in the pot room.
The theoretical calculations will never correlate with the simulations due to the complexity of
the domain. For further work, including the porous zones will improve the correlations of the
model.

The mesh quality of the domain has patches where the aspect ratio and skewness are not within
the acceptable range, resulting in strange velocity and temperature profiles close to the pot wall.
Due to this observation, the energy is not leaving the bad quadith naffecting the local
environmental flow. The plume leaving the pofigure5-7 would probably be wider due to

the cold patch and poorly structured mesh, affecting the flow strudtiieepositive density
gradentclose to the plume causes recirculation and negative fl@gtdin in thenarrow vent
between théloor and the pot. The-kpsilon may not be able to handle the narrow vent due to
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rapid strain stress. Further investigation of the strain rate issegeto determine the flow

structure in the narrow vent by changingthe RNGk model . Conti nued, the
average y+ to be acceptable. However, minimum computed values are below 30, which may
disturb the flow. The y+ reduces when the sheasstclose to the wall increasébe expected

minimum value for y+ idelievedto be locatedn the narrowvents when analyzindeq 2-38.

For further work, confirming the location is essential to determine if the flow structtie

narrow vents is affected.

The refined mesh proved increased heat transfer close to the boundary, but the outlet
temperature increase is neglectafilbe results prove that refined mesh close to the heated
boundary layers will not affect the outletriperature, as confirmed by Manger.[34]

Comparing the OF and the AF is difficult because the information about the AF model is
limited. However, Knut and Prasanna (2016) proved OF predicts higher diffusive and turbulent
kinetic energy compared to AF. OF also required higher mesh quality. Due to the exploration
of badquality mesh, the results can be uncertd@ime AF model uses another mesh, which
includes wind. Therefore the OF model needs further development to be comparable

During the simulation for winter and summer, the theoretical validation proves the volumetric
flow rate neglectable to temperature chafgeordingto the result, the experimental data are
only dependent on the wind. The temperature differences feemeénd summer are not within

the theoretical model and have to be further investigated in a validated 3D model.

Whenthe wind is passing by the ventilator on top of the pot room, the increased velocity
decreases the pressure, based on Bernoulli's Pandipe pressure drop at the outlet of the
ventilator will elevate the level of the neutral pressure plane of the building and increase the
inlet velocity, resulting irnigher outlet velocity andigher emissions on a windy day. For later
work, wind needsa be included in the model to study #ffect on velocities in the pot room.

In the background of theesults and theiscussion, théocation ofthe HF monitor has to be
locatedin the middle of the ventilator wall and the footbridge, 18m above the grioor.
The footbridge and the small roof on top of the ventilator will obstruct the airffotlie
location of the probe is located at the footbridtiee measurements of the HF gas will be below
the actual emissionBear in mind, the modés not validated and may deviate.
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7 Conclusion

The thesis aimed to develop a physical model for natural convectiomuadlaasd large scale,
determine the flow structure at the outlet of the pot room, and validate against experimental
data and thé&F model.

Measurements from the top of the roof of the pot room were collected and analyzed by a
theoretical model and appravéy the 2D fullscale model to establish the local velocity and
temperature differences. By utilizing technical drawings of the pot room available by Hydro
Aluminium Karmgy, a 2D and 3D mesh of the pot room was creatéé.in

The simulation presents ampensource code called buoyantPimpleFoam based o®the
platform. A 2D small scale was created as the base model, with proven instabilities of the
Boussinesq approximation due to high surface temperatures. Another Equation of State was
required. Implemeimg an incompressible ideal gas for an unsteady state in the small scale
model and later in the fulicale 2D and 3D model. For modeling the effect of turbulence, the
buoyancy corrected standareegsilon and LRN models were employed. The standard k
epsilcn model proved to be unstable for the outlet patch with the unsteady flow, which the LRN
k-epsilon model stabilized due to the damping functions.

The simulations proved high surface temperatures for the small scale, 2D, and 2§z #ege
models The LRN kepsilon modeWasnot able to simulate the heat transfer close to the wall

with the given mesh. A further study of refined mesh on heated boundary layers proved
decreased surface temperature, concluding the outlet temperature is not dependent on heated
refined mesh boundary layers.

The OpenFOAM model correlates outlet temperatures with experimental data and the ANSYS
FLUENT model, while the outlet velocity proved wrong. The model is not fully developed due
to irregular thermophysical properties below tlu, @ndporous zones are not included for
concrete walls. A fully developed model will decrease the outlet velqgcitrggoving the
validation.

It isimpossible to compare OpenFOAM and ANSYS FLUENT models due to the two different
meshes antheunderdeelopedOpenFOAMmModel.

The location othe HF monitor isrecommended to Hecated in the middle between the wall
and footbridge18m above ground flooFhe roof on the ventilator and the footbridge
obstructs the air, and may cause lower measuremenisacedio actuaHF gasemissions.

7.1 Further work

Apply nonradiabatic wall conditions to render the heat loss through the walls
Implement porous zonés the modefor increased pressure loss in the model.
Further validation of the model

Fix the mesh wherdné skewness and aspect ratio are outside the acceptable range.
Elevatethe outlet patclm z-directionfor improved results

Improving the modelling close to the wall by includid§S and radiation.

= =4 -8 A4 48 -9
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