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Abstract 

Mountains are one of the most sensitive areas to climate change as they are biodiversity hotspots. 

One of the main problems in studying climate change for mountainous territories is the lack of 

meteorological data due to their inaccessibility. Currently, modelling is the most commonly used 

method for data scarcity, but it is still difficult to assess the effectiveness of models. Here, the 

Community Land Model 4.5 (CLM4.5) was used as a model for testing, with Mount Imingfjell in 

Southern Norway as the study object. The results of two experiments, the STANDARD and RCP4.5 

experiments, were analysed to determine how the simulated results resemble the measured energy 

and radiation budgets at Imingfjell and to predict possible future changes in their components under 

the RCP4.5 scenario, respectively. In the STANDARD experiment, model inputs were compared with 

weather parameters from the two meteorological stations closest to Imingfjell for the period of 2002-

2016, and model outputs were compared with measurements of the radiation and energy budgets 

for two types of vegetation (lichen and shrubs) from our research site at Imingfjell in summers  2018-

2019. In the RCP4.5 experiment, the radiation and energy budgets components were compared 

between three different time periods from 1850 to 2100. Analysis of the input data in the STANDARD 

experiment indicated that CLM4.5 underestimated the Imingfjell altitude by 3 times and gave 

plausible results of all input parameters, but not for the actual height. As for the output data, the 

simulated data was in most cases closer to the data of shrubs than lichens. The RCP4.5 experiment 

showed that only half of the fluxes (QH, QE, K↑, L↓ and L*) have changed from pre-industrial times 

to the present day, but most of them, except QE, QG, and L*, will change by the end of 21st century. 
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1 Introduction  

Mountains cover a significant territory of the globe (Körner et al. 2011, Körner et al. 2017). Depending 

on the definition of mountainous areas, mountains occupy 21-24% of the Earth’s terrestrial surface, 

based on the ruggedness criteria and elevation (>300 m above sea level) (Kapos et al. 2000, Meybeck 

et al. 2001, Tito et al. 2020), or around 12% of the land area outside Antarctica, based on the 

improved criteria with finer spatial resolution and local elevation range (Körner et al. 2011, Körner et 

al. 2017, Price et al. 2018, Tito et al. 2020). Therefore, mountain regions are important areas to study, 

especially regarding climate change (Körner et al. 2011; Körner et al. 2017; Tito et al. 2020). In this 

master’s thesis, I will evaluate microclimatic conditions at a mountain site in Southern Norway by 

analysing the results of climate model and comparing them to local measurements.  

1.1 Global climate change 

1.1.1 Observed changes 

The Earth's climate has always been changing due to natural external forcings such as solar, volcanic 

and orbital (Masson-Delmotte et al. 2013), but in recent decades a rapid warming is observed. Global 

temperature increased by 0.85°C (0.65 to 1.06°C) from 1880 to 2012 (Figure 1-1) (IPCC 2013).  

Besides temperature, other indicators of the changing global climate are Northern Hemisphere 

spring snow cover, sea ice, upper ocean heat content (heat absorbed by the ocean) and sea level. 

Northern snow cover decreased over the 1967-2012 period by 1.6% per decade in March and April 

(Figure 1-2a). Arctic summer sea ice extent declined at a rate of 3.5-4.1% per decade from 1979 to 

2012 (Figure 1-2b). Upper ocean heat content had an increase of 17 (15 to 19)x1022 J between 1971 

and 2010 (Figure 1-2c). Sea level rose by 1.7 (1.5 to 1.9) mm per year from 1901 to 2010 and by 3.2 

(2.8 to 3.6) mm per year from 1993 to 2010 (Figure 1-2d) (IPCC 2013). 

Such rapid changes in the global climate are mainly caused by man-made radiative impact from 

emissions of well-mixed greenhouse gases (CO2, CH4, N2O, and Halocarbons), as natural forcing only 

causes 0.05 (0.00 to 0.10) W m-2 of radiative forcing, and anthropogenic forcing has nearly doubled 

every 30 years since 1950 (Figure 1-3). The total anthropogenic emission from the mix of greenhouse 

gases (GHGs) is 3.00 (2.22 to 3.78) W m-2 from 1750 to 2011 (IPCC 2013). Although observed climate 

changes in the past were explained above, it is also important to know how the climate might change 

in the future.  
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Figure 1-1 (a) Observed global average combined land and ocean surface temperature, 1850-2012. 

Top panel: annual averages from three different datasets. Bottom panel: decadal average 

temperature, including shaded areas for uncertainties; (b) Observed surface temperature change 

between 1901 and 2012, obtained from temperature trends determined by linear regression from the 

dataset represented by the orange line in the top panel (a). Trends were calculated where data 

availability allows a robust estimate. The rest of the areas are white. The ‘•’ sign indicates where the 

trend is significant at the 10% level (IPCC 2013) 

 

Figure 1-2 Observed indicators of global climate change: (a) average snow cover in the Northern 

Hemisphere, March-April (spring); (b) July-August-September (summer) average sea ice in the 

Arctic; (c) change in global average heat content in the upper ocean (0-700 m); (d) global mean sea 

level. All datasets present annual values with coloured shading to indicate uncertainty (IPCC 2013) 
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Figure 1-3 Estimates of radiative forcing in 2011 relative to 1750 with aggregated uncertainties for 

the main drivers of climate change. Net forcing confidence levels: VL – very low, L – low, M – 

medium, H – high, VH – very high. Due to the episodic nature of volcano eruptions, volcanic forcing 

was not included  (IPCC 2013) 

1.1.2 Projected future climate change 

How climate will change in the future is predicted by models that use a set of anthropogenic forcing 

scenarios to simulate the changes. One type of scenario is the Representative Concentration Pathway 

(RCP), which depends on future trajectories of GHG concentrations. Four scenarios were introduced: 

RCP2.6 (low-emission scenario), RCP4.5, RCP6.0 (both medium-emission scenarios) and RCP8.5 (high-

emission scenario). All scenarios, except RCP2.6, show that the global average surface temperature 

change will exceed 1.5°C by the end of the 21st century, and RCP6.0 and RCP8.5 will likely exceed 2°C 

(Figure 1-4) (IPCC 2013). Changes in the global climate have been observed in the past and projected 

into the future, but similar patterns of climate warming also occur on a regional scale. 
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Figure 1-4 Change in global annual mean surface temperature relative to 1986-2005 for different 

RCPs, plotted from 1950 to 2100. Shaded areas used as a measure of uncertainty in the projections 

(IPCC 2013) 

1.2 Regional climate change - Scandinavia 

As for a regional climate change, we will focus on Scandinavia and its mountain areas (IPCC’s Alpine 

North sector), since the study object of this thesis is Mount Imingfjell located in Southern Norway. 

Both observed and projected future climate changes in Scandinavia are discussed below. 

1.2.1 Observed changes 

Scandinavia experiences the strongest warming in Europe, especially in winter (Kovats et al. 2014). 

Annual mean temperature rose by 0.30-0.40°C per decade from 1960 to 2012 in Scandinavia (Füssel 

et al. 2012). Annual precipitation increased to 70 mm per decade in Northern Europe (Kovats et al. 

2014). 

1.2.2 Projected climate change 

The greatest future warming in Europe is projected to continue over Scandinavia (Füssel et al. 2012). 

In 2071-2100 compared to 1971-2000, mean annual temperature for the Alpine North sector will 

increase by 3.0°C (1.9-3-9°C) for RCP4.5 and by 4.8°C (3.6-5.8°C) for RCP8.5. Due to this warming, the 

number of frost days per year will decrease by 42 (45 to 30) and by 75 (96 to 57) days per year for 

RCP4.5 and RCP8.5, respectively. Moreover, the length of the growing season will increase up to 35 

(22 to 38) days per season for RCP4.5, and up to 64 (46 to 84) days for RCP8.5 (Jacob et al. 2014, 

Kovats et al. 2014).  
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Climate changes have been observed and are projected to continue on every spatial scale from 

regional to global. However, from an ecological perspective some regions, such as mountains, may 

be more vulnerable to climate change due to high biodiversity in their territories. 

1.3 Mountains as biodiversity hotspots 

Climatic and non-climatic parameters change rapidly over mountainous regions due to high 

altitudinal variability (Körner 2007, Rapp and Silman 2012). This variability causes a variety of living 

conditions, which makes mountains hotspots of biodiversity (Myers et al. 2000, Körner et al. 2011, 

Körner et al. 2017, Rahbek et al. 2019, Tito et al. 2020). Thus, mountains are sensitive regions to 

climate warming, largely due to possible shifts in the distribution and abundance of species 

(Braunisch et al. 2014, Shah et al. 2015, Ishaq et al. 2016), especially in the Arctic and Alpine areas 

(like the Scandinavian mountains) since they are the most climate-sensitive regions (Duarte et al. 

2012, Kovats et al. 2014, Hock et al. 2019). For example, shrubs in response to climate warming are 

expanding into the Arctic and Alpine regions at the expense of lichens (Sturm et al. 2005, Elmendorf 

et al. 2012, Vowles and Björk 2019). Such “ Shrubification” could potentially lead to a reduction of 

the alpine landscape albedo since most lichens have a higher albedo than shrubs (they are lighter in 

colour) (Aartsma et al. 2020), amplifying the warming of these areas (Sturm et al. 2005, Vowles and 

Björk 2019). In addressing these questions about the effects of climate change in mountainous areas, 

mountain climatology is used. However, it was difficult to scale it down for studies on small 

atmospheric scales (microscale). 

1.4 Atmospheric scales for mountain studies 

Processes in the Earth's atmosphere occur on a wide range of various temporal and spatial scales. 

The time scale is determined by the typical lifetime of the processes, while the space scale is 

determined by their typical size (Oke 1987). A visual explanation of atmospheric scales is presented 

in Figure 1-5. The following atmospheric scales have been adopted (Oke 1987): 

Microscale 10-2 to 103 meters 

Local scale 102 to 5×104 meters 

Mesoscale 104 to 2×105 meters 

Macroscale 105 to 108 meters 

Mountain climatology in the last century has mainly focused on the meso- (104 to 2x105 m) and 

macroscales (105 to 108 m) (Oke 1987, Saunders 1990, Saunders and Bailey 1994). However, in 
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connection with the technological development in recent years, more and more studies of mountain 

areas are carried out on the microclimate scale (10-2 to 103 m) (Oke 1987, Hirata et al. 2020, Kopáček 

et al. 2020).  

 

Figure 1-5 Atmospheric scales of phenomena, mainly associated with movement, in the grid of their 

possible spatial and temporal boundaries. The horizontal axis shows the space scale of processes or 

their size, while the vertical axis describes the time scale or lifetime of the phenomenon. Both time 

and space scales increase from the lower-left to the upper-right corner. The lower-left corner shows 

processes of small-scale turbulence, for example, tiny eddies with a life span of a few seconds. In the 

right-upper corner, jet streams are located, such as giant wind waves that encircle the entire Earth 

and continue to circulate for several months. The hatched region represents the characteristic region 

of the boundary layer elements (Smagorinsky 1974, Oke 1987)  

1.5 Energy budget and radiation balance 

Even though mountain climatology is actively developing on the microscale, studies of thr complete 

energy and radiation budgets for mountain areas are rarely conducted, and most of them date back 

to the end of the last century (Müller 1985, Saunders 1990, Saunders and Bailey 1994). Researches 

on the energy budget and radiation balance are valuable for understanding how climate change 

occurs, as changes in their components indicate what causes the surface to heat up or cool down 

(Oke 1987, Farmer and Cook 2013).  
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As Oke (1987) described in detail, radiation is a form of energy generated by rapid fluctuations of 

electromagnetic fields and is transferred by photons (bundles that have the properties of both waves 

and particles). All bodies with temperatures above absolute zero (0 K = -273.2°C) emit radiation (they 

can also transmit, reflect and/or absorb energy), the amount of which depends on the body surface 

temperature. Consequently, the Sun emits much more energy than the Earth-Atmosphere (E-A) 

system, but they also differ in wavelength composition. The Sun’s peak wavelength is around 0.48 

µm (visible part of the electromagnetic spectrum), and wavelengths range from 0.15 µm (ultra-violet) 

to 3.0 µm (near-infrared). The E-A system has a peak wavelength of 10 µm with wavelengths 

extending from 3.0 to 100 µm (infrared). Hence from this, it was decided to call the radiation 

observed in 0.15-3.0 µm - shortwave radiation (K), and the radiation in the 3.0 to 100 µm range - 

longwave radiation (L). Both net shortwave (K*) and net longwave (L*) represent the difference 

between the radiation emanating from the Sun and the E-A system, respectively, which is called 

incoming radiation (K↓ – shortwave; L↓ – longwave radiation), and the radiation going back into 

outer space – outgoing radiation (K↑ – shortwave; L↑ – longwave radiation).  

Net shortwave radiation is (1-1) (Oke 1987) 

𝐾∗ = 𝐾 ↓ −𝐾 ↑,                                                                (1-1) 

where K* – net shortwave radiation, W m-2; K↓ – incoming shortwave radiation, W m-2; K↑ – 

outgoing shortwave radiation, W m-2.  

The energy that is coming from the Sun is considered constant (with small changes due to 

fluctuations in the solar cycle), so the pattern of incoming shortwave radiation (K↓) depends mainly 

on the azimuth (Ω)  and zenith (Z) angles of the Sun relative to the horizon. In addition, atmospheric 

dust content and water vapour/clouds are important for K↓, as they cause reflection and scattering. 

Outgoing shortwave radiation (K↑) is influenced by the amount of incident radiation (K↓) and the 

reflective ability of the surface or albedo (α). Albedo is also defined as (1-2) (Oke 1987) 

𝛼 =  
𝐾↑

𝐾↓
 .                                                                      (1-2) 

Albedo takes values from 0 to 1, with lighter surfaces having higher values (e.g., fresh snow – 

0.95), and darker surfaces having lower ones (e.g., dark, wet soil – 0.05) (Oke 1987).  

Net longwave radiation is equal to (1-3) (Oke 1987) 

𝐿∗ = 𝐿 ↓ −𝐿 ↑,                                                                 (1-3) 
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where L* – net longwave radiation, W m-2; L↓ – incoming longwave radiation, W m-2; L↑ – outgoing 

longwave radiation, W m-2. Outgoing longwave radiation (L↑) is constantly emitted from the Earth’s 

surface, but the heat loss into space is mostly blocked by the atmosphere. Atmospheric components, 

such as GHGs and clouds, can absorb outgoing longwave radiation and emit in all directions, including 

back to the surface (L↓). Effectively, GHGs thus “trap” radiative energy, causing the surface to heat 

up (Oke 1987).  

The radiation balance (1-4) is the sum of net shortwave and net longwave radiation, calculated 

as  (Oke 1987) 

𝑄∗ = 𝐾∗ + 𝐿∗ = 𝐾 ↓ −𝐾 ↑ +𝐿 ↓ −𝐿 ↑ ,                                          (1-4) 

where Q* is net all-wave radiation, W m-2. 

Besides the radiation from the Sun, Earth and the atmosphere, other contributors to the energy 

exchange are the heat fluxes towards or away from the surface, the so-called turbulent heat fluxes, 

i.e. the sensible and latent heat fluxes. The energy that resulted in the temperature change is called 

sensible heat (QH) and the energy, which is released or absorbed during the phase transitions of 

water, in practice at the surface mainly through evapotranspiration, is called latent heat (QE). At the 

local scale (Figure 1-5), another source of energy is the heat in or out of the ground/soil (QG). The 

sum of all heat fluxes makes up the energy budget equal to net all-wave radiation (Q*). The surface 

energy budget is shown in the formula (1-5) (Oke 1987). 

𝑄∗ = 𝑄𝐻 + 𝑄𝐸 + 𝑄𝐺,                                                              (1-5) 

where QH – sensible heat flux, W m-2; QE – latent heat flux, W m-2; QG – soil heat flux, W m-2. 

The ratio between the sensible heat flux (QH) and the latent heat flux  (QE) (1-6) is used to estimate 

the water available for evaporation and is called Bowen’s ratio (β) (Oke 1987): 

𝛽 =  
𝑄𝐻

𝑄𝐸
 .                                                                      (1-6) 

On the one hand, if QH is greater than QE  (β > 1), then the climate is probably warm and dry with 

limited moisture availability. On the other hand, if QE is greater than QH (β < 1), then the climate is 

likely to be cooler and more humid. Negative β values mean that fluxes move in different directions 

(QH – towards the surface, QE – away from the surface), which usually happens at night. Typically, 

Bowen ratio values of 0.1 are classified as tropical oceans; from 0.1 to 0.3 – tropical wet jungles; from 

0.4 to 0.8 – temperate forests and grassland; 2.0-6.0 – semi-arid areas; and β > 10.0 as deserts. 
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A visual representation of the fluxes involved in the radiation and energy budgets for an ‘ideal’ 

site (horizontal, homogeneous and extensive) both during the day (a) and at night (b) is shown in 

Figure 1-6. The energy budget and radiation balance of mountains are important in studying 

mountain climatology, but data on mountains are insufficient. 

 

 

Figure 1-6 The fluxes involved in the radiation balance and energy budget for an ‘ideal’ site during 

the day (a) and at night (b) (Oke 1987) 

1.6 Insufficient data for mountains 

Mountains are hardly accessible regions to research (Khalatov and Abdul’myanov 2013). Thus, it 

became problematic to obtain sufficient measurements, such as weather parameters and 

components of the radiation and energy budgets due to the shortage of meteorological stations at 

high altitudes (Burlando et al. 2002, Lur’e and Panov 2011). One of the modern solutions to this 

problem is mathematical models, which are increasingly used to restore gaps in meteorological data 

and to obtain such information for mountainous areas (Lang and Lombargo 2011). However, due to 

the lack of initial data for mountains, it is difficult to assess how accurate models results are in order 

to use them for climate change projections or other studies. This issue can be addressed by 

comparing these results from climate models with local microclimatological measurements obtained 

at mountain sites. Here, this approach was applied to a site in Southern Norway (Imingfjell). 



 

  

___ 

10 
 

1.7 Aims of the thesis 

The Community Land Model (CLM4.5), provided by the University of Oslo, was used in this research 

to verify the input and output precision and to assess the suitability of the model to study local climate 

conditions at Imingfjell. This model, in its previous versions, has been already tested for the accuracy 

of biogeophysical and biogeochemical parameters such as surface water and energy budgets (Kumar 

and Merwade 2011), plant photosynthesis (Wang et al. 2014), surface runoff and soil moisture (Du 

et al. 2016), leaf area index (Zhang et al. 2019), snow dynamics (Hu and Zhi-Peng 2019), but not for 

the energy fluxes for the Southern mountains in Norway. 

The main aim of this study is to test how well the Community Land Model 4.5 simulates the 

radiation and energy budgets for the mountain region (Imingfjell) in Southern Norway. More specific 

research questions include: 

1) To what extent is CLM4.5 capable of reproducing the energy and radiation budgets as well as 

weather parameters near Imingfjell, measured at nearby meteorological stations and at the 

USN study site? (daily timescale) 

2) What future changes in the energy and radiation budgets does the CLM4.5 model project for 

Imingfjell based on the RCP4.5 scenario? (monthly timescale) 

To answer these questions, the results of two experiments were used. Both performed with the 

CLM4.5 model and both provided results for the Imingfjell grid cell. The first experiment, hereafter 

referred to as the STANDARD experiment, was run at USN with daily output and covers the period 

from 1901 to 2016. From this STANDARD experiment, only the results from 1993-2016 were used to 

answer the 1st question. The second experiment, hereafter called the RCP4.5 experiment, was 

conducted by others within the Climate Model Intercomparison Project phase 5 (CMIP5) to obtain 

monthly output and covers the period 1850-2100. The RCP4.5 experiment was used to answer the 

2nd question.    

We did not use only the RCP4.5 experiment data for all analyses, even though it also includes the 

same years as in the STANDARD experiment, as we wanted to distinguish between the weather 

timescale (daily data from the STANDARD experiment ) and the climate timescale (monthly data for 

decadal (20-year) periods from the RCP4.5 experiment) to see how the CLM4.5 model performs at 

different timescales. In addition, no daily output was available for the RCP4.5 experiment, otherwise, 

we could have used it, and the STANDARD experiment does not include a future scenario forcing to 

be used for the global warming analysis. 
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2 Methods 

2.1 Study site 

The University of South-Eastern Norway uses a 2.5 x 0.2 km site on Mount Imingfjell (60°11’11.7"N 

8°34’45.2"E) at an altitude of 1191 meters in Southern Norway (Figure 2-1) to measure the 

microclimate of lichen and shrub vegetation in order to understand the differences between them. 

These measurements are part of the Peter Aartsma’s Ph.D. project and have been running since 2018 

(Aartsma et al. 2020). 

 

Figure 2-1 Location map showing Southern Norway with marked Mount Imingfjell modified from 

Vasiakina et al. (2020). The map was made in ArcMap using DEM from USGS (2020). The smaller 

map of Norway was made from the base map “National Geographic World Map” in ArcMap 

The main problems at the Imingfjell site are that measurements of radiation fluxes cannot be 

continuous and cannot be performed for all energy fluxes (i.e. the sensible heat and latent heat fluxes 

were not measured). Thus, the application of the CLM4.5 model in our case can verify the physical 

consistency of the measurements and can help to compare microclimatological responses between 

lichen- and shrub-dominated surfaces. On the other hand, measured datasets for radiation fluxes and 

the soil heat flux can also be used to check the accuracy of the model results. 
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2.2 The Community Land Model (CLM4.5) brief description 

The Community Land Model (CLM4.5) is a one-dimensional model that is the default land component 

for the Community Earth System Model version 1.2 (CESM1.2) (Oleson et al. 2013). A special feature 

of the CLM4.5 model is that it uses several weather parameters as input (see Section 2.3.1) to 

calculate local processes for a selected area. It can be used for the entire Earth’s surface or for a 

specific area of different scales, like for individual mountains or mountain ranges. A new version of 

the Community Land Model (CLM5) was released in 2018 with major updates mainly related to snow 

density, soil and plant hydrology, carbon and nitrogen cycling and coupling, river modelling and crop 

modelling (Lawrence et al. 2019). CLM4.5 can either be run in offline mode, receiving its input from 

an existing dataset (observed or modelled), or in coupled mode, interacting constantly with the 

Community Atmospheric Model (CAM, the atmospheric component in CESM) (Oleson et al. 2013).  

The CLM4.5 model can simulate various biogeochemical and biogeophysical (such as hydrological 

cycle and surface energy fluxes) processes (Figure 2-2). The model calculates these processes based 

on the balances of surface energy, water, and carbon. All formulas used in the model are detailed in 

its technical description by Oleson et al. (2013).  

 

Figure 2-2 Schematic representation of biogeochemical and biogeophysical processes simulated by 

the CLM4.5 model (Oleson et al. 2013) 

In the model, the Earth’s surface is divided into grid cells, which can consist of up to three subgrid 

levels (Figure 2-3). The single grid cell size is 1x1 degree latitude-longitude (Oleson et al. 2013). 
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Figure 2-3 CLM4.5 subgrid hierarchy diagram (Oleson et al. 2013) 

The first subgrid level is called the land unit and is designed to reflect the spatial diversity of 

subgrid heterogeneity. The land unit can be represented as a crop, glacier, lake, vegetated and/or 

urban (Oleson et al. 2013).  

Then, the first subgrid unit can be further divided into soil/snow columns, which is the second 

subgrid level. It was designed to identify potential variability in different soil and snow states. The 

column can have up to fifteen layers of soil and a maximum of five layers of snow. The crop land unit 

can be divided into irrigated and non-irrigated columns; the urban land unit – into five columns such 

as pervious and impervious canyon floor, sunlit walls and shaded walls, and roof. Lake, glacier, and 

vegetated land units are each represented as a single column (Oleson et al. 2013). 

The third and final subgrid level is the plant functional types (PFT) level, including bare ground. 

The PFT level is designed to capture biogeochemical and biogeophysical differences between broad 

categories of plants. For the vegetated land unit, a single column can have up to 16 possible PFTs 

(Table 2-1), depending on structure and physiology. For the crop land unit, each column can have 

several different crop types. All incoming and outgoing fluxes are defined at this level (Oleson et al. 

2013).  
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Table 2-1 Plant functional types in CLM4.5 (Oleson et al. 2013) 

№ Plant functional type Acronym 

1 Needleleaf evergreen tree – temperate NET Temperate 

2 Needleleaf evergreen tree – boreal NET Boreal 

3 Needleleaf deciduous tree – boreal NDT Boreal 

4 Broadleaf evergreen tree – tropical BET Tropical 

5 Broadleaf evergreen tree – temperate BET Temperate 

6 Broadleaf deciduous tree – tropical BDT Tropical 

7 Broadleaf deciduous tree – temperate BDT Temperate 

8 Broadleaf deciduous tree – boreal BDT Boreal 

9 Broadleaf evergreen shrub – temperate BES Temperate 

10 Broadleaf deciduous shrub – temperate BDS Temperate 

11 Broadleaf deciduous shrub – boreal BDS Boreal 

12 C3 arctic grass – 

13 C3 grass – 

14 C4 grass – 

15 1C3 Unmanaged Rainfed Crop Crop R 

16 C3 Unmanaged Irrigated Crop Crop I 

1 Only used if irrigation is active 

For a complete and more detailed description of the CLM4.5 model and its components, see its 

technical description by Oleson et al. (2013). 

2.3 STANDARD experiment vs observed data (daily data) 

In our research, we focus on the block simulating biogeophysical processes (Figure 2-2), or, more 

precisely, surface energy fluxes since we are interested in the radiation and energy budgets 

components.  

A single grid cell containing the Imingfjell area was used for the STANDARD experiment. The grid 

cell had the first subgrid level as the vegetated land unit with the following PFTs in the third subgrid 

level: needleleaf deciduous tree – boreal (30% of the Imingfjell grid cell), broadleaf evergreen shrub  

– temperate (1%), C3 arctic grass (34%) and C3 grass (35%). In reality, the vegetation of the Imingfjell 

research site is represented by lichen, shrubs, and some grasses, but without trees (Sundstøl and 
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Odland, 2017). The STANDARD experiment was run in offline mode where the PFTs were fixed, so the 

actual vegetation differed from the percentages plugged into the model. In the STANDARD 

experiment, the model was run for the grid cell representing Imingfjell for the entire 20th century and 

beyond, until 2016, and used simulated input data to produce output data. 

2.3.1 Input data for the STANDARD experiment  

As the input, CLM4.5 uses weather parameters such as temperature, K (abbreviation in the model –  

TBOT);  specific humidity, kg kg-1 (SHUM); wind speed, m s-1 (WIND); surface pressure, Pa (PSRF); total 

precipitation, mm H20 sec-1 (PRECTmms); and total incident radiation, W m-2 (FSDS). The model can 

derive these parameters either from the CAM atmospheric model in coupled mode or through an 

existing dataset in offline mode (Oleson et al. 2013). For the STANDARD experiment, CLM4.5 was run 

for the grid cell of Imingfjell with daily output in offline mode, using the input from the CAM model 

that was part of the CESM simulation, which was done by others. The STANDARD experiment had 4 

values each day as the input from 1901-2016, but our analysis only used data from 2002 to 2016. 

A comparison was made with field data to test how well the model determines weather 

parameters for its input data (as a part of the 1st research question). The data from the two 

meteorological stations closest to Imingfjell with the longest available observation periods were 

taken as field data. Weather data (to be used for comparison) was taken from the Norwegian 

Meteorological Institute database called eKlima (2019). The first station, located 26 km from 

Imingfjell at an altitude of 798 meters, was ‘Dagali Lufthavn’. The second station (870 meters), located 

32 km from our study site, was ‘Tunhovd’. The description of meteorological stations is presented in 

Table 2-2. 

Tale 2-2 Description of the ‘Dagali Lufthavn’ and ‘Tunhovd’ stations from eKlima (2019) 

Stnr Name 
Operates 

from 

Operates 

until 

Altitude, 

m 

Latitude, 

N 

Longitude, 

E 
Municipality County 

29600 Tunhovd Jul 1895 TD1 870 60.4629 8.7511 
Nore Og 

Uvdal 
Viken 

29720 
Dagali 

Lufthavn 

Nov 

2001 
TD1 798 60.4188 8.5263 Hol Viken 

1TD – to date 

Despite that the ‘Tunhovd’ station has been running since 1895, of all the parameters we need, 

it has only precipitation observations. 'Dagali Lufthavn' began its observations at the end of 2001 and 
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has data on temperature (°C), surface air pressure (hPa), wind speed (m s-1) and specific humidity (g 

kg-1).  The period of 15 years (from 2002 to 2016) was chosen for the input data comparison since 

this was the longest joint period between stations and the model. Mean monthly values were 

calculated over the selected period for the model inputs and station data. For some months, the 

station datasets had gaps or no data, therefore, mean monthly values were calculated for a different 

number of years (from 9 to 15 years). Annexes 1 – 5 show tables with monthly averages and the 

number of available years used to calculate them. 

No data on total incident radiation (W m-2 ) was available from the stations. However, we used an 

alternative such as solar radiation at the top of the atmosphere for the comparison instead. This 

radiation is considered approximately constant from year to year for the same territory, so only one 

year of data is required for the comparison. The solar flux for Imingfjell for each day of the year was 

calculated using the formula 2-1 (Rose 2019): 

𝑄 = 𝑆0 (
𝑑

𝑑
)

2

cos 𝜃𝑠 ,                                                             (2-1) 

where S0 is the solar constant (1366 W m-2); d  ̅ is the mean Earth-Sun distance equal to 1.0, in 

astronomical units; d is the Earth-Sun distance for Day of the Year expressed in astronomical units 

(values taken from USGS, 2019); θS is the zenith angle equal to (2-2): 

𝜃𝑠 = 90𝑜 − 𝑆𝑢𝑛 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑜,                                                     (2-2) 

where Sun Positiono obtained from SunEarthTools (2019) for the Imingfjell area.  

The earliest available year (2010) from SunEarthTools for Imingfjell was chosen to calculate the 

solar flux and compare it with the simulated total incident radiation. 2016 was also calculated using 

formula 2-2 to check if the solar flux is constant throughout the years for Imingfjell. 

The grid cell height was not readily provided by CLM4.5, so we used the barometric formula (2-

3) to calculate it as the elevation above sea level (Svirin 2019): 

𝑃 = 𝑃𝑜 exp (−
𝑀𝑔

𝑅𝑇
ℎ),                                              (2-3) 

where P is the air pressure in kPa; P0 is the average sea level pressure (101.325 kPa); M is the molar 

mass of Earth’s air equal to 0.02896 kg mol-1; g is the gravitational acceleration equal to 9.807 m s-2; 

h is the altitude above sea level in meters; R is the universal gas constant (8.3143 N m mol-1 K-1); and 

T is the standard temperature (288.15 K). 
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2.3.2 Output data for the STANDARD experiment  

The model produces a huge number of different parameters as the output data (in the STANDARD 

experiment there were 428 daily and 38 two-days values). Nevertheless, this thesis focuses on energy 

and radiation fluxes. Net shortwave and net all-wave radiation were not presented in the model 

output, so these fluxes were derived from the radiation budget. The modelled incoming (abbreviation 

in the model – FSDS) and outgoing shortwave radiation (FSR) were used to calculate net shortwave 

radiation using formula (1-1) from Section 1.5. Net longwave radiation was present in the model 

output (FIRA). However, it was also verified by the same method (Equation 1-2) as net shortwave 

radiation, using modelled incoming (FLDS) and outgoing (FIRE) longwave radiation. Energy budget 

components such as the sensible heat flux (FSH), the latent heat flux (EFLX_LH_TOT), and the soil 

heat flux (FGR) were also extracted from the model. Net all-wave radiation was both calculated from 

the radiation budget (Equation 1-3) and the energy balance (Equation 1-4) to check whether these 

values coincide as they should. The daily output data from the model was available from 1901 to 

2014, but only the modern period (1990-2014) was used in the STANDARD experiment. 

The accuracy of the output data was analysed by the comparison with field data obtained by Ph.D. 

student Peter Aartsma at the Imingfjell site (under the 1st research question). Measurements were 

made for two types of vegetation (lichen and shrub) to capture their theorized differences in energy 

fluxes. All components of the radiation balance, the soil heat flux and some other weather 

parameters were measured, except for the sensible heat flux and the latent heat flux. The data was 

collected over several days during two summers – 2018 and 2019. In total, there were 44 days with 

field data (Vasiakina et al. 2020). 

Summer temperatures from the ‘Dagali Lufthavn’ station were taken to analyse temperature 

trends over the observed period. Summers of 2018 (summer mean temperature was 12.5°C) and 

2019 (summer mean temperature was 11.5°C) were abnormally warm, as their average summer 

temperature was 1-2°C higher than the average long-term summer temperature (10.7°C). 

Nevertheless, the mean daily temperature varied greatly during these two summers: from 5.1°C to 

18.2°C for 2018, and from 9.4°C to 18.7 °C for 2019.  

On the observation side, field data from Imingfjell consists of only 44 days over two years – 2018 

and 2019. While from the modelling side, we have CLM4.5 values for many years, but not including 

2018 and 2019. Also, the CLM4.5 input in the STANDARD experiment was received from CAM in 

offline mode, so the weather in the model was fixed and cannot be expected to be similar to reality. 

Therefore, we created datasets using 44 observation days, which represent “average” conditions that 
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can be meaningfully compared with the model. Three different “average” conditions were chosen: 

“cold“, “normal” and “extremely warm”, based on temperatures. 44 observation days were classified 

in one of these three groups, creating three so-called composites. Next, three summers were selected 

from the model output that represents these three different temperature regimes.  

The limits of temperature regimes were chosen arbitrarily, but so that each one had at least 10 

days of data. Observation days with daily temperatures of more than 16°C, were united into an 

“extremely warm” regime. 13 out of 44 days were categorized as “extremely warm”. The second 

regime with daily summer temperatures between 12-16°C was called the “normal”. The “normal” 

regime consisted of 19 days. The last one was called the “cold” regime for temperatures below 12°C. 

Of the total 44 days, 12 days were used for the “cold” regime. The temperature regimes were 

redefined since Vasiakina et al. (2020). 

The modelled modern 25-year period (1990-2014) was analysed to find years with similar 

summer temperature conditions for each period (“cold”, “normal”, “extremely warm”). 2006 was 

chosen for the comparison with the “extremely warm” regime, as it was the warmest year available 

in the model with an average summer temperature of 14.99°C. The modelled long-term average 

summer temperature for the modern period was 12.92°C, so 2011 was chosen with the closest 

summer average (12.93 °C) for the “normal” regime analysis. The coldest year in the model (1993) 

with a summer temperature of 10.48°C, was used for the “cold” regime (Vasiakina et al. 2020). As a 

result, the modelled dataset consisted of data from three different simulated years that differ in 

temperature regimes. In some cases, observations were made on the same dates every year, so the 

modelled dataset consisted of fewer days (37 days) than the observed one (44 days).  

Means, standard deviation and coefficient of variance for the fluxes from the energy and radiation 

budgets were calculated for each temperature period for the modelled dataset and for the two 

observed datasets – lichens and shrubs.  

2.4 RCP4.5 experiment (monthly data) 

For the analysis of past and future climate changes for Imingfjell (i.e. 2nd research question), the data 

from one of the Climate Model Intercomparison Project phase 5 (CMIP5) experiments were used 

(Taylor et al. 2012). CMIP5 consists of long-term (century time scale) and near-term (10-30 years) 

climate model experiments carried out by the World Climate Research Programme’s (WCRP) Working 

Group on Coupled Modelling (WGCM), Integration and Modelling of the Earth System (AIMES) project 

and the International Geosphere-Biosphere Programme’s (IGBP) Analysis (Taylor et al. 2012).  
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The RCP4.5 experiment was selected from CMIP5 for our climate change study at Imingfjell. Given 

the current trend in GHG concentrations, RCP4.5 can be considered the most likely future climate 

scenario (see Section 1.1.2), in which radiative forcing is simulated to reach 4.5 W m-2 in 2100 

compared to pre-industrial conditions. The RCP4.5 experiment consists of two periods based on the 

changes in forcing over the time series from 1850 to 2100 (Figure 2-4): the so-called Historical 

experiment and the Non-historical experiment. The Historical experiment (1850-2005) is an 

evaluation of the past climate with forcing changes partly based on what actually happened. 

Meanwhile, the Non-historical experiment (2006-2100) is based on the future RCP4.5 scenario rather 

than on observed data (Taylor et al. 2011).  

Compared to the STANDARD experiment, the same CLM4.5 version, the same spatial resolution 

(1x1 latitude-longitude), and the same grid cell were chosen for the RCP4.5 experiment. The RCP4.5 

experiment was run with CESM in fully coupled mode, so CLM4.5 received its updated input from the 

CAM model. For the output data, fluxes from the radiation balance and energy budget were selected 

as in Section 2.3.2. Mean monthly summer temperature (TSA) and precipitation (PRECT) were also 

taken from the RCP4.5 experiment to compare the dependence of these fluxes on changes in 

temperature and precipitation. 

Since in the STANDARD experiment the analysis was carried out only for the summer period, it 

was decided to use the same time frame for this experiment (i.e. summer). 

For a more accurate study of climate change (the 2nd research question), the period from 1850 

to 2100 was divided into three time periods (the “past”, the “present”, and the “future”) of 20 years. 

The “past” period from 1850 to 1869 was taken from the Historical experiment as the pre-industrial 

control climate for our region. The “present” and the “future” periods were taken from the RCP4.5 

Non-historical experiment. For the “present” period, data from 2006-2025 were selected for the 

analysis, as this was the earliest possible 20-year period in the Non-Historical experiment. The 2081-

2100 period was chosen as the “future” period since it was the latest available period and the 

radiative forcing is projected to reach 4.5 W m-2 by the end of it (2100).  

Means, standard deviation, coefficient of variation and Bowen’s ratio were calculated for each 

20-year period. Comparisons of the “past” with the “present” and the “present” with the “future” 

were made to see how energy and radiation fluxes changed over time and what could be the reasons 

for his – natural and/or anthropogenic forcings.  
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Figure 2-4 Annual mean temperature (°C) as a time series from 1850 to 2100 for the Imingfjell grid 

cell from the RCP4.5 experiment (Taylor et al. 2011, 2012) 

2.5 T-test 

Statistical tests of the data from the STANDARD experiment and the RCP4.5 experiment, such as two 

sample t-tests, were performed to see if there were any significant differences between the datasets 

in each experiment. For the STANDARD experiment, we compared the modelled results with fluxes 

from both lichens and shrubs. For the RCP4.5 experiment, the “past” with the “present” and the 

“present” with the “future” were tested. Two sample t-test compares the means and 

variance/distributions of each energy and radiation flux between two datasets by comparing a t-value 

from the Student’s t-distribution with a t-value calculated by (2-4) (Schluter and Whitlock 2015): 

𝑡 =
𝑌1−𝑌2

𝑆𝐸
𝑌1−𝑌2

,                                                                     (2-4) 

where Ῡ1 and Ῡ2 are mean values of the first and second datasets, respectively. SEῩ1- Ῡ2 is the standard 

error of difference in means, calculated through (2-5) (Schluter and Whitlock 2015): 

𝑆𝐸𝑌1−𝑌2
= √

𝑠𝑝
2

𝑛1
+

𝑠𝑝
2

𝑛2
,                                                              (2-5) 

where n1 is a sample size of the first dataset; n2 is a sample size of the second dataset; s2
p is a pooled 

variance, calculated by (2-6) (Schluter and Whitlock 2015):  
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𝑠𝑝
2 =

𝑑𝑓1𝑠1
2+𝑑𝑓2𝑠2

2

𝑑𝑓1+𝑑𝑓2
,                                                                 (2-6) 

where df1 and df2 are degrees of freedom (2-7) for the first and second datasets, respectively, 

calculated as (Schluter and Whitlock 2015) 

𝑑𝑓1 = 𝑛1 − 1; 𝑑𝑓2 = 𝑛2 − 1.                                                  (2-7) 

For the STANDARD experiment, we compared the observed and modelled fluxes between 

different temperature regimes, so the sample size (n) for the “extremely warm” period was 13 days, 

for the “normal” – 19 days and for the “cold”– 12 days. All RCP4.5 datasets have the same sample 

size of 20 years.  

In order to find out which tabular t-value from the Student’s t-distribution (Schluter and Whitlock 

2015) is necessary for a comparison with the calculated t-value (2-4), the formula (2-8) was used, 

depending on degrees of freedom: 

𝑑𝑓 = 𝑑𝑓1 + 𝑑𝑓2 = 𝑛1 + 𝑛2 − 2.                                                (2-8) 

Using the obtained df-values from (2-8), the tabulated t-value for the “extremely warm” period 

was 2.06 with df=24, for the “normal” period – 2.03 (df=36) and for the “cold” period – 2.03 (df=22). 

The tabulated t-value for the RCP4.5 experiment was 2.02 with df=38. 

Our null (2-9) and alternative (2-10) hypotheses were: 

𝐻0: No difference between datasets,                                             (2-9) 

𝐻𝐴: Datasets differ from each other .                                         (2-10) 

A 95%-significance level was used for all t-values from the Student's t-distribution. If the 

calculated t-value (2-4) is less than the t-value from Student’s t-distribution (Schluter and Whitlock 

2015), then we do not reject the null hypothesis (2-9). Therefore, these data are insufficient to speak 

of a statistically significant difference between the datasets. In this case, we consider that CLM4.5 

managed to successfully model similar datasets. However, if a calculated t-value (2-4) is greater than 

a t-value from the Student’s t-distribution (Schluter and Whitlock 2015), then we reject the null 

hypothesis (2-9), which means that the selected datasets differ from each other. Hence, in this case, 

we consider that the model was unable to accurately simulate the data. 
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3 Results 

3.1 Comparison of input data from the STANDARD experiment with 
observations  

We compared the CLM4.5 input data, produced by the atmospheric model CAM in offline mode, with 

observations to contribute to the answer of the 1st research question about how well the CLM4.5  

resembles measurements near Imingfjell. To understand the output of CLM4.5, it is important to first 

analyse the received input. The compared results consist of combined modelled input and observed 

datasets for temperature (°C), specific humidity (g kg-1), wind speed (m s-1), air pressure (hPa), total 

precipitation (mm) and solar radiation (W m-2). 

3.1.1 Temperature 

A comparison of the modelled mean monthly temperature with observations from ‘Dagali Lufthavn’ 

revealed that the CAM model simulated warmer conditions in all months (Figure 3-1). The largest 

difference between modelled and observed values was registered in December, when the model was 

3.62°C warmer. On the other hand, in mid-summer the difference was much smaller: in July, the 

model was warmer by 1.65°C (see Annex 1). All modelled temperature values fell within the range 

possible at ‘Dagali Lufthavn’. 

 

Figure 3-1 Observed data from the ‘Dagali Lufthavn’ station (in blue) with its range of  values (from 

minimum to maximum) and modelled data from the STANDARD experiment (in red) for mean 

monthly temperatures calculated over 2002-2016 period 
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Generally, both datasets showed the standard response for the Northern Hemisphere 

temperature trend throughout the year – with the lowest temperatures during the colder months 

(November-March) and peak temperatures in mid-summer (Herman et al. 2010).  

3.1.2 Specific humidity 

When comparing the simulated and observed specific humidity (Figure 3-2), there was no general 

pattern in differences between the datasets. The model results for specific humidity appeared to be 

slightly higher than those observed for most of the year (April till August, November, December), with 

the largest difference in August of 0.36 g kg-1. In the remaining months, specific humidity at Imingfjell 

was lower than at ‘Dagali Lufthavn’ with the maximum difference between datasets of 0.16 g kg-1 

(Annex 2). The modelled specific humidity fell within the observed range. 

 

Figure 3-2 Observed data from the ‘Dagali Lufthavn’ station (in blue) with its range of values (from  

minimum to maximum) and modelled data from the STANDARD experiment (in red) for mean 

monthly specific humidity calculated over 2002-2016 period 

Both datasets showed a similar trend throughout the year: a maximum specific humidity in the 

summer months with minimal values in winter.  
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3.1.3 Wind speed 

As shown in Figure 3-3, the simulated wind speed values were higher than those observed for all 

months. The largest difference in values between datasets occurred in the winter months - up to 3.42 

m s-1. In the summer months, the difference decreased to around 1 m s-1 (see Annex 3). Despite the 

overestimation of the simulated average wind speeds, they did not exceed maximal possible 

observed values of the meteorological station. 

 

Figure 3-3 Observed data from the ‘Dagali Lufthavn’ station (in blue) with its range of  values (from  

minimum to maximum) and modelled data from the STANDARD experiment (in red) for mean 

monthly wind speed calculated over 2002-2016 period  

The observed monthly mean wind speed did not change much during the year, remaining at 

about 2 m s-1. The modelled wind values had a noticeable pattern throughout the year: the wind 

speed decreased from January to a minimum in July, after which it began to increase. 

3.1.4 Air pressure 

Based on Figure 3-4, the simulated air pressure values were always higher than the observed. The 

largest difference between the datasets was observed in January and April – 46 hPa, while the 

smallest in July and August – 45 hPa. In all other months, the difference between datasets was 

approximately the same – around 44 hPa (see Annex 4). The simulated air pressure values never fell 

within the range of possible values from the ‘Dagali Lufthavn’ station and always exceeded them. 
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Figure 3-4 Observed data from the ‘Dagali Lufthavn’ station (in blue) with its range of values (from  

minimum to maximum) and modelled data from the STANDARD experiment (in red) for mean 

monthly air pressure calculated over 2002-2016 period  

For both datasets, air pressure remained virtually unchanged between months. Although, a slight 

increase in air pressure for both datasets was observed in the warmer months from April to 

September. 

3.1.5 Total precipitation 

The modelled mean monthly total precipitation was lower than the observed values at the ‘Tunhovd’ 

station throughout the year, except for October (Figure 3-5). The largest difference between 

precipitation datasets occurred in the summer months – the ‘Tunhovd’ values were about 30 mm 

higher than the CAM ones. The smallest difference of 2 mm was observed in October (Annex 5). The 

simulated precipitation fell within the range of possible values for ‘Tunhovd’.  
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Figure 3-5 Observed data from the ‘Tunhovd’ station (in blue) with its range of values (from  

minimum to maximum) and modelled data from the STANDARD experiment (in red) for mean 

monthly total precipitation calculated over 2002-2016 period. Values for modelled data in June and 

December were calculated over 14 years. 

Both datasets followed the similar trend – more precipitation in the summer months, less 

precipitation in February-April.  

3.1.6 Solar radiation 

The measured incident solar radiation was not available, so the input radiation was compared to the 

potential radiation. Figure 3-6 shows the modelled total incident solar radiation and potential 

radiation in the Imingfjell area. Maximal daily values of the Sun position were used in formulas 2-1 – 

2-2 (see 2.3.1 Section) to plot the potential radiation. 

As expected, the total incident radiation from the model was always far below the potential 

radiation since maximum values were used for its calculation. Due to the sharp fluctuations in the 

simulated radiation, the distinctions between the datasets were not constant throughout the year. 

The greatest differences were observed during warm season and reached up to 700 W m-2 in May, 

while the smallest difference was around 110 W m-2 in December (cold season). 
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Figure 3-6 Potential radiation for Imingfjell (in yellow and blue) and modelled radiation from the 

STANDARD experiment (in red). Potential radiation does not change much from year to year, so the 

lines of the graphs for 2010 and 2016 coincide, making it difficult to see the data for 2016 

The potential radiation for the studied area has been constant throughout the years (the lines of 

the radiation graphs for 2010 and 2016 coincide). The graph of the potential radiation was smooth, 

while the graph of the modelled radiation had significant fluctuations.  

3.2 Comparison of output data from the STANDARD experiment with 
observations 

In the STANDARD experiment, the model output and the 2018-2019 observations from Imingfjell of 

incoming shortwave (K↓), outgoing shortwave (K↑), shortwave net (K*), incoming longwave (L↓), 

outgoing longwave (L↑), longwave net (L*), and net all-wave (Q*) radiation were used to plot the 

radiation budget. Outgoing radiation values (K↑ and L↑) were plotted as negative to show the 

direction of fluxes relative to the surface (axis ‘0’ in the graphs). The radiation budgets from the 

STANDARD experiment, as well as lichen and shrub observations for three temperature regimes are 

presented in Figure 3-7 – Figure 3-15.  

Mean values and their range from minimum and maximum for each component of the radiation 

and energy balances for all datasets, except the latent and sensible heat fluxes were plotted only for 

modelled data, are presented in Annexes 6 – 25. 

All three datasets showed a similar pattern for the radiation fluxes in relation to temperature 

(interdependent changes): lower temperatures (“cold” regime) coincided with lower values of the 

radiation budget components, and higher temperatures (“extremely warm” regime) – with higher 

values. 
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Since no observed data for the sensible and latent heat fluxes were available, it was impossible 

to conduct a comparative analysis between the energy balance components from the model and 

lichen/shrub datasets. Only simulated energy balances are shown in Annexes 26 – 28. 

3.2.1 “Extremely warm” regime 

The radiation budget and its components for the model, lichens, and shrubs during the “extremely 

warm” regime are presented in Figures 3-7 – 3-9, respectively. 

 

Figure 3-7 Mean values for the modelled radiation budget (the STANDARD experiment data) over 

the “extremely warm” period with an albedo value of 0.19 

 

Figure 3-8 Mean values for the observed radiation budget (Lichen data) over the “extremely warm” 

period with an albedo value of 0.25 
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Figure 3-9 Mean values for the observed radiation budget (Shrub data) over the “extremely warm” 

period with an albedo value of 0.15 

From the plots above, the closest resemble in the "extremely warm" regime was between the 

model and shrub datasets. The differences in the mean values of K↑, K*, L↓, L↑, L* and Q*  between 

the model/shrub were up to 10 times smaller than between the model/lichen. Only for K↓, the 

difference in means was smaller between the model/lichen data (see Annex 29). 

The values of standard deviation varied greatly between datasets and fluxes. However, the 

standard deviation for the modelled data was lower (with the exception of L↑) than for the observed 

data for K↑, K↓, K*, L* and Q*. For L↓, the standard deviation was almost the same for all datasets 

(around 16.7). The coefficients of variation for the observed datasets (lichen and shrubs) differed 

little from each other. Therefore, the difference between the coefficients of variation for the 

modelled dataset was the same for lichens and shrubs. The modelled dataset had lower coefficients 

of variation for K↓, K↑, K*, L*, Q*, and slightly different coefficients of variation for L↓ and L↑ 

compared with the observed datasets. 

3.2.2 “Normal” regime 

The radiation budgets during the “normal” regime for the modelled and observed data are presented 

in Figures 3-10 – 3-12. 
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Figure 3-10 Mean values for the modelled radiation budget (the STANDARD experiment data) over 

the “normal” period with an albedo value of 0.19 

 

Figure 3-11 Mean values for the observed radiation budget (Lichen data) over the “normal” period 

with an albedo value of 0.27 
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Figure 3-12 Mean values for the observed radiation budget (Shrub data) over the “normal” period 

with an albedo value of 0.14 

Modelled dataset averages were still closer to shrubs than lichens, but not for all fluxes (only for 

K↑, L↑, L* and Q*). The modelled K* and L↓ closely resembled lichen data in the “normal”  

temperature regime. For K↓, the differences between the model and the two types of observations 

were the same (see Annex 30). 

The standard deviations for the simulated dataset were significantly less than for both observed 

datasets for each component of the radiation balance. The coefficients of variation for modelled data 

were twice or much lower than those of lichens and shrubs for all the radiation budget components, 

except for L↑. 

3.2.3 “Cold” regime 

The radiation budgets calculated over “cold” regimes for datasets from the model and observations 

(lichens and shrubs) are presented in Figures 3-13 – 3-15. 
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Figure 3-13 Mean values for the modelled radiation budget (the STANDARD experiment data) over 

the “cold” period with an albedo value of 0.19 

 

Figure 3-14 Mean values for the observed radiation budget (Lichen data) over the “cold” period 

with an albedo value of 0.29 
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Figure 3-15 Mean values for the observed radiation budget (Shrub data) over the “cold” period with 

an albedo value of 0.15 

In the “cold” regime, the model began to resemble fluxes from the lichen dataset more than from 

the shrub one (in contrast to other temperature regimes where the model data were closer to the 

shrub data). However, the modelled net shortwave and net all-wave radiation were still closer to the 

shrub dataset (Annex 31).  

The standard deviations for the model remained the same as in the “normal” regime: smaller in 

observed ones for all components of the radiation balance. The coefficients of variation for L↑ were 

the same for all datasets. For all other fluxes, the coefficients of variation for the modelled data were 

much lower than for the observed data (as in the “normal” regime). 

3.2.4 T-test 

Comparing statistical characteristics can help us understand in general what data the model provides.  

But beyond that, a number of t-tests were conducted to more accurately evaluate CLM4.5 and to 

determine for which component of the radiation balance, temperature regime, and vegetation type 

the model gives the closest results.  

Table 3-1 provides t-values for all components of the radiation budget and the soil heat flux 

between the model and observed lichen and shrub datasets calculated for each temperature regime. 

None of the t-values were calculated for the latent and sensible heat fluxes, since there is no observed 

data available for testing. 

If a table cell is blue, it means a calculated t-value is less than a t-value from the Student’s 

distribution, and the null hypothesis is not rejected (i.e., there is no statistically significant difference 
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between the datasets at the 95% level). If a table cell is red, then a t-calculated is greater than a t-

tabulated, and the null hypothesis is rejected (i.e., the datasets are statistically significantly different). 

Table 3-1 Calculated t-values for t-tests between the model (m), lichen (l) and shrub (s) datasets 

(blue cells mean that the null hypothesis is not rejected and red cells – the null hypothesis is 

rejected) 

Temperature 
regime/ttabular 

Datasets QG K↓ K↑ K*1 L↓ L↑ L*1 Q*1 

warm/2,06 
m/l2 1,98 0,24 3,78 1,65 0,63 2,99 2,53 4,37 

m/s3 1,75 0,28 4,11 0,48 0,60 1,50 1,53 0,37 

normal/2,03 
m/l 0,10 0,42 4,18 0,88 1,21 4,92 1,58 2,78 

m/s 1,33 0,42 3,26 1,09 1,28 3,48 0,60 1,32 

cold/2,07 
m/l 0,48 1,90 1,52 3,23 2,28 0,09 2,09 3,54 

m/s 0,77 1,95 3,91 1,56 2,22 1,65 2,82 0,69 
1t-values were obtained for the calculated data sets, not observed 
2m/l – t-value between modelled and lichen datasets 
3m/s – t-value between modelled and shrub datasets 

3.3 RCP4.5 experiment 

We analysed the RCP4.5 experiment results to answer the 2nd research question, namely how the 

energy and radiation budgets for Imingfjell will change in the future if we follow the RCP4.5 scenario. 

Thus, similarly to the graphs from Sections 3.2.1 – 3.2.3 and from Annexes 26 – 28, the radiation and 

energy balances for the whole summer were plotted for the RCP4.5 experiment (Annex 32) over the 

“past”, the “present” and the “future” periods (see Section 2.4).  

3.3.1 Radiation budget 

The radiation budget during the “past”, the “present” and the “future” periods are presented in 

Figures 3-16, 3-17, and 3-18, respectively. 
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Figure 3-16 Mean values for the modelled radiation budget (the RCP4.5 experiment data) over the 

“past” period (1850-1869) calculated for the whole summer with an albedo value of 0.11 

 

Figure 3-17 Mean values for the modelled radiation budget (the RCP4.5 experiment data) over the 

“present” period (2006-2025) calculated for the whole summer with an albedo value of 0.10 
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Figure 3-18 Mean values for the modelled radiation budget (the RCP4.5 experiment data) over the 

“future” period (2081-2100) calculated for the whole summer with an albedo value of 0.10  

Comparing the “past” period with the “present” (Annex 32), K↓, K↑, and K* all decreased over 

time by 7.2 W m-2, 1.5 W m-2 and 5.7 W m-2, respectively. The “past” longwave radiation was lower 

than the “present” radiation by around 10 W m-2 for incoming and around 3 W m-2 for outgoing 

fluxes. However, net longwave radiation was higher in the “past”, possibly due to the larger 

differences between the longwave fluxes. Despite the fact that the radiation budget components 

changed differently over time, net all-wave radiation increased in the “present” for the whole 

summer. 

From the “present” to the “future” (Annex 32), the shortwave radiation was projected to 

increase: for K↓ by 13.0 W m-2; for K↑ by 1.5 W m-2; and for K* by 11.5 W m-2. Likewise, the longwave 

radiation also increased by 7.2-10.6 W m-2 for L↓ and L↑, and 3.4 W m-2 for the longwave net 

radiation. Net all-wave radiation continued to increase into the “future”, but at a much greater 

magnitude than between the “past” and “present” periods. 

3.3.2 Energy balance 

The energy balance charts for each time period were plotted and presented in Figures 3-19 – 3-21. 
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Figure 3-19 Mean values for the modelled energy balance (the RCP4.5 experiment data) over the 

“past” period (1850-1869) calculated for the whole summer with an albedo value of 0.11 

 

Figure 3-20 Mean values for the modelled energy balance (the RCP4.5 experiment data) over the 

“present” period (2006-2025) calculated for the whole summer with an albedo value of 0.10 
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Figure 3-21 Mean values for the modelled energy balance (the RCP4.5 experiment data) over the 

“future” period (2081-2100) calculated for the whole summer with an albedo value of 0.10 

The sensible heat flux (QH) decreased from the “past” to the “present” by 6.4 W m-2 (Annex 32), 

while the latent heat flux (QE), on the contrary, increased over time by 7.7 W m-2. No clear trends 

were identified in the soil heat flux (QG) between the “past” and the “present” periods. Bowen’s ratio 

has declined since the “past” period. 

The comparison between the “present” and the “future” (Annex 32) showed that the sensible 

heat flux (QH) increased over time by 6.5 W m-2. The latent heat flux (QE) continued to increase, but 

only slightly. As before, no significant changes in the soil heat flux were observed. An almost 

imperceptible increase from the "present" to the "future" was found in Bowen’s ratio. 

The Q* in the energy balance (Figures 3-19 – 3-21) was the same as the Q* in the radiation budget 

(Figure 3-16 – 3-18), so its tendency remained the same: it was still increasing over time, only much 

faster between the “present” and the “future” periods. 

3.3.3 T-test 

The t-test, as in the STANDARD experiment data analysis, was again used to check whether the 

differences in the radiation and energy balances components between the specified periods (“past”, 

“present” and “future”) were in fact significant enough to draw legitimate conclusions (Table 3-2). 

T-values were calculated for the two pairs of datasets: the “past” with the “present” and the 

“present” with the “future”. For this experiment, t-tests were conducted for each component of the 

radiation and energy budgets (with QH and QE, unlike in the STANDARD experiment in Section 3.2.4) 

since we had all the necessary data.  
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Table 3-2 Calculated t-values for T-tests between the “past” and the “present” (ps/pr) summers, as 

well between the “present” and the “future” (pr/ft) from the RCP4.5 experiment (blue cells mean 

that the null hypothesis is not rejected and red cells – the null hypothesis is rejected) 

Datasets ttabular QH QE QG K↓ K↑ K*1 L↓ L↑ L*1 Q*1 

ps/pr2 
2,02 

2,48 7,58 0,71 1,35 2,28 1,22 7,35 1,45 3,62 0,50 

pr/ft3 2,62 1,50 0,32 2,37 2,39 2,36 4,72 4,60 1,72 2,74 
1t-values were obtained for the calculated data sets, not observed 
2ps/pr – t-value between the “past” and the “present” periods 
3pr/ft – t-value between the “present” and the “future” periods 
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4 Discussion 

4.1 Input data from the STANDARD experiment 

Before analysing the input results of the STANDARD experiment and the observed data, we 

determined the altitude that the model assumes for our site. Mount Imingfjell (1191 metres) is 

located above the consulted weather stations: ‘Dagali Lufthavn’, at 798 meters, which was used for 

the input data analysis of temperature, surface air pressure, wind speed, and specific humidity; and 

‘Tunhovd’ with an altitude of 870 m, which was used for precipitation. Therefore, some trends in 

weather parameters can be explained in relation to the height. The model did not openly provide the 

elevation of the chosen grid cell, so the barometric formula (Equation 2-3 in Section 2.3.1) was used 

to determine the altitude of the Imingfjell grid cell in the CAM and CLM4.5 models. The calculated 

value turned out to be approximately 423 metres, which is almost 3 times lower than the actual 

height of Imingfjell (1191 m), and about half the height of weather stations. This created 

discrepancies in the model data in the following parameters. 

4.1.1 Temperature 

Temperatures drop with altitude by approximately 6C per km (or by 0.6C per 100 m) in the 

troposphere (Baum 1949), therefore average temperatures at Imingfjell, with the actual altitude of 

1191 m, should be lower than those at the ‘Dagali Lufthavn’ station, located at the altitude of 798 m. 

However, the modelled temperature showed other outcomes.  

The model gave much higher values then expected: on the average by 2.08C higher than the 

observed temperature (Annex 1). Although, the overestimated values may be the result of the 

modelled elevation for Imingfjell, as it was below the actual value by 768 m and below the ‘Dagali 

Lufthavn’ station by 375 m.  

The CLM4.5 model may have simulated reasonable temperature values according to the 

modelled elevation of Imingfjell (423 m). We calculated what temperatures would be at the ‘Dagali 

Lufthavn’ elevation (798 m) as in the model. For this case, the temperature gradient was used to 

estimate whether the modelled values correspond to observed. The modelled elevation was 375 m 

lower than the ‘Dagali Lufthavn’ elevation, which translates to temperatures being 2.25C warmer 

than those observed using 0.6C per 100 m (mean lapse rate). According to Annex 1, the model was 

on average 2.08C warmer, so CLM4.5 values closely match observations (i.e. within 0.2C). 
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4.1.2 Specific humidity 

Specific humidity is independent of altitude, but positively correlates with temperature. In the 

STANDARD experiment, the modelled and observed values of specific humidity did not have regular 

differences between themselves (Annex 2). The simulated specific humidity for most months (April, 

May, June, July, August, November, December) was higher by an average of 0.16 g kg-1 than at the 

‘Dagali Lufthavn’ station. However, in January, March, September and October, the model data, on 

the contrary, were less by 0.08 g kg-1. Simulated values for specific humidity did not go beyond the 

possible values for ‘Dagali Lufthavn’. Therefore, the modelled specific humidity can be considered 

plausible. Nevertheless, it should be borne in mind that specific humidity still depends on 

temperature, which in the STANDARD experiment was overestimated. 

4.1.3 Wind speed 

Wind speed increases normally with height (Oke 1987). Here, the model displayed higher wind 

speeds than in the station observations by approximately 2 m s-1 (Annex 3). However, the simulated 

altitude (423 meters) was underestimated and was lower than of ‘Dagali Lufthavn’ (798 m), and, 

consequently, the CLM4.5 values for wind speed should have been lower than the observed. 

Additionally, the modelled wind speed had pronounced seasonal fluctuations, as opposed to the 

observed one, which did not project the same trend: slight changes throughout the year.  

From all this, it is difficult to confirm if wind speeds were over- or underestimated due to the 

lowered modelled altitude. Still, modelled wind speed values fell within the ‘Dagali Lufthavn’ possible 

limits. Therefore, it can be assumed that the model likely gave plausible results for wind speeds. 

4.1.4 Air pressure 

According to the barometric formula (2-3) in Section 2.3.1, air pressure, similar to temperature, 

declines with altitude. Thus, air pressure values at Imingfjell (1191 m) should be lower than at the 

‘Dagali Lufthavn’ station (798 m). However, the model did not show the expected results. The 

simulated pressure values were higher than the observed ones by 44-46 hPa (Annex 4) and were 

never within the possible station limits. So, It is difficult to verify the modelled air pressure accuracy. 

Most likely, these irregularities in the model are connected with the highly understated modelled 

elevation of our site (423 m), as in the case with temperature (Section 4.1.1), and the simulated values 

for air pressure are realistic in relation to 423 m, but not to the actual altitude of Imingfjell (1191 m). 
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4.1.5 Total precipitation 

Both precipitation datasets followed the same trend throughout the year. The total precipitation 

from the station exceeded modelled precipitation in all months, except October. A maximum 

difference between the datasets of 36 mm was found in July, and a minimum of around 2 mm was in 

October (Annex 5). However, the simulated precipitation was always within the possible precipitation 

range for the ‘Tunhovd’ station.  

 Based on the data comparison results, the model plausibly simulates precipitation in colder 

months or when there is less precipitation and underestimates precipitation values in warmer 

months when there is more. Since the simulated precipitation was at 423 meters, which is half the 

height of ‘Tunhovd’ station (870 m), underestimated precipitation values from CLM4.5 for Imingfjell 

were possible. Therefore, just like for temperature (see Section 4.1.1) and air pressure (see Section 

4.1.4), the modelled values of precipitation were correctly calculated based on the altitude specified 

in the model, but not for the real Imingfjell height. 

4.1.6 Solar radiation 

The modelled radiation was lower than observed and had a lot of fluctuations. Nonetheless, the 

observed data become more similar to the modelled, when the simulated radiation compared with 

the radiation calculated not at a maximum Sun position, but at an average daily Sun position (Figure 

4-1).  

 

Figure 4-1 Modelled total incident solar radiation with potential radiation calculated from the 

average daily Sun position for the same year – 2010 
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The modelled radiation was 50-300 W m-2 less than the potential radiation calculated with the 

average daily Sun position. However, the values of modelled radiation might be reduced by dust and 

clouds in the atmosphere, which were not taken into account for the potential radiation. In addition, 

only 4 values per day were simulated in the STANDARD experiment, while the potential radiation had 

values for each hour of the year, so the plot for potential values has less scatter. Hence, the simulated 

radiation appears to be reliable for our site.  

4.2 Output data from the STANDARD experiment 

4.2.1 Modelled data versus Lichen data 

Analysing the t-test results between the output and the observed data for lichens (m/l in Table 3-1), 

the null hypothesis was rejected for almost half of the values (46 %). Consequently, the model results 

validity for lichens is highly dependent on which component of the radiation or energy budgets has 

been modelled. However, CLM4.5 lacks the PFT lichen type and assumes a forest cover of 30% for 

the grid cell of Imingfjell (see Section 2.3). Therefore, modelling of the lichen radiation and energy 

balances initially may be unrepresentative, because the model cannot specify the type of simulated 

vegetation as lichens. The importance of adding lichens as a new PFT has already been proven in the 

thesis by Bjordal (2018). The 30% forest cover implies a lower albedo than with a full lichen cover, 

which is confirmed by the Figures in Section 3.2, showing an albedo of 0.19 for the model, compared 

to 0.25 to 0.29 for lichens.  

When comparing the temperature regimes, much of the similarity between the datasets was 

found for the “normal” period: out of 8 modelled fluxes, only 3 were different from observed. For 

both the “extremely warm” and the “normal” regimes, half of the lichen fluxes were proven to 

differentiate from the model results. 

The null hypothesis was not rejected for the soil heat flux (QG) and incoming shortwave radiation 

(K↓) in all temperature regimes between the simulated and observed datasets. Hence, the CLM4.5 

model accurately predicts the soil heat flux and incoming shortwave radiation for lichens. 

The opposite is true for outgoing shortwave radiation (K↑): for almost every t-value, with the 

exception of the “cold” period, the null hypothesis was rejected, which means that the modelled 

outgoing shortwave radiation differed too much from the lichen values. In addition to K↓, K↑ also 

depends on the surface albedo (Equation 1-2 in Section 1.5), and, therefore, the differences between 

the observed and simulated data can be associated with distinctions in albedo values: 0.19 (same in 

every temperature regime) for the model and 0.27 (on average between temperature regimes) for 
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lichens. However, the modelled vegetation from the STANDARD experiment consisted mainly of trees 

and grass, so the simulated albedo was not representative of the lichen albedo. The only case with 

the modelled K↑ appeared to be similar to the lichen K↑ (with the highest observed albedo of 0.29) 

is insufficient to conclude that the model better simulates outgoing shortwave radiation at higher 

albedos or for whiter vegetation, and this relationship may be coincidental. 

It was proved that the values of incoming longwave radiation (L↓) are similar (the null hypothesis 

was not rejected) between the model and lichens for all temperature regimes expect for the “cold” 

one. Thus, CLM4.5 is not robust enough to model values for lichen L↓ at lower temperatures.  

In contrast to L↓, the t-test showed that for outgoing longwave radiation (L↑) the simulated and 

observed data were considered similar only in the “cold” period. Hence, the model better simulates 

L↑ for lichens in colder conditions. 

Net shortwave (K*), net longwave (L*) and net all-wave (Q*) radiation data from the model were 

calculated using other modelled parameters (see Section 2.3.2), therefore, the t-values for these 

fluxes may not display the correct picture between the simulated data and lichens.  

All t-values for net shortwave radiation (K*), with the exception of the “cold” period, were less 

than the tabular values, which means that the simulated data were largely similar to the lichen data. 

However, K* was calculated through K↓ and K↑, and the “cold” regime was the only one in which  

both K↓ and K↑ were found to be similar between the observed and modelled datasets. Accordingly, 

the t-test values for K* seem to be influenced by the t-values for K↓ and K↑: the null hypothesis is 

rejected (datasets are too different) for K* if the null hypothesises for both K↓ and K↑ were not 

rejected (datasets are similar); and the null hypothesis is not rejected for K* if only K↑ rejected the 

null hypothesis. 

Net longwave radiation (L*) had the rejected null hypothesis (the modelled dataset differentiated 

from the lichen one) in the “extremely warm” and the “cold” regimes. Unlike net shortwave radiation, 

L* had no obvious dependence on the t-test results for incoming and outgoing radiation. Therefore, 

it is difficult to draw clear conclusions about the quality of the modelled net longwave radiation. 

Net radiation (Q*) t-tests rejected the null hypothesis for each temperature regime. While this 

may mean that the CLM4.5 data, regardless of the temperature regime, differ too much from the 

lichen data, Q * was not taken directly from the model and cannot be used as a t-test comparison 

with the same precision as the simulated data. 
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4.2.2 Modelled data versus Shrub data 

The t-test results between the model and shrub datasets (m/s in Table 3-1) showed that the null 

hypothesis was rejected in a quarter of cases (25%), which is noticeably lower than for lichens (46%). 

Hence, the simulated data was more similar to shrubs than to lichens. This is most likely due to the 

fact that the vegetation prescribed in the model was closer to shrubs than to lichen. In the STANDARD 

experiment, the modelled vegetation consisted mostly of needleleaf trees (PFT3 - 30%) and grass 

(PFT12 – 34%, PFT13 – 35%) with only 1% of the Imingfjell grid cell for shrubs. Therefore, the 

modelled data could resemble shrub data even more if the vegetation in the STANDARD experiment 

was made out of shrub PFTs. 

During the “extremely warm” period, all simulated fluxes were similar to observed ones, except 

for K↑. In the “normal” regime, 2 out of 8 modelled fluxes differed from those observed for shrubs, 

and in the “cold” regime – 3 out of 8 fluxes. 

Just like for lichens, t-tests for each temperature regime confirmed that all simulated values of 

the soil heat flux (QG) and incoming shortwave radiation (K↓) are identical to those observed for 

shrubs. Again, CLM4.5 provides robust modelled values of the soil heat flux and incoming shortwave 

radiation. 

However, for outgoing shortwave radiation (K↑), the t-test results showed a completely opposite 

picture between shrubs and the model: the observed K↑ values in all temperature regimes were too 

different from the simulated ones. Since K↑ depends on the albedo (α), data mismatch can be 

explained by differences in its values. However, the shrub albedo (0.15 on average between 

temperature regimes) was close enough to the modelled albedo (0.19), so the model seems to have 

a problem with simulating K↑ according to the albedo. 

For shrubs, as well as for lichens, the simulated values of incoming longwave radiation (L↓) were 

close to the observed values (the null hypothesis was not rejected) in all temperature conditions, 

except for the “cold” regime. Once again, the t-test confirmed that the model does not give reliable 

results for L↓ at lower temperatures. 

The null hypothesis for outgoing longwave radiation (L↑) from shrubs was not rejected during 

the “extremely warm” and “cold”  periods, which means that the observed and simulated datasets 

were similar. However, it is unclear why the model did not perform well during the “normal” 

temperature period. Still, the model appears to simulate more accurate L↑ values for shrubs than 

lichens. 
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As noted above (see Section 2.3.2), the values for all modelled net radiation (K*, L* and Q*) have 

been calculated from the modelled fluxes, so this could affect the t-test and its results may not be 

entirely reliable when compared with the data from shrubs. 

The modelled net shortwave radiation (K*) for all temperature regimes was shown to be similar 

to the shrub data (the null hypothesis was not rejected). Still, the t-test results for K* followed the 

same principle as in the lichen analysis (Section 4.2.1), where they depended on the K↓ and K↑ 

results. 

The t-test between the model and shrubs showed that the null hypothesis for net longwave 

radiation (L*) was rejected only in the “cold” period, i.e. the datasets were different. Again, it is 

difficult to confirm whether these results are reliable or not due to their possible dependence on the  

L↓ and L↑.  

In contrast to the t-test results of net radiation (Q*) between the model and lichens, the null 

hypothesis was not rejected under any temperature regimes for shrubs, and, therefore, the 

modulated data can be considered similar to shrubs. However, again, these test results may be 

inadequate as Q* was not modelled, but rather calculated through the modelled components of the 

radiation balance. 

4.3 RCP4.5 experiment 

4.3.1 The “past” versus the “present” 

The null hypothesis between the “past” and the “present” was rejected in half of the cases, which 

means that changes occurred over time, but not for all fluxes (Table 3-2 and Annex 32). In addition 

to the radiation and energy budgets, temperature and precipitation also increased into the “present” 

(Figure 4-2). From 1850-1869 (the “past”) to 2006-2025 (the “present”), the temperature rose by 

around 1°C for each summer month (Figure 4-2a). The amount of precipitation generally increased 

by 0.5-1.0 mm in the “present ”summer, except for a slight decline of 0.2 mm in August (Figure 4-

2b). 

The decrease in K↓, K↑, K* from the “past” to the “present” may be related to averages 

calculated for periods with a mismatching solar cycle since shortwave radiation depends on the Sun 

(see Section 1.5). Nevertheless, the t-test results for shortwave radiation, except for outgoing 

shortwave radiation, showed that no significant differences were found between the ”past” and the 

“present”. 
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Both incoming and outgoing longwave radiation increased in the “present”, but only for incoming 

longwave radiation the differences were proven significant by the t-test. The decline in net longwave 

radiation between the “past” and the “present” was also confirmed.  

The t-test showed that the sensible heat flux (QH) decrease from the “past” to the “present” can 

be considered plausible (the null hypothesis was rejected). This reduction means that the observed 

higher temperatures (Figure 4-2a) in the “present” were not enough to increase QH. Therefore, the 

QH decline could be caused by an increase in the latent heat flux due to the sufficient amount of 

available moisture. 

The latent heat flux was proven to raise over time. Higher values of the latent heat flux indicate 

greater evapotranspiration due to more water available. The data on precipitation (Figure 4-2b) was 

used to check if this was true. In the “present”, the amount of precipitation has indeed increased on 

average over the entire summer, which explains the observed changes in the latent heat flux. In 

addition, the “past” Bowen’s ration of 1.63 was closer to semi-arid areas, then changed in the 

“present” (1.25) to temperate forests and grassland (see Section 1.5), which also indicates that 

climate becomes more humid. 

The soil heat flux has hardly changed since the “past”, and the t-test confirmed it. No changes 

were expected in QG, since it does not depend on the surface temperature, but on the soil 

temperature. 

Net all-wave radiation has increased in the “present”, which could be the indicator that climate 

is warming. Nonetheless, the t-test showed that net all-wave radiation is still too similar to the “past” 

values to validate it.  

However, the L↓ rise meant that radiation was trapped near the surface and caused warming, as 

can be seen on the temperature graph (Figure 4-2a). Additionally, the increase in the latent heat flux 

and the change in Bowen’s ratio indicated that more water was available for evaporation, as 

evidenced by the precipitation graph (Figure 4-2b). Therefore, the climate in the “present” became 

a little hotter and more humid compared to the “past” period, which is well reflected in the energy 

and radiation balances. 
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Figure 4-2 Mean air temperature (a) and mean precipitation (b) from the RCP4.5 experiment 

calculated over 20-years periods for each summer month  

4.3.2 The “present” versus the “future” 

Between the “present” and the “future”, the null hypothesis was rejected for 7 out of 10 fluxes, which 

means that more changes occurred compared to the “past”/the “present”.  

Net, incoming, and outgoing shortwave radiation has increased since the “present”. T-tests 

confirmed that these changes were valid for all shortwave fluxes. However, the rise in shortwave 

radiation was likely caused by an possible increase in the amount of aerosols, leading to more 

scattering/reflection. 

For longwave fluxes, the increase in both incoming and outgoing radiation from the “present” to 

the “future” was confirmed by t-tests. Thus, more radiation is captured near the surface by 

greenhouse gases that cause climate warming (Figure 4-2a). However, the t-test showed that the 

differences in net longwave radiation between time periods were not significant. The similarities in 

net longwave radiation could be due to the same rate of change in incoming and outgoing longwave 

radiation.  
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Temperatures rose sharply by almost 2°C from the "present" to the "future" (Figure 4-2a). The t-

test confirmed that the sensible heat flux has increased since the “present” period, which means 

more energy comes from temperature changes.  

The latent heat flux seemed to increase in the “future”, but the t-test showed that those changes 

were negligible. The similar latent heat fluxes in the “present” and the “future” mean that no 

significant change in water availability has happened, although the amount of precipitation seemly 

has decreased over time (Figure 4-2b). 

Still, no confirmed changes in the soil heat flux occurred from the “present” to the “future”, since 

it is considered as a constant supply of energy from the soil. 

Bowen’s ratio slightly increased from the “present” (1.25) to the “future” (1.34), but the climate 

of study area is still considered closer to temperate forests and grassland. 

It has been proven that in the "future" net all-wave radiation will increase, which means heating 

of the surface is taking place. This has also been confirmed by early stated trends in shortwave, 

longwave radiation, and the sensible heat flux. However, no concrete evidence has been found that 

the “future” climate will become wetter or drier. Therefore, the climate in the “future” will become 

much hotter, but remains unchanged in water availability.  Additionally, more changes were found in 

the radiation and energy budgets from the “present” to the “future” than from the “past” to the 

“present”, which could indicate acceleration of warming and climate change in the future. 

4.4 Comparison with other studies 

The aims of comparisons with other modelling and observational studies were, firstly, to ensure that 

the energy and radiation budgets simulations were performed correctly, and secondly, to see if our 

data were consistent and plausible for the alpine climate.  

4.4.1 Comparison with Kumar and Merwade (2011) 

Kumar and Merwade (2011) compared the results of a couple different models results, including the 

Community Land Model (version 3.5), with the energy flux observations from 16 AmeriFlux sites in 

the United States Mississippi Basin.  

The Mississippi River Basin has a total area of 3.2 million km2 and covers around 40% of the 

continental United States. As a result, the area of the CLM3.5 grid cell for the Mississippi Basin was 

280 x 280 km. CLM3.5 simulated monthly data of the energy balance components such as incoming 

shortwave radiation (K↓), the latent heat flux (QE) and the sensible heat flux (QH) from 1980 to 2004 
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(25 years). Data from the AmeriFlux sites were available at earliest from 1995 until 2007, with an 

average observation period of 5.8 years. Since the temporal and spatial coverage of the AmeriFlux 

stations did not match the CLM3.5 grid, the observations were compared with the modelled data 

from the closest grid cell over the available time period (equal sample size principle). Consequently, 

no CLM output data was available for 4 AmeriFlux sites, and only 12 out of 16 total stations were 

used for the comparison (Kumar and Merwade 2011).  

Statistical measures such as mean, standard deviation, Pearson’s correlation coefficient, square 

of correlation coefficient (R2) were calculated by Kumar and Merwade (2011) to compare modelled 

and observed datasets. Since no observations of QE and QH were made in the STANDARD experiment, 

only data on K↓ were used for the comparison with Kumar and Merwade (2011). Table 4-1 shows 

the combined data of Kumar and Merwade (2011) and our results. 

For all sites from Kumar and Merwade (2011), the R2 was greater than 0.80, which means that 

the modelled values of K↓ explained most (at least 80%) of the variation in the observed K↓ from 

the AmeriFlux sites. In the STANDARD experiment, the R2 for both lichens and shrubs was around 

0.25 and much lower than in Kumar and Merwade (2011). Therefore, K↓ from the STANDARD 

experiment predicted a moderate percentage of the variation in incoming shortwave radiation from 

both lichen and shrub datasets. 

Such high R2 in the results of Kumar and Merwade (2011) can be explained by the long 

observation period used in the calculation: on average more than five years for each site compared 

to our two summers. Additionally, CLM3.5 in Kumar and Merwade (2011) mainly simulated believable 

heights with a maximum difference between the actual and modelled elevations of about 500 m (Site 

16) and a minimum of 0 m (Site 4). In the STANDARD experiment, the simulated altitude of Imingfjell 

was 3 times lower than the real one. Kumar and Merwade (2011) work was also much larger than 

ours and covered almost half of the US territory with at least 12 stations, while we only explored one 

site on Mount Imingfjell. As a result, they used a huge grid for modelling, but we only had a single 

grid cell in CLM4.5. However, their research is a bit dated as they used an older model version than 

we did – CLM3.5 versus CLM4.5. 
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Table 4-1 Mean values for given periods of incoming shortwave radiation in W m-2, and performance 

evaluation of the Community Land Model from Kumar and Merwade (2011) and the STANDARD 

experiment 

Data Site  Location Time period 
Site 

elevation, 
m 

CLM 
elevation, 

m 
K↓ R2 

Kumar and 
Merwade 

(2011)  

3 
OK, USA  
36.61°N  
-97.49°E 

2003-2004 414 503 180,1 0,91 

4 
MS, USA  
34.25°N  
-89.97°E 

2002-2004 87 87 181,3 0,86 

5 
IN, USA  
39.32°N  
-86.41°E 

1999-2004 275 214 167,0 0,94 

7 
TN, USA  
35.96°N  
-84.29°E 

1995-1999 343 412 172,2 0,94 

9 
IL, USA  

40.01°N  
-88.29°E 

1997-1999; 
2001-2004 

219 214 167,5 0,94 

10 
NE, USA  
41.17°N  
-96.48°E 

2002-2004 361 351 177,3 0,96 

11 
NE, USA  
41.16°N  
-96.47°E 

2002-2004 362 351 180,9 0,96 

12 
NE, USA  
41.18°N  
-96.44°E 

2002-2004 363 351 176,8 0,96 

13 
WI, USA  
45.81°N  
-90.08°E 

1999-2004 515 363 145,9 0,96 

14 
WI, USA  
46.08°N  
-89.98°E 

2001-2004 480 363 159,3 0,92 

15 
MT, USA  
48.31°N  

-105.10°E 
2000-2004 634 670 159 0,96 

16 
CO, USA  
40.03°N  

-105.55°E 
1999-2004 3050 2531 182,7 0,81 

STANDART 
experiment 

(2020) 

Lichen Imingfjell, Norway 
60°11’11.7"N 
8°34’45.2"E 

Summers of 
2018-2019 

1191 423 
245,6 0,25 

Shrub 245,0 0,26 
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4.4.2 Comparison with Müller (1985) 

In a review article by Müller (1985), the radiation balance components were analysed from several 

observational studies for the Alps (mainly the Swiss Alps) with an altitude of more than 1500 m, which 

is at least 300 m higher than Imingfjell. 

Data on incoming shortwave radiation were available in a number of publications. Outgoing 

shortwave radiation was described only as a product of incoming shortwave radiation and albedo, so 

the main focus for Müller was on the albedo results. Since most researches did not have clear results 

on outgoing shortwave radiation, only K↓ was used for the comparison. 

As in the case with K↑, no pronounced observations of L↓ and L↑ were mentioned in most 

studies, since longwave radiation values were not reliable enough due to systematic errors in 

measurements at the time. Incoming longwave radiation was mainly calculated through humidity and 

temperature. Outgoing longwave radiation was determined through formula 4-1: 

𝐿 ↑= 𝜀𝜎𝑇4 + (1 − 𝜀)𝐿 ↓,                                                             (4-1) 

where ε and T are emissivity and temperature in K, respectively; σ is the Stefan-Boltzmann constant 

equal to 5.67 x 10-8 W m-2 K-4.  

Since in almost all publications most of the components were not available to complete radiation 

balance, only a comparison with Sauberer and Dirmhirn (1958) was made, which had data on K↓, 

L↓, L↑ and Q*. Müller investigated the radiation balance for the canton of Valais located in South-

western Switzerland at altitudes from 2000 to 3500 m in summer under different sky conditions 

based on Sauberer and Dirmhirn (1958). The combined results of STANDARD experiment data and 

the studies by Müller (1985) and Sauberer and Dirmhirn (1958) are presented in Table 4-2. 

Table 4-2 Components of the radiation budgets in W m-2 based on data from Sauberer and Dirmhirn 

(1958) and the STANDARD experiment calculated for summer months. Adapted from Müller (1985) 

Study Location Site 
Height, 

m 

K↓ L↓ L↑ Q* 

Jun Jul Aug Jun Jul Aug Jun Jul Aug Jun Jul Aug 

STANDARD 
experiment 

(2020) 

Imingfjell, 
Norway 

60°11’11.7"N 
8°34’45.2"E 

Lichen 

1191 

262 272 172 305 317 324 378 402 372 109 118 75 

Shrub 263 272 170 305 318 324 372 394 367 154 155 102 

Müller 
(1985); 

Sauberer 
and 

Dirmhirn 
(1958) 

Canton of 
Valais, 

Switzerland 
46°4′N  
7°36′E 

Glacier 

2000 270 258 220 299 312 306 319 319 319 182 186 152 

2500 283 268 226 282 294 290 310 316 315 127 180 145 

3000 297 278 235 265 276 274 301 311 310 82 90 69 

3500 311 287 242 243 259 257 287 296 295 66 77 46 
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Our data on lichens and shrubs for incoming shortwave radiation were closest to the Müller’s 

data in June at an altitude of 2000 m with a difference of 7-8 W m-2. For July at the same altitude, the 

STANDARD experiment data was higher by 14 W m-2, while in August, on the contrary, it was lower 

by around 50 W m-2. Such variations between datasets by months may be due to differences in 

surface types, seasonal fluctuations of K↓ or/and cloudiness. 

One of the advantages of Müller’s work, which was not carried out in the STANDARD experiment, 

is that the measurements were done at different heights, which makes it possible to analyse the 

dependence of the radiation fluxes trends on altitude. Under clear-sky conditions, incoming 

shortwave radiation (K↓) increases with altitude due to a decrease in atmospheric turbidity (Körner 

2007). On average, according to Müller (1985), K↓ increased by 10 W m-2 every 500 meters. Apart 

from being dependent on altitude, K↓ also varies with latitude. The K↓ maxima can be found over 

sub-tropical areas: between 10 and 35° of latitude. In summer (in June and July for Northern 

Hemisphere), high values of K↓ also occur in polar regions (Hatzianastassiou et al. 2005). Our K↓ 

values were not much lower than the Müller’s values, but the increased differences in August can be 

explained by the fact that the site in Valais was closer to the subtropical regions, where maximal 

values are usually observed. 

In Müller’s work, incoming longwave radiation steadily declined with height. The summer means 

of L↓ for both lichens and shrubs were around 315 W m-2 at 1191 m, while for Valais, they were 306 

W m-2 at 2000 m. The lowest observed values for both datasets were in June, but the highest ones 

for the STANDARD experiment were in August, and for Müller’s data – in July for all heights. 

The STANDARD experiment values of outgoing longwave radiation were much higher, at least by 

50 W m-2. According to Müller’s data, the differences in L↑ between altitudes were not so large, with 

an average decrease of 10 W m-2 per 500 m. Such a gap in values between our data and Müller’s can 

once again be explained by different types of surfaces: glacier versus vegetated area. 

Net radiation also varied greatly between datasets, though the STANDARD experiment Q* values 

for shrub data appeared to be closer to Müller’s data at 2000 m than Q* for lichens. Net radiation for 

lichens has a difference of at least 65 W m-2 for all summer months, while net radiation for shrubs 

has a maximum difference of around 50 W m-2 in August. However, as can be seen from Table 4-2, 

the indicated components of the radiation balance, with the exception of Q*, were approximately 

equal between lichens and shrubs with a maximum difference of 6 W m-2. Consequently, the radiation 

balance component, not directly indicated in Müller's work, namely, outgoing shortwave radiation, 

was apparently closer in values to shrubs than to lichens. Since K↑ depends on the albedo, it can also 
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be assumed that the albedo of the glacier surface in Valais was closer to the albedo of shrubs, i.e. 

more darkened surface. 

In conclusion, the results of the STANDARD experiment and Müller’s are comparable and 

significant differences in the radiation fluxes can be explained by different elevations of sites, 

different types of the underlying surfaces, and different latitudes.  

4.4.3 Comparison with Saunders (1990) 

Saunders (1990) directly measured or calculated all components of the radiation and energy budgets 

from November 1986 to July 1987, and from April to May 1988 for Scout Mountain (Canada). Scout 

Mountain, at 2350 m, is an alpine tundra, like Imingfjell. Hourly, daily and monthly radiation budgets 

were calculated by Saunders. However, we only had daily observations for several days in summer 

months. Therefore, we calculated monthly values using our existing data to make them comparable 

to Saunders’s results. The radiation and energy budgets measured over August could not be 

compared, as Saunders did not make any observations this month. We also did not use the sensible 

and latent heat fluxes, since there were no observations from the STANDARD experiment, so only the 

soil heat flux was compared with Saunders. Table 4-3 showed the monthly radiation budgets and soil 

heat fluxes from the STANDARD experiment (lichens and shrubs) and Saunders (1990) for June and 

July. 

Table 4-3 Components of the radiation budget in W m-2 from Saunders (1990) and the STANDARD 

experiment data calculated over June and July  

Month Location Data Years K↓ K↑ K* L↓ L↑ L* QG Q* 

June 

Scout 
Mountain, 

British 
Columbia 

49°N 120°W 

Sanders 
(1990) 

1987 280,4 46,3 234,1 290,4 386,2 -95,8 -17,9 138,3 

Imingfjell, 
Norway 

60°11’11.7"N 
8°34’45.2"E 

Lichen 
data 

2019 261,8 80,1 181,7 304,6 377,6 -73,1 -15,4 108,6 

Shrub 
data 

2019 262,5 41,4 221,2 304,8 372,4 -67,6 -7,8 153,5 

July 

Scout 
Mountain, 

British 
Columbia 

49°N 120°W 

Sanders 
(1990) 

1987 239,1 37,5 201,6 299,0 375,2 -76,3 -12,0 125,3 

Imingfjell, 
Norway 

60°11’11.7"N 
8°34’45.2"E 

Lichen 
data 

2018, 
2019 

271,9 69,7 202,2 317,2 401,6 -84,4 -8,3 117,9 

Shrub 
data 

2018, 
2019 

271,6 39,6 232,1 317,6 394,3 -76,7 -5,8 155,3 
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In June, shortwave radiation at Scout Mountain was more similar to the STANDARD experiment 

shrub data, whereas longwave radiation was more like lichen. In July, K↑, L↑ and L* from Sanders 

(1990) were closer to shrub data, while only K* was closer lichen K*. Both incoming shortwave and 

longwave radiation differed greatly between the STANDARD experiment and Sanders’ data. 

Net radiation was similar either to lichens or shrubs depending on the month. The Sanders’s soil 

heat flux during both months was closer to lichen than shrub. Since the STANDARD experiment data 

were commensurate with Sanders’s data, it can be concluded that our observations of the radiation 

and energy budgets components are typical for alpine tundra environments. 

Additionally, Saunders (1990) modelled L↓ by calculating it through various equations and 

compared predicted values with those observed to assess the error between them. These equations, 

or Atmospheric Longwave Radiation Models, included: Swinbank (1963) and Idso-Jackson (1969), 

both of which are temperature-based; Brunt (1932), Brutsaert (1975) and ldso (1981), which uses 

vapour pressure; and Bolz’s model, which was adjusted for Scout Mountain and uses cloud 

observations (Bolz 1949, Saunders 1990). Notwithstanding that these models were dated, all of them, 

with the exception of the Swinbank, worked reasonably well. The closest results to the observed ones 

were calculated using Brunt and Brutsaert equations (Saunders 1990).  

Net radiation was also modelled in Saunders’s research using the flux-by-flux (Saunders 1990) 

and empirical approaches of Bailey (1989), Isard (1989), Davies (1967), and Frischen (1967). The flux-

by-flux method has been proven to produce excellent results for Q*. Analysing empirical methods, 

Bailey and Isard approaches gave fairly similar values of Q*, while Davies and Frischen methods 

performed poorly. 

Further, the sensible heat flux was determined using 3 physically-based models: aerodynamic 

method (Thom 1975), Bowen ratio-energy budget (BREB) method and Ohm's Law (Saunders 1990). 

All three of them showed generally good predicted values, except that Ohm's Law overestimated the 

results at larger fluxes for Scout Mountain. Still, the results for QH slightly varied between methods 

with a mean difference of 50 W m-2.  

Saunders modelled the latent heat flux too. The same 3 methods as for the sensible heat flux 

(aerodynamic method, BREB method, Ohm’s Law) were used, plus QE was modelled as residual in the 

energy budget, using eddy correlation (QE(RE1)). The best modelling results of the latent heat flux were 

obtained by BREB and QE(RE1) methods. However, the aerodynamic equation seemed to 

underestimate the QE values, while Ohm’s law gave poor results (Saunders 1990). 
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The equations Saunders used to model L↓, Q*, QH and QE required additional observations 

(temperature, pressure, clouds, wind speed, or shortwave radiation), but in the CLM4.5 model only 

the selection of a grid cell for studied object is needed, which greatly simplifies the modelling process 

and makes it possible for any territory. Moreover, models were only used for incoming longwave and 

net radiation, the sensible and latent heat fluxes, since observations and modelling of these at that 

time were sufficiently scarce for alpine tundra (Saunders 1990). In the CLM4.5 model, all components 

of radiation and energy budgets can be predicted.  

Due to the technological advance of CLM4.5, more input parameters and equations were used to 

predict values, making our modelled values probably more accurate than Saunders’s (1990). 

However, for that time (1990), the models used by Saunders gave mostly plausible results for the 

radiation and energy budgets. 

4.4.4 Comparison with Saunders and Bailey (1994) 

In contrast to the aforementioned studies, Saunders and Bailey (1994) did not conduct their own 

research, but were able to collect and compare results of other studies into a review paper. They 

summarised previous research on the radiation and energy budgets of alpine tundra environments 

as mean daily fluxes over summer. Observed radiation and the soil heat fluxes from the STANDARD 

experiment were calculated as the summer averages using 44 days of measurements so that they 

can be compared with Saunders and Bailey (1994). The combined results of STANDARD experiment 

and Saunders and Bailey data are presented in Table 4-4. Saunders’s (1990) study was not included 

since it has already been analysed in detail with data from the STANDARD experiment in Section 4.4.3. 

The observed radiation fluxes from the STANDARD experiment had values similar to those 

obtained for heights closer to ours in the studies of Halbsguth et al. (1984) and Aufdemberge (1974). 

The values of all fluxes in Kraus’s (1971) research were also quite close to ours, although Imja Khola 

is at a much higher altitude than Imingfjell. However, all fluxes obtained by Terjung et al. (1969), with 

the exception of L*, differed significantly from ours. LeDrew’s (1975) and Bailey’s et al. (1989) values 

were only similar for shortwave fluxes. Staudinger's (1978) results seemed lower than ours, while the 

results of Gates and Jahnke (1966), on the contrary, were higher.  

The comparison with older studies on the radiation and energy budgets in alpine areas showed 

that our data from the STANDARD experiment are plausible for the indicated in the model altitude of 

Imingfjell, however the values of fluxes are influenced by a huge number of factors. 

 



 

  

___ 

57 
 

Table 4-4 Radiation budget results and the soil heat flux in W m-2 from various researches and the 

STANDARD experiment. Adapted from Saunders and Bailey (1994) 

Study Location 
Site and 
altitude 

Measurement 
period 

K↓ K↑ K* L↓ L↑ L* QG Q* 

STANDARD 
experiment 

(2020) 

Imingfjell, 
Norway 

60°11’11.7"N 
8°34’45.2"E 

Lichen and 
shrub alpine 

1191 m 

Jun.-Aug. (44 
d) 

245,3 51,2 194,1 317,3 387,6 -70,3 -6,0 123,8 

Aufdemberge 
(1974) 

Chitistone 
Pass, AK 

61°N 139°W 

Moss-lichen 
tundra 
1770 m 

Jul. (10 d) 224,5 42,8 181,7 278,9 344,9 -66,0 -24,3 115,7 

Bailey et al. 
(1989) 

Plateau Mtn, 
Alberta  

50°N 114°W 

Fellfield 
2480 m 

Jun.-Jul. (30 d) 298,6 50,9 247,7 241,9 348,4 -106,5 N/A 141,2 

Gates and 
Janke (1966) 

Niwot Ridge, 
CO  

40°N 106°W 

Tundra 
3500 m 

Jul. (1 d) Sept, 
(1 d) 

355,3 65,4 289,9 332,2 398,1 -66,0 N/A 224,0 

Halbsguth et 
al. (1984) 

Dischma 
Valley, 

Switzerland 
46°N 10°E 

Subalpine 
grass meadow 

1970 m 
Aug. (10 d) 262,7 61,3 201,4 323,5 375,6 -52,1 -9,3 149,3 

Kraus (1971) 
Imja Khola, 

Nepal  
30°N 106°W 

Moraine  
4570 m 

Apr. (9 d) 291,7 47,5 244,2 247,7 329,9 -82,2 -5,8 162,0 

LeDrew 
(1975) 

Niwot Ridge, 
CO  

40°N 106°W 

Tundra 
3500 m 

Jun.-Aug, (62 
d) 

246,5 41,7 204,9 297,5 394,7 -97,2 -19,7 107,6 

Staudinger 
(1978) 

Otztal Alps, 
Austria  

47°N 11°E 

Tundra 
2580 m 

Aug. (31 d) 191,0 44,0 147,0 287,0 340,3 -53,2 N/A 93,7 

Terjung et al. 
(1969) 

White Mtns, 
CA  

38°N 118°W 

High desert 
mountain 
4270 m 

Jul. (1 d) 469,9 93,7 376,2 N/A N/A -97,2 N/A 278,9 

 

4.5 Weaknesses/uncertainties of this work 

Our study area was represented by only one grid cell in the CLM4.5 model. The simulated values were 

averaged over the large area (1x1 degree latitude-longitude or approximately 111.0 x 111.0 km), but 

our study subject was much smaller (2.5 x 0.2 km). This led to the underestimated simulated height, 

so the model values might not be entirely correct. Consequently, as the study area increases, for 

example, not only one mountain, but a ridge, more grid cells will be required, and modelled data may 

improve its accuracy. 

Analysis of the simulated input data using the comparison with field data in most cases showed 

that the model gives plausible values, but the comparison itself had its drawbacks. Firstly, the nearest 

meteorological stations to our site were tens of kilometres away, so the initial datasets were 

different. Secondly, there was no single station that had data for each model input parameter, 

therefore two stations had to be used. Thirdly, no observed data on the total incident solar radiation 

was found, so we had to calculate potential radiation for Imingfjell, which does not take into account 

the variability of the atmosphere. 
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As for the output data, the main problem was the lack of observations for the sensible and latent 

heat fluxes, which did not allow obtaining a complete energy balance equation and analysing its 

modelled fluxes. Moreover, we had scattered observations (for individual days), so we had to average 

the parameters over the selected temperature regimes, which also introduced additional uncertainty 

in the data comparison. 

4.6 Further research 

As a follow-up to this research, we can try to minimize the shortcomings that were here, and possibly 

broaden the aims of the study. One of the way to achieve this is to improve the collection of observed 

data by: 

1) Including in the fieldwork the observations of all modelled input parameters (temperature, 

specific humidity, wind speed, surface pressure, total precipitation, and total incident 

radiation), as well as the sensible or latent heat fluxes to complete the energy balance data; 

2) Having a stable observation schedule. An ideal schedule would be to measure input 

parameters 4 times a day (the same frequency as in the model), and output data (components 

of the radiation and energy budgets) once a day for at least one calendar month.  

Thus, we get a complete observed set of parameters for the one whole month, which can be 

directly compared with the model data for exactly the same time period. 

In addition, several research objects located in different terrestrial ecosystems could be used to 

find if there is any differences in model performance depending on the type of environment. For 

example, one study area may be a site at Svalbard as a representative of a tundra environment, and 

the other may be same Imingfjell or another mountain in Southern Norway as a taiga type. Studies 

can also be carried out at different heights so that the dependences in the parameters on the height 

can be found. 

Furthermore, we can try other models with a higher resolution than CLM4.5 or the latest version 

CLM5 to solve the “elevation” problem (one of the weaknesses in our research) and to simulate the 

radiation and energy budgets for comparisons to find out possible advantages and disadvantages in 

the models. 
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5 Conclusion 

Our first research question was about the similarity extend of the CLM4.5 data to observations, and 

to answer that question, we compared simulated inputs and outputs to observed data. 

In the input data, the simulated temperatures were on average 2.08C higher than observed. 

Specific humidity was more or less the same between datasets with an average difference of 0.16 g 

kg-1. Air pressure was 44 hPa higher in the simulated dataset. The modelled total precipitation was 

on average 12.5 mm lower than observed. Wind speed from the model was approximately 2 m s-1 

higher and had seasonal fluctuations. The simulated total incident solar radiation was always lower 

than potential radiation by at least 90 W m-2. 

The model underestimated the Imingfjell height by almost 3 times, which initially affected the 

input data. Most input parameters (temperature, specific humidity, wind speed, precipitation), 

except air pressure, fell within the possible range of the observed values, meaning the model 

probably gave plausible values. However, CLM4.5 most likely modelled credible values for all input 

parameters, they were simply calculated for the underestimated elevation of Imingfjell. 

As for the output, the modelled radiation budget and the soil heat flux (QG) were closer to the 

shrub data with 25% rejection of the null hypothesis (datasets are different) than the lichen data with 

46%. Values of QG, K↓ and L↓ for both lichens and shrubs were proven similar to those modelled, 

with exception of L↓ in the “cold” period. The modelled K↑ differed from observed in almost all 

regimes. T-test results for net radiation (K*, L*, and Q*) and L↑ varied between the type of 

vegetation (lichens or shrubs) and temperature regimes, without a clear pattern of regularity. 

The second research question was related to changes in the CLM4.5 radiation and energy budgets 

over time under the RCP4.5 scenario. Only half of the components from the radiation and energy 

budgets, such as QH, QE, K↑, L↓ and L*, have changed from pre-industrial times to the present day. 

Most of fluxes, with the exception of QE, QG, and L*, were predicted to change in the future according 

to the model. Values for QH and K↑ decreased from the “past” to the ”present”, but increased in the 

“future”. Both QE and L* increased from the “past” to the “present”, but remained unchanged in the 

“future”. The soil heat flux (QG) has not changed over time. K↓, L↑, K* and Q* have not changed 

from the “past” to the “present”, but increased in the “future”. L↓ increased during all time periods. 

We cannot say with certainty how accurate CLM4.5 models the data as further research is 

needed. However, despite that the modelled height of our object was underestimated, the model 

simulated fairly comparable radiation and energy budgets with the observed ones, especially with 

the data on shrubs. Therefore, the model can be used to facilitate the interpretation of field 
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observations and to fill data gaps. Still, it is recommended to check what the height of the study area 

is in the model, since an altitude calculated by CLM4.5 may differ greatly from the actual one, and 

also to choose the distribution and composition of vegetation that is closest to reality for the 

improvement of the results accuracy. CLM4.5 has also been useful in analysing climate change 

through the modelled radiation and energy budgets as shown in the RCP4.5 experiment. Our results 

confirmed that the climate will become warmer in the future, and these changes are happening at 

much faster pace in the future than in the past. 
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Annexes 

Annex 1: Statistics calculated over 2002-2016 for monthly temperature (°C) at Imingfjell (modelled 

data) and ‘Dagali Lufthavn’ station (observed data) with a number of years used for its calculations 

Data Statistics 

Month 
All 

mean 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Imingfjell 
Mean -7,59 -6,75 -2,66 2,51 7,06 11,25 13,78 12,81 9,08 2,87 -1,27 -4,18 3,08 

Number 
of years 

15 15 15 15 15 15 15 15 15 15 15 15 15 

Dagali 
Lufthavn 

Mean -9,28 -7,88 -4,32 0,33 4,88 9,52 12,14 10,35 6,76 0,91 -3,65 -7,80 1,00 

Max 3,10 5,10 7,80 7,30 15,50 17,50 19,50 16,90 13,60 10,50 7,20 4,90 10,74 

Min -36,90 -27,40 -22,50 -11,50 -2,70 1,40 7,00 3,50 -1,20 -15,20 -24,30 -30,90 -13,39 

Number 
of years 

14 14 14 14 14 14 14 13 13 15 14 15 14 

∆I-D -1,69 -1,12 -1,67 -2,18 -2,17 -1,74 -1,65 -2,46 -2,32 -1,96 -2,38 -3,62 -2,08 

 

Annex 2: Statistics calculated over 2002-2016 for specific humidity (g kg-1) at Imingfjell (modelled 

data) and ‘Dagali Lufthavn’ station (observed data) with a number of years used for its calculations 

Data Statistics 
Month All 

mean Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Imingfjell 
Mean 1,92 2,01 2,21 3,13 4,12 5,28 6,99 6,79 5,18 3,69 3,07 2,36 3,90 

Number of years 15 15 15 15 15 15 15 15 15 15 15 15 15 

Dagali Lufthavn 

Mean 1,96 2,02 2,38 3,06 4,02 5,09 6,80 6,44 5,24 3,81 2,94 2,27 3,83 

Max 4,20 4,40 4,30 5,70 7,80 9,40 10,30 10,10 8,80 7,00 6,10 4,70 6,90 

Min 0,10 0,30 0,50 1,00 1,70 2,30 4,00 3,40 2,60 1,10 0,50 0,30 1,48 

Number of years 10 10 11 10 10 9 10 11 12 10 12 11 10,5 

∆m-o 0,04 0,01 0,16 -0,06 -0,10 -0,19 -0,19 -0,36 0,07 0,12 -0,13 -0,09 -0,06 

 

Annex 3: Statistics calculated over 2002-2016 for wind speed (m s-1) at Imingfjell (modelled data) and 

‘Dagali Lufthavn’ station (observed data) with a number of years used for its calculations 

Data Statistics 

Month 
All 

mean 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Imingfjell 

Mean 5,67 5,07 4,73 3,98 3,70 3,46 3,28 3,49 4,58 4,77 5,27 5,58 4,46 

Number of 
years 

15 15 15 15 15 15 15 15 15 15 15 15 15 

Dagali 
Lufthavn 

Mean 2,25 2,36 2,86 2,79 2,78 2,67 2,29 2,09 2,54 1,97 2,05 2,18 2,40 

Max 11,50 9,50 10,00 9,20 10,50 8,70 6,60 8,60 8,60 6,00 11,20 12,30 9,39 

Min 0,00 0,00 0,00 0,20 0,20 0,00 0,50 0,30 0,30 0,00 0,00 0,00 0,13 

Number of 
years 

14 14 14 14 14 14 14 14 14 14 14 15 14,08 

∆m-o -3,42 -2,71 -1,87 -1,20 -0,92 -0,79 -0,98 -1,39 -2,03 -2,79 -3,22 -3,40 -2,06 
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Annex 4: Statistics calculated over 2002-2016 for air pressure (hPa) at Imingfjell (modelled data) 

and ‘Dagali Lufthavn’ station (observed data) with a number of years used for its calculations 

Data Statistics 

Month 
All 

mean Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Imingfjell 

Mean 958,8 960,9 963,5 965,1 965,3 965,7 964,6 964,4 965,6 964,3 959,5 959,7 963 

Number 
of years 

15 15 15 15 15 15 15 15 15 15 15 15 15 

Dagali 
Lufthavn 

Mean 913,3 916,4 918,1 919,3 920,0 920,5 920,2 920,0 920,9 919,3 914,7 914,5 918 

Max 947,2 945,7 947,2 945,2 943,2 938,9 938,8 934,4 941,0 942,2 948,5 950,0 944 

Min 881,2 878,9 873,8 894,8 899,5 899,7 902,9 896,2 892,6 887,8 882,9 880,8 889 

Number 
of years 

14 14 14 14 14 14 14 15 15 15 15 15 14 

∆I-D -46 -45 -45 -46 -45 -45 -44 -44 -45 -45 -45 -45 -45 

 

Annex 5: Statistics calculated over 2002-2016 for monthly total precipitation (mm) at Imingfjell 

(modelled data) and ‘Tunhovd’ station (observed data) with a number of years used for its 

calculations 

Dataset Statistics 
Month All 

mean Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Imingfjell 

Mean 31,6 21,9 21,2 24,3 45,9 49,3 63,9 60,4 42,8 46,4 40,8 24,6 39,4 

Number 
of years 

15 15 15 15 15 14 15 15 15 15 15 14 14,8 

Tunhovd 

Mean 44,4 27,5 28,5 31,0 49,9 72,3 99,8 91,9 51,9 44,5 43,9 37,6 51,9 

Max 84,0 61,4 60,0 70,9 129,0 169,5 200,1 150,7 138,1 128,7 83,4 62,9 111,6 

Min 19,7 1,5 8,7 6,2 25,1 21,3 17,2 36,8 15,0 5,5 18,3 17,7 16,1 

Number 
of years 

15 15 15 15 15 15 15 15 15 15 15 15 15 

∆I-T 12,8 5,6 7,3 6,6 4,0 23,1 35,9 31,5 9,1 -1,9 3,1 12,9 12,5 
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Annex 6: Mean, maximum and minimum values of the soil heat flux for the observed (lichen and 

shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes (these 

tabular data were used to plot Annex 7) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 9,14 6,52 3,40 

max 13,08 15,18 8,10 

min 3,78 -2,83 -3,44 

Lichen 

mean 12,25 6,69 2,36 

max 19,58 20,70 13,68 

min 3,88 -5,78 -9,40 

Shrub 

mean 7,14 5,05 2,22 

max 11,65 9,32 6,91 

min 2,76 0,13 -6,33 

 

Annex 7: Mean values of the soil heat flux and their range from minimum to maximum 

 

 

Annex 8: Mean, maximum and minimum values of the latent heat flux for the modelled data in the 

“extremely warm”, the “normal” and the “cold” regimes (these tabular data were used to plot Annex 

9) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 110,84 97,02 81,31 

max 135,44 124,43 100,84 

min 89,78 66,90 67,79 
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Annex 9: Mean values of the latent heat flux and their range from minimum to maximum 

 

 

Annex 10: Mean, maximum and minimum values of the sensible heat flux for the modelled data in 

the “extremely warm”, the “normal” and the “cold” regimes (these tabular data were used to plot 

Annex 11) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 40,17 30,81 37,65 

max 62,51 85,86 79,11 

min 0,53 -24,60 9,92 

 

Annex 11: Mean values of the sensible heat flux and their range from minimum to maximum 
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Annex 12: Mean, maximum and minimum values of incoming longwave radiation for the observed 

(lichen and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes 

(these tabular data were used to plot Annex 13) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 327,34 309,61 295,19 

max 350,50 328,24 306,88 

min 296,30 284,29 283,90 

Lichen 

mean 323,19 315,70 312,93 

max 361,28 356,10 356,21 

min 298,51 282,74 268,51 

Shrub 

mean 323,46 315,99 313,23 

max 362,99 356,23 356,19 

min 298,99 284,51 269,68 

 

Annex 13: Mean values of incoming longwave radiation and their range from minimum to maximum 

 

 

Annex 14: Mean, maximum and minimum values of outgoing longwave radiation for the observed 

(lichen and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes 

(these tabular data were used to plot Annex 15) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 395,38 376,75 365,92 

max 405,19 390,62 373,62 

min 369,45 356,47 352,72 

Lichen 

mean 407,82 395,13 365,62 

max 422,81 416,21 380,51 

min 394,03 370,89 352,88 

Shrub 

mean 401,35 387,55 361,24 

max 415,88 404,52 372,72 

min 389,61 370,20 348,59 
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Annex 15: Mean values of outgoing longwave radiation and their range from minimum to maximum 

 

 

Annex 16: Mean, maximum and minimum values of net longwave radiation for the observed (lichen 

and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes (these 

tabular data were used to plot Annex 17) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean -68,05 -67,14 -70,73 

max -54,28 -58,79 -64,82 

min -77,00 -78,60 -79,64 

Lichen 

mean -84,63 -79,43 -52,69 

max -32,76 -14,79 -6,35 

min -117,07 -131,13 -112,00 

Shrub 

mean -77,89 -71,56 -48,01 

max -26,62 -13,97 -5,54 

min -109,75 -116,39 -100,53 

 

Annex 17: Mean values of net longwave radiation and their range from minimum to maximum 
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Annex 18: Mean, maximum and minimum values of incoming shortwave radiation for the observed 

(lichen and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes 

(these tabular data were used to plot Annex 19) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 281,27 249,08 238,01 

max 336,71 331,40 294,85 

min 217,83 188,86 199,45 

Lichen 

mean 277,46 258,74 190,45 

max 350,89 361,58 344,95 

min 204,75 53,28 45,71 

Shrub 

mean 276,72 258,76 188,88 

max 351,78 363,08 347,82 

min 204,57 53,19 45,02 

 

Annex 19: Mean values of shortwave incoming radiation and their range from minimum to maximum 

 

 

Annex 20: Mean, maximum and minimum values of outgoing shortwave radiation for the observed 

(lichen and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes 

(these tabular data were used to plot Annex 21) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 53,08 47,58 44,93 

max 63,21 63,08 56,04 

min 40,96 36,10 36,21 

Lichen 

mean 69,96 70,17 55,88 

max 99,04 109,69 106,37 

min 46,31 14,52 12,86 

Shrub 

mean 41,97 37,05 28,76 

max 50,86 57,88 55,00 

min 30,69 7,32 5,59 
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Annex 21: Mean values of outgoing shortwave radiation and their range from minimum to maximum 

 

 

Annex 22: Mean, maximum and minimum values of net shortwave radiation for the observed (lichen 

and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes (these 

tabular data were used to plot Annex 23) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 228,19 201,49 193,09 

max 273,49 268,32 241,31 

min 176,87 152,76 158,23 

Lichen 

mean 207,50 188,57 134,58 

max 266,33 269,17 238,58 

min 145,48 38,75 32,85 

Shrub 

mean 234,75 221,70 160,12 

max 303,24 308,16 292,81 

min 173,54 45,87 39,43 

 

Annex 23: Mean values of net shortwave radiation and their range from minimum to maximum 
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Annex 24: Mean, maximum and minimum values of net all-wave radiation for the observed (lichen 

and shrub) and modelled data in the “extremely warm”, the “normal” and the “cold” regimes (these 

tabular data were used to plot Annex 25) 

Dataset Value 
Extremely 

warm 
Normal Cold 

Model 

mean 160,14 134,35 122,36 

max 196,49 189,72 162,48 

min 122,59 91,76 91,34 

Lichen 

mean 122,87 109,13 81,89 

max 149,27 141,57 126,58 

min 79,12 23,96 26,50 

Shrub 

mean 156,85 150,14 112,11 

max 194,12 205,67 192,29 

min 112,54 31,90 33,89 

 

Annex 25: Mean values of net all-wave radiation and their range from minimum to maximum 

 

 

Annex 26: Energy balance for the model data during “extremely warm” regime 
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Annex 27: Energy balance for the model data during “normal” regime 

 

 

Annex 28: Energy balance for the model data during “cold” regime 
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Annex 29: Values of radiation budget components for “extremely warm” regime and their statistics 

"Extremely warm" regime 

Flux Statistic 
Data Δ 

Model Lichen Shrub Model/Lichen Model/Shrub 

K↓ 

Mean 281,3 277,5 276,7 3,8 4,5 

SD1 30,1 49,8 49,4 -19,7 -19,2 

CV2 0,11 0,18 0,18 -0,07 -0,07 

K↑ 

Mean 53,1 70,0 42,0 -16,9 11,1 

SD 5,7 15,1 7,9 -9,4 -2,3 

CV  0,11 0,22 0,19 -0,11 -0,08 

K* 

Mean 228,2 207,5 234,7 20,7 -6,6 

SD 24,6 37,8 42,4 -13,3 -17,8 

CV  0,11 0,18 0,18 -0,07 -0,07 

L↓ 

Mean 327,3 323,2 323,5 4,1 3,9 

SD 16,6 16,8 16,6 -0,2 0,1 

CV  0,05 0,05 0,05 0,00 0,00 

L↑ 

Mean 395,4 407,8 401,4 -12,4 -6,0 

SD 11,7 9,4 8,2 2,3 3,5 

CV  0,03 0,02 0,02 0,0 0,0 

L* 

Mean -68,0 -84,6 -77,9 16,6 9,8 

SD 6,3 22,8 22,3 -16,5 -16,0 

CV  -0,09 -0,27 -0,29 0,2 0,2 

Q* 

Mean 160,1 122,9 156,9 37,3 3,3 

SD 19,7 23,7 25,8 -4,0 -6,1 

CV  0,12 0,19 0,16 -0,1 0,0 
1SD - Standard deviation; 2CV - Coefficient of variation 
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Annex 30: Values of radiation budget components for “normal” regime and their statistics 

"Normal" regime 

Flux Statistic 
Data Δ 

Model Lichen Shrub Model/Lichen Model/Shrub 

K↓ 

Mean 249,1 258,7 258,8 -9,7 -9,7 

SD 34,7 83,4 84,1 -48,7 -49,4 

CV 0,14 0,32 0,32 -0,2 -0,2 

K↑ 

Mean 47,6 70,2 37,1 -22,6 10,5 

SD 6,4 22,5 12,7 -16,1 -6,2 

CV  0,14 0,32 0,34 -0,2 -0,2 

K* 

Mean 201,5 188,6 221,7 12,9 -20,2 

SD 28,3 62,4 71,7 -34,1 -43,5 

CV  0,14 0,33 0,32 -0,2 -0,2 

L↓ 

Mean 309,6 315,7 316,0 -6,1 -6,4 

SD 13,0 22,0 21,6 -9,0 -8,6 

CV  0,04 0,07 0,07 0,0 0,0 

L↑ 

Mean 376,7 395,1 387,5 -18,4 -10,8 

SD 9,5 14,4 11,4 -4,9 -1,9 

CV  0,03 0,04 0,03 0,0 0,0 

L* 

Mean -67,1 -79,4 -71,6 12,3 4,4 

SD 4,6 32,9 29,8 -28,3 -25,2 

CV  -0,07 -0,41 -0,42 0,3 0,3 

Q* 

Mean 134,3 109,1 150,1 25,2 -15,8 

SD 25,5 31,5 43,4 -6,0 -17,8 

CV  0,19 0,29 0,29 -0,1 -0,1 

 

  



 

  

___ 

78 
 

Annex 31: Values of radiation budget components for “cold” regime and their statistics 

"Cold" regime 

Flux Statistic 
Data Δ 

Model Lichen Shrub Model/Lichen Model/Shrub 

K↓ 

Mean 238,0 190,5 188,9 47,6 49,1 

SD 33,3 80,3 80,7 -47,0 -6,6 

CV  0,14 0,42 0,43 -0,3 -0,3 

K↑ 

Mean 44,9 55,9 28,8 -11,0 16,2 

SD 6,2 24,1 12,9 -17,9 -6,6 

CV  0,14 0,43 0,45 -0,3 -0,3 

K* 

Mean 193,1 134,6 160,1 58,5 33,0 

SD 27,4 56,4 68,0 -29,0 -40,6 

CV  0,14 0,42 0,42 -0,3 -0,3 

L↓ 

Mean 295,2 312,9 313,2 -17,7 -18,0 

SD 8,2 25,7 26,9 -17,4 -18,6 

CV  0,03 0,08 0,09 -0,1 -0,1 

L↑ 

Mean 365,9 365,6 361,2 0,3 4,7 

SD 6,3 9,1 7,6 -2,8 -1,2 

CV  0,02 0,02 0,02 0,0 0,0 

L* 

Mean -70,7 -52,7 -48,0 -18,0 -22,7 

SD 6,2 29,2 27,2 -23,0 -21,0 

CV  -0,09 -0,55 -0,57 0,5 0,5 

Q* 

Mean 122,4 81,9 112,1 40,5 10,3 

SD 22,5 32,6 45,9 -10,1 -23,4 

CV  0,18 0,40 0,41 -0,2 -0,2 
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Annex 32: Values of radiation and energy budgets components calculated over the summer for the 

“past” (1850-1869), the ”present” (2006-2025) and the “future” (2081-2100), and their statistics 

Flux Statistic 
Data Δ 

Past Present Future Past/present Present/Future 

K↓ 

Mean 212,1 205,0 217,9 7,2 -13,0 

SD 14,5 18,9 15,6 -4,4 3,3 

CV  0,07 0,09 0,07 -0,02 0,02 

K↑ 

Mean 22,6 21,1 22,6 1,5 -1,5 

SD 1,9 2,2 1,8 -0,2 0,4 

CV  0,09 0,10 0,08 -0,02 0,02 

K* 

Mean 189,6 183,9 195,4 5,7 -11,5 

SD 12,6 16,7 13,9 -4,1 2,9 

CV  0,07 0,09 0,07 -0,02 0,02 

L↓ 

Mean 309,8 319,7 326,9 -9,9 -7,2 

SD 3,6 4,8 4,8 -1,2 0,0 

CV  0,01 0,02 0,01 0,00 0,00 

L↑ 

Mean 383,6 386,4 397,0 -2,8 -10,6 

SD 5,6 6,6 7,9 -1,1 -1,3 

CV  0,01 0,02 0,02 0,00 0,00 

L* 

Mean -73,8 -66,7 -70,1 -7,1 3,4 

SD 5,5 6,8 5,7 -1,3 1,1 

CV  -0,08 -0,10 -0,08 0,03 -0,02 

QH 

Mean 68,8 62,4 68,8 6,4 -6,5 

SD 7,8 8,6 6,9 -0,9 1,8 

CV  0,11 0,14 0,10 -0,03 0,04 

QE 

Mean 42,1 49,9 51,4 -7,7 -1,6 

SD 3,3 3,2 3,4 0,1 -0,2 

CV  0,08 0,06 0,07 0,01 0,00 

QG 

Mean 4,8 4,9 5,0 -0,1 -0,1 

SD 0,5 0,5 0,6 0,1 -0,1 

CV  0,11 0,10 0,11 0,01 -0,02 

Q* 

Mean 115,8 117,2 125,2 -1,4 -8,1 

SD 7,4 10,2 8,4 -2,8 1,8 

CV  0,06 0,09 0,07 -0,02 0,02 

β 1,63 1,25 1,34 0,38 -0,09 

 

 

 




