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Preface

This thesis is submitted to the University of South-Eastern Norway (USN) in partial
fulfilment of the requirements of the degree of Philosophiae Doctor (PhD) in the
Process, Energy and Automation Engineering program. The work has been funded
as an Industrial PhD project by the Norwegian Research Council. The PhD project
has taken place in the Telemark Modelling and Control Center (TMCC) research
group at USN, as well as at Kelda Drilling Controls.

The project has been under the supervision of Professor Bernt Lie, and with co-
supervision by Adjunct Associate Professor Glenn-Ole Kaasa. The work has been
carried out at Kelda Drilling Controls, University of South-Eastern Norway, as well
as on-site in the United Arab Emirates and Russia.

The thesis is article based, consisting of a collection of scientific papers and contain
two main parts. The first section provides an introduction to the drilling process,
commonly used hydraulic models in this context, and a very brief summary of the
main results in the articles. Part two consist of 7 research articles that found the
basis of the thesis.

The work has been mainly related modelling the dynamics of the drilling process for
both single and multi phase flows, performed in parallel with controller development
by the team at Kelda Drilling Controls.

Porsgrunn, 11th February 2020

Christian Berg
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Summary

In the modern energy driven world, oil and gas will be important resources, at least
in the foreseeable future. Wells with challenging pressure windows are more com-
monly drilled, and in recent years the drop in oil prices has lead to an industry focus
on reduction of non productive time. Managed Pressure Drilling, considered an un-
conventional drilling method, tackles a lot of current industry challenges. With man-
aged pressure drilling one has more control over the bottom hole pressure. This lead
to the possibility of drilling what would be considered conventionally un-drillable
wells, an increase in safety and reduced non productive time.

Managed pressure drilling has been forecasted to grow in the next years, fuelled
by an increase in the level of automation. Drilling for oil and gas is a complex
process, involving pumping of fluid through kilometres of fluid conduit, leading
to wave propagation phenomena that becomes apparent at timescales relevant for
automatic control. There has been a significant research effort in academia for both
modelling, control design and observer designs in recent years. A lot of the work
done in academia has not taken the step from university and out into the field.

Gas influx, and the detection of this has had a surge in research after the Macondo
Disaster. The design of kick detection and well control strategies require mathemat-
ical models of the same dynamics as control design for managed pressure drilling. It
can be said that in terms of kick detection, especially for conventional drilling, it is
not the algorithms on how this can be done that is missing, but the sensors required
for them. Through the work on this thesis, a possible alternative measurement
principle has been studied, using a subcritical venturi flume.

Through the work of this PhD, the topic of modelling, at different detail levels has
been studied. This has been performed in parallel with the development of a full
MPD control system at Kelda Drilling Controls. This system is now in operation,
and has numerous successful wells drilled. For design and upgrades of this control
system, extensive testing is performed on a high fidelity PDE model capturing the
dynamics of the drilling process. Development of the models and their accuracy
is covered in three of the attached papers. For control design, simpler models are
usually required. There has been numerous control and estimator designs based on
simpler models in literature, but there has been limited publications on real life use
of these designs.
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The control system developed by Kelda Drilling Controls through the last 5 years is
based on the most commonly used simplified model, and has been found have good
performance in real drilling operations for both single phase and multiphase cases.
Perhaps one of the main success criteria in this has been the extensive testing of
different solutions on the high fidelity models coming from this work.

Managed pressure drilling opens up a lot of possibilities when it comes to both
detection of unwanted reservoir influx, and circulating the influx out. MPD systems
have less regulatory requirements and lower pressure rating than conventional well
control equipment. Due to this, performing what would normally be considered
a well control operation using MPD equipment should be done with care. The
Influx Management Envelope (IME) helps to deal with this. Although wanted by
industry, and very likely introduced as a planning tool in the official guidelines by the
International Association of Drilling Contractors (IACD) for MPD operations world
wide, no systematic description of the IME has existed in peer-reviewed journals.
This is covered in the included paper on the IME.
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1 Introduction

Part 1, overview is structured into two main chapters. Chapter 1 aims to provide
background for the research, introducing drilling, Managed Pressure Drilling (MPD)
and well control such that the included articles can more easily be put into context.
After that, the chapter introduces dynamic modeling of drilling hydraulics, with
common models reviewed. A very brief introduction into solution and analysis of
systems of Partial Differential Equations (PDEs) is then given.

Chapter 2 summarize the main contributions of the included papers, and review
more recent work where applicable. All included papers have their own literature
review, and can be read as stand alone works.

1.1 Drilling

The first step before production of oil and gas is drilling the well. Drilling is the
process of excavating a borehole into the ground by the use of specialized equipment
and is performed by a drilling rig. When drilling, a long steel pipe (drillstring) made
up of smaller pipe sections is used. This drillstring has a drillbit attached to the
end. Rotation at the drillbit can be achieved by both rotation of the drillstring, a
downhole motor or a combination of these.

Drilling fluid, often called “mud” is circulated by high pressure pumps into the drill
string, and out through nozzles in the drillbit. Then the drilling fluid gets transpor-
ted up the annulus, the gap between the drill string and wellbore, carrying drilled
cuttings to the surface. When reaching the surface the drilling fluid is separated
from the cuttings and recirculated to be pumped back down the drillstring. An
overview of this flow path can be seen in figure Fig. 1.1.

The drilling fluid can be seen as having two main purposes. The drilling fluid
drives the downhole motor if one is installed, cools the drillbit and transports rock
cuttings to the surface. The second important task the drilling fluid achieves is that
of pressure control: When drilling, a pressure in the annulus, ideally equal to the
pressure in the drilled formation should be present to maintain wellbore stability
and prevent flow of fluids from the formation into the wellbore or flow of fluids from
the wellbore into the formation. The pressure in the wellbore is achieved through
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1 Introduction

Figure 1.1: Drilling fluid flow path.

hydrostatic pressure from the density of the drilling fluid, and is primarily controlled
by addition of high density solids.

In general, situations arise that for a given drilling fluid density, it is impossible to
maintain the appropriate pressure everywhere in the wellbore from the surface to
the planned well depth. Due to this, wells are drilled in multiple sections, where
the previous section is cased off by steel pipes cemented in place, and the following
section drilled with a smaller diameter. Through the use of casing, a balance between
the formation and wellbore pressure has to be achieved only in the currently drilling
section that is in contact with the formation, commonly called the open hole section.
Figure 1.2 shows a wellbore schematic with collapse- annulus- and fracture- pressure
versus depth, and casing that isolate sections above the current open hole section.

If the pressure in the open hole section becomes too low with respect to formation
pressure, and the formation contains fluids and is permeable, fluid will flow from
the formation. This flow is known as an influx. The downhole pressure where
this happens is commonly denoted pore pressure. Another potential outcome if
pressure becomes too low is that the structural integrity of the wellbore cannot be
maintained, and the wellbore might collapse around the drillstring. The pressure
where this happens is commonly known as collapse pressure.

If the pressure in the open hole becomes higher than the pore pressure, some of
the drilling fluid will be lost to the formation. Drilling fluids contain additives that
will plug the local formation (reduce local permeability when fluid flows into the
formation from the wellbore) such that drilling with pressure above that of the pore
pressure is possible without very high fluid losses. If downhole pressure becomes
too high, fractures will be formed in the formation and drilling fluids will be lost
into the formation. The pressure where the formation fractures is known as the

4



1.1 Drilling
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Figure 1.2: Collapse-, pore-, annulus- and fracture-pressure. The annulus pressure profile changes
when circulating due to friction (exaggerated).

fracture pressure. The location in the open hole where fracture pressure is exceeded
first when pressure is increased (the point in Fig. 1.2 where fracture pressure has the
minimum distance to the annulus pressure) is known as the formation weak point.

If transient effects are not considered, the pressure in any part of the wellbore can
be described by Eq. (1.1) where pHydrostatic is the hydrostatic pressure at location z,
and pFriction is the frictional pressure loss from location z to the surface.

p(z) = pHydrostatic + pFriction (1.1)

In Eq. (1.1), the term pFriction can not be actively controlled to stay within the
pressure limits imposed by the formation. The reason for this is that the drilling
fluid also has to be able to carry cuttings to the surface, thus, a minimum flow
velocity and fluid properties are imposed from considerations with respect to cuttings
transport.

Approximately every 30m (100ft) drilled, a connection has to be performed to extend
the length of the drillstring. When performing a connection mud pumps are stopped
to attach another stand of drillstring and pFriction will be reduced to zero, changing
the pressure along the annulus. The difference in downhole pressure when pumps are
on and pumps are off is illustrated in Fig. 1.2. pHydrostatic can be actively controlled
by changing the drilling fluid density. This requires that a drilling fluid of different
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1 Introduction

Mud pits/

Figure 1.3: Managed pressure drilling. Drilling fluid is circulated from the rig mud pumps and
down the drill string. At the bottom of the wellbore, the drilling fluid flows out through
the drill bit via nozzles, and is then circulated up to the surface in the annular space
between the drill string and annulus.

density is displaced through the system, a process that usually takes hours (being a
function of well fluid volume and pump rate).

During conventional drilling, the Blow Out Preventer (BOP) can be closed to apply
pressure from the surface, something that can be used to rapidly raise downhole
pressure if required. Examples of this would be well control situations where the
downhole pressure is not adequate to prevent flow from the formation, termed an
influx or kick.

1.2 Managed Pressure Drilling

Surface Backpressure Managed Pressure drilling (SBP-MPD), is a variant of Man-
aged Pressure Drilling (MPD) where pressure is applied to the well from the surface
during drilling. For SBP-MPD, the annulus is sealed at the surface by a Rotating
Control Device (RCD) and the drilling fluid is routed through control chokes. A
schematic showing the equipment setup while using SBP-MPD is seen in Fig. 1.3.
If transient effects are not considered, the downhole pressure with SBP-MPD can
be described by Eq. (1.2) where pSurface is the pressure at the MPD chokes.

p(z) = pSurface + pHydrostatic + pFriction (1.2)

As for conventional drilling, pFriction cannot be actively controlled directly as it is
given through considerations such as cuttings transport. pHydrostatic can be changed

6



1.2 Managed Pressure Drilling

by changing the mud density, but as for conventional drilling this is a slow pro-
cess taking hours. pSurface can be changed rapidly, giving almost direct control over
downhole pressure. In cases where the flow rate, and thus pFriction change, pSurface
can be used to compensate for the changes in friction at a given point. This makes
MPD able to keep the pressure constant at one specific point in the well (commonly
referred to as the anchor point), irrespective of flow rate. Due to the increased
control of downhole pressure when using MPD, this unconventional drilling method
has gained traction in recent years, both for drilling challenging wells, and as a way
to reduce non-productive time (NPT) . Figure 1.4 shows the same case as Fig. 1.2,
in the case of MPD. Note the fact that the pressure at the anchor point is the
same in the circulation and static case. The possibilities presented by modern auto-
mation technology, with automatic control of surface-, anchor point-, or standpipe
(pump)-pressure presents a substantial increase of control over the annulus pressure
compared to conventional drilling.

Pressure

Depth

Fracture pressure

Annulus pressure

Pore pressure

Collapse pressure

C
ircu

la
tin

g
S
ta

tic

psurface

Anchorpoint

Figure 1.4: Collapse-, pore-, annulus- and fracture-pressure using MPD techniques. Annulus pres-
sure profile change when circulating due to friction and applied surface pressure (exag-
gerated).

For design of control and estimation algorithms, dynamic models are required which
are able to predict not only the flow and pressure during steady conditions, but also
when moving from one operating point to another. There is a range of possible
modeling approaches from the relatively simple model by Kaasa, Stamnes et al. [1]
to more elaborate Partial Differential Equation (PDE) models capturing the travel
of pressure waves in the system. There has been an extensive research effort on
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1 Introduction

controller and estimator design for MPD in recent years, both based on the model
in [1], such as by [2]–[6] as well as for PDE models in [7]–[13]. Much of this work has
been in academia only, and actual applications have not been published. Successful
use of the model in [1] for MPD control design in the context of heave compensation
and surge swab mitigation can be found in [6].

1.3 Well pressure control

If for some reason the downhole pressure in operation ends up below the pore pres-
sure or above the fracture pressure, fluid influx or fluid losses will occur. Well control,
typically a very specific definition with dedicated equipment, fixed procedures and
regulatory requirements is here treated somewhat pragmatically. Regulations and
guidelines on whether an influx should be considered a well control event is not
covered here. This is treated in Section 1.5 as well as paper E in the case where
MPD equipment can be used for dealing with minor influxes.

There are numerous possible operational reasons for ending up in a situation where
downhole pressure is outside of the window specified by pore/collapse pressure and
fracture pressure. In many cases, especially exploration drilling, the exact pore and
fracture pressure is unknown, and well planning is based on best estimates. Fractures
in the reservoir can also lead to local pore pressure (pressure in the fracture) being
significantly lower or higher than expected for that formation zone. There could be
operational reasons for exiting the pressure window, such as unintentional raising
or lowering of mud density, drillstring movement (known as surge/swab), or for
MPD operations, too high or low surface pressure applied to the well. In any case,
exiting the pressure window will lead to loss of drilling fluid to the formation, or
influx of formation fluids into the annulus. A too low annulus pressure can also
lead to a formation collapse and thus the drillstring becoming stuck, even without
any significant influx of formation fluid preceding it. The procedures for dealing
with loss and influx are often very different, with minor losses often viewed as a
necessary evil, especially for conventional drilling. Influx will in many cases be with
formation fluids that are gaseous, flammable and in some cases extremely toxic.
This leads to influxes being associated with very different considerations than losses
in a health and safety perspective. Gas influxes will expand when being brought
to the surface, and if not controlled, will lower downhole pressure further due to a
lowering of hydrostatic pressure. This will lead to even more influx in a positive
feedback mechanism. In the uncontrolled case this is what would be considered a
blow out.

Both loss and influx is detected by the in and out flow of the well not being balanced.
If an out flow measurement is available, an out flow from the well higher than the
pump rate will indicate an influx. A lower out flow than pump flow would indicate

8



1.3 Well pressure control

a loss. As the out flow is recirculated and pumped back through the mud pits, an
increase or decrease in mud pit level will indicate the same. There are numerous
other indicators of a possible influx and loss, such as changes in torque on the
drillstring top drive and change of Rate Of Penetration (ROP). These indicators are
mainly linked to mechanical feedback in the drilling system that the reservoir has
changed. Thus they are not directly indicating an influx or loss but that the factors
that could be associated with it is present.

1.3.1 Losses

If losses are encountered in operation, usually detected by a dropping mud level in
the mud pit or a drop in return flow, multiple possible approaches to deal with the
situation exist. One can lower downhole pressure by reducing drilling fluid density in
the conventional drilling case, or reduce surface pressure in the MPD case (if already
holding surface pressure). An important point to note is that lowering pressure to
reduce losses runs the risk of having a lower pressure than pore pressure somewhere
else in the annulus and thus taking an influx. Another option is trying to cure the
losses by circulating Lost Circulation Material (LCM), a mud additive designed to
reduce formation permeability, effectively plugging up the formation so losses are
reduced/eliminated. In cases where LCM is unable to cure the losses and downhole
pressure cannot be reduced further, two more possible options exist. One of the
options is to keep drilling with losses, depending on cost and availability of drilling
fluid and possible damage it can cause to the formation. If drilling with continued
losses is not an option the second option is to set a contingent casing. This is
an unplanned casing that seals off the problematic zone, but will lead to a lower
diameter than planned at the end of the well (and thus lower well production). In the
MPD case, walking the line with challenging pressure windows are usually possible
for longer than the conventional case due to the smaller variations in downhole
pressure between static and circulating.

A special case of losses that should be treated separately is the case where the losses
are higher than the pump flow rate, commonly referred to as total losses. This case
is significantly more challenging than the case where losses are not total, and total
losses can quickly spiral into more serious well control situations. If total losses are
encountered in MPD operations, this can lead to the inability to apply pressure at
the surface due to lack of return flow. Depending on the initial surface pressure this
can lead to a too low downhole pressure, and taking an influx somewhere else in the
annulus. In both the MPD and conventional drilling case, if losses are substantial
enough, the mud column and thus hydrostatic pressure can drop in the annulus,
leading to possible influx. In the case where total losses do not lead to an influx,
drilling with total losses is usually not an option when considering conventional
drilling or using SBP-MPD. This is due to the fact that the lack of flow in the
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annulus makes it impossible to transport drilled cutting to the surface, eventually
leading to the possibility of getting a stuck drillstring. In practice, a contingent
casing is often the only option if a sudden total loss is encountered that cannot be
cured using LCM.

1.3.2 Influx

If downhole pressure is below the pore pressure, an unwanted flow of formation fluid
into the annulus occurs, known as an influx or kick. An influx can consist of oil, water
and/or gas, and is noticed from an increased out flow and rising mud pit levels. If an
influx is encountered and detected, the pumps will typically be stopped first and then
the BOP closed, known as a hard shut-in. The total influx volume will be calculated,
and shut in standpipe and surface pressures will be recorded for the preparation of
a kill sheet and attempted identification of the type of influx fluid. After the BOP
is shut the downhole pressure will increase to the pore pressure, caused by to the
pressure added from the BOP at the surface. This pressure added from the BOP
stops the influx, and well control procedures are performed to re-establish control
of the well. Typically the gas will be circulated through the closed BOP and well
control chokes, adding surface pressure while keeping the pump pressure constant
and the gas expands. When the gas is circulated out of the annulus, drilling fluid
density is increased, and the surface pressure decreased. When the full procedure
is finished, the downhole pressure has been increased by increasing pHydrostatic and
drilling can continue. The procedure where the gas is circulated out first, then
the mud density is increased, is commonly referred to as Driller’s method. For a
thorough introduction to the actual step by step procedure of both the Driller’s
Method, as well as alternative well control procedures, see Schubert [14].

In MPD operations, the surface equipment available is similar to that of a conven-
tional well doing well-control procedures with a closed BOP. This make MPD able
to handle minor influxes without resorting to conventional well control procedures.
For an influx during MPD, the surface pressure can be raised immediately to in-
crease downhole pressure and suppress the influx. The influx can then be circulated
to the surface while keeping the pump pressure constant, and drilling can continue
without increasing the fluid density. The influx can typically also be circulated to
the surface at a higher pump rate using MPD equipment than for conventional well
control chokes.

1.4 Influx loss detection

For detecting influx and loss, numerous approaches exist. In general a fluid loss
or influx will be detected through a mismatch in the inflow versus outflow in the
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well, either indirectly through changes in mud pit level Vmudpit, directly through a
measured change in outflow qreturn for a constant inflow qpump, or as a combination of
this as well as other indicators of changing downhole conditions (Change of torque,
hookload and pump pressure). Figure 1.5 shows an overview of the flow path while
drilling, and the measured variables commonly involved in kick/loss detection where
qinflux/loss is the influx/loss flow rate, ideally zero in normal operation.

Figure 1.5: Circulation path while drilling, key measurements for influx loss detection.

Numerous detection and estimation strategies exist, usually based on the mud pit
level Vmudpit or the volumetric flow in and out qpump and qreturn. The different meth-
ods have strengths and weaknesses with respect to detection time and influx/loss
size required for detection [15], making the approach of combining multiple sensors
appealing. Based on the method used, challenges with respect to sensor accuracy
and reliability exists, especially for the measurement of return flow. This topic is
covered independently in subsection 1.4.4.

In practice, influx and losses might come in the middle of changes in operating
conditions, for instance a change in pump rate affecting the downhole pressure. Due
to this, detection and estimation strategies that also work in transients would be
the ideal approach, although this might be difficult in practice. If detection and
estimation of influx is to be performed in transients, a dynamic model describing
the dynamic behaviour of qreturn vs qpump and qinflux/loss will be required.

1.4.1 Surface volume based methods

Kick detection from surface fluid volumes is the oldest and still most commonly
used method for kick detection today [16]. Modern rig control systems have Pit-
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Volume-Totalizers, using change in surface mud volume for kick/loss detection, with
configurable alarm limits.

Challenges with all surface based methods is that they require a minimum influx or
loss volume, depending on the resolution of the pit volume sensors. In many cases
this required volume might be unacceptably high in the case of influx. Volume based
methods also make no distinction with respect to kick severity, such that a large
flow influx will still require a given influx volume before it can be detected.

Strengths with volume based approaches is that influx/loss rates below flow meas-
urement detection accuracy will still be detected when the accumulated volume is
above a certain threshold.

For dealing with influx during transients, and especially in pump off events, tra-
ditionally fingerprinting is performed. When fingerprinting, the increase in surface
volume, caused by fluid expansion and drain back at the surface, is recorded when
stopping the pumps, and then this is compared to the pit level increase at later
connections [16].

Automatic algorithms that perform this fingerprinting and compare the pit level
in transients to a known well signature has had developments in recent years with
successful field use of for instance the Influx Detection at Pumps Stop (IDAPS)
software [17]. Algorithms performing this fingerprinting can be based on both his-
toric data and/or an internal model such as the one in [18] and comparison of the
model and measurement. Cayeux and Daireaux [16] show the ability of high fidelity
simulations to predict this drain back signature.

1.4.2 Flow rate based methods

In the simplest case, flow based kick detection for a steady flow rate can be performed
by monitoring for changes in out flow. This is what is used for most simple paddle
based kick/loss detection systems. Detection of influx and loss through change in
out flow only, when out flow is not accurately measured can only provide a kick
indication, not volume nor intensity other than in a qualitative sense.

If reliable and accurate flow rate measurements are available for both pump and
return flow, flow-rate based methods can be taken further than just detection of
changes.

In the ideal case,
dVmudpit

dt
= qreturn −qpump −qcuttings, (1.3)

for Fig. 1.5 in the case of no influx or loss. If qcuttings is known then it is possible to
detect both influx/loss rate, accumulated influx/loss volume, and have very rapid
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1.4 Influx loss detection

detection of influx and loss with no minimum requirement on volume. Flow meas-
urements can also be used together with a dynamic model of the well to perform
this, even in the case of system transients such as described by Zhou, Nygaard et al.
[19] and Hauge, Aamo et al. [20]. The limitation of flow rate based methods is that
in reality, even for steady conditions, the measurements for qpump and qreturn are not
perfectly aligned, such that a minimum difference, depending on the sensor accur-
acy, between these flow measurements is required. This leads to a minimum loss and
influx rate that is detectable. Flow measurements of the accuracy required for this
type of influx loss detection are traditionally only available in MPD operations.

The strength of flow based methods is that although there is a required kick/loss
rate for reliable detection, there is no minimum required volume, as opposed to
surface-volume based methods. Due to this, high intensity/high flow-rate losses and
kicks can be detected almost immediately.

1.4.3 Sensor fusion methods

The strengths and weaknesses of volume based and flow based methods are largely
complementary. This makes the prospect of combining these two methods promising.
A challenge in the case where high quality qreturn measurements are available, is
that these measurements and the measurement of Vmudpit is usually performed by
independent service providers on independent systems.

1.4.4 Return flow sensor accuracy and reliability

For measuring return flow in drilling operations, numerous approaches exist, with
varying accuracy. An important factor for deciding the type of sensor to use is
whether the surface fluid system is closed, as is the case for MPD operations, or
open as for most conventional drilling operations. Measurement principles that are
based on open channel flows (the case for conventional drilling) will not work for
closed circulation systems. In general, measurement of flow rate for closed circulation
systems is simpler than for open channel flows. Measurement principles that require
the entire flow return line pipe to be filled with liquid can in some cases be used in
the open channel conventional drilling case. When this is done, such as the use of a
coriolis flow meter in conventional drilling, this requires extensive modifications to
the return-flow line.

Coriolis flow meter

The coriolis flow meter is the most accurate (but also most expensive) flow measure-
ment. Coriolis flow meters are sensitive to the presence of air or gas, and can not be
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used in a open channel setting. Coriolis flow meters have been used for conventional
drilling operations, but this requires extensive modification of the return-flow line.
It is common to have coriolis flow meters in MPD operations. They have low sensit-
ivity to changes in fluid composition and rheology, and do not require any external
flow reference to be calibrated.

Differential pressure measurements

For closed circulation systems, differential pressure based flow measurements is very
common and inexpensive, but has not seen much use in drilling operations. The last
few years, these have been installed to be tested as a cheaper alternative to coriolis
flow meters for MPD operations in MPD manifolds instrumented by Kelda Drilling
Controls. They are found to be reasonably accurate around the operating flow, but
as expected are inaccurate at very low flow. Initial designs were prone to plugging
of the sensor ports by particles in the drilling fluid. If the option for a low cost MPD
operation is no other measurements due to coriolis meter cost and footprint, then
this is an inexpensive alternative. Differential pressure based flow estimation need
a reference flow rate for calibration, where pump flow rate is used.

Paddle based flow meters

The paddle is the most commonly used flow meter for conventional drilling oper-
ations, consisting of a spring mounted paddle in the return line. The paddle gets
deflected by the flow, and the deflection is measured. The paddle measurement is
inexpensive and robust, but has the lowest accuracy of the alternatives. In practice,
correlating the paddle deflection and actual flow rate requires continuous calibra-
tion, and even then accuracy is very low (+/- 15 %) [21]. Due to this, paddle
measurements are most commonly used with a % deflection output, and this is used
qualitatively to monitor the out flow for changes. Used in this way the paddle meter
can be used as a qualitative measure for kick/loss detection, but the accuracy is too
low to be used for estimating actual influx/loss rate and accumulated volume.

Rotating floating wheel flow meter

Developed at Sandia National laboratories [22] to deal with the challenges of the
paddle flow meter for return measurements in drilling, this flow meter shows great
potential [21], but has not been adopted by industry in any large volume. The
rotating wheel flow meter consist of a rotating wheel that floats on top of the fluid
surface, and thus measuring both liquid level and velocity. A schematic view of this
flow meter can be seen in Fig. 1.6.
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1.5 Influx management for managed pressure drilling

Figure 1.6: Rolling float flow meter, schematic from [22].

Venturi/Flume sub-critical open channel flow measurements

A possible way of measuring flow rates in open channels is by use of flume designs
that make it possible to determine flow rate from liquid level. This is a well known
and quite accurate approach used extensively in civil engineering. It might be pos-
sible to measure open channel flow in conventional drilling operations using this
approach. This is covered in paper A and has been an area of significant research
effort in recent years through the Sensors and models for improved kick/loss detec-
tion in drilling (Semi-Kidd) project at the University of South-Eastern Norway with
among others Equinor as an industrial partner [23]–[25].

1.5 Influx management for managed pressure drilling

In some cases while doing managed pressure drilling, closing the BOP and perform-
ing traditional well control procedures might not be required as MPD equipment
can deal with minor influxes. To determine whether to use MPD equipment or
conventional well control has up until the 2000’s been rather arbitrary and largely
market specific. The Bureau of Safety and Environmental Enforcement (BSEE)
suggested the MPD Well Control Matrix to help with this decision making, and
although originally intended for the Gulf of Mexico, it is now adopted worldwide in
most markets. An example of the WCM can be seen in Fig. 1.7.

The Influx Management Envelope (IME) is an extension of the WCM. The IME is
a relatively modern concept, first described by Culen, Brand et al. [26] and now in
use in the Gulf of Mexico. There has been a large number of conference articles on
the subject of the IME, but no in depth articles on how to construct an IME with
systematic derivation. This is covered in paper E.
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Figure 1.7: Well Control Matrix.

1.6 Hydraulics modelling for drilling

There has been a significant research effort in the last decade on modelling the dy-
namics of the drilling process, especially in the context of estimation and control, see
Stamnes [27], Hauge [28], Aarsnes [29] and Ambrus [30]. In general the system under
consideration can be described by hyperbolic partial differential equations (PDEs)
and what simplifications can be introduced in the context of modelling for control
and estimation depends on the time scale of interest. In the following chapter, com-
mon models for the transient hydraulics while drilling will be summarized, separated
into the single-phase (liquid only) and multi-phase cases.

1.6.1 Single-phase

The distributed dynamics for the single-phase case can be described by the 1-D
isothermal Euler equations given in Eq. (1.4) if the effect of temperature on the
system dynamics is neglected [30].

∂ρ

∂ t
+

∂ρu
∂x

= 0

∂ρu
∂ t

+
∂ (ρu2 + p)

∂x
= F +G

(1.4)

Here ρ is density, u is velocity, p is pressure and F and G are source terms represent-
ing friction and gravity respectively. In drilling, the cross-sectional area of the flow
conduit is not constant and a spatially varying cross sectional area should be con-
sidered. If varying cross sectional area of the flow path is considered, the isothermal
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Euler Eq. (1.4) take the form of Eq. (1.5) where A is cross sectional area.

∂ρA
∂ t

+
∂ρuA

∂x
= 0

∂ρuA
∂ t

+
∂ ((ρu2 + p)A)

∂x
=−p

∂A
∂x

+F +G
(1.5)

Equation (1.4) has 3 unknowns, ρ,u, p but only 2 equations. To be uniquely solved,
a closure law is required as given in Eq. (1.6), an equation of state (EOS) describing
density as a function of pressure.

ρ = ρ(p) (1.6)

For single phase systems a common and reasonably accurate choice for this is the
linearized liquid EOS given in Eq. (1.7), where cl is the speed of sound in the fluid
and ρ0 and p0 the linearisation point density and pressure respectively [29].

ρl = ρ0 +
1
c2

l
(p− p0) (1.7)

There are numerous ways of solving Eq. (1.4) and Eq. (1.5), as well as simplifying
the equations further. Equation (1.4) and Eq. (1.5) are strictly hyperbolic and
nonlinear.

For the single phase case, the flow velocity will be low compared to the speed of
sound. Assuming u << cl, Eq. (1.4) can be made pseudo linear (in the case that

F is still a nonlinear function of ρ and/or u). Inserting ∂ρ

∂ p
=

1
c2

l
, assuming near-

incompressible and setting the ρu2 term to zero, yields the water-hammer equations
given in Eq. (1.8).

∂ p
∂ t

+ρc2
l

∂q
∂x

= 0

∂q
∂ t

+
1
ρ

∂ p
∂x

= F +G
(1.8)

A commonly used simplified model in the context of estimation and control is the
one described by Kaasa, Stamnes et al. [1], and used extensively for both estimation
and control design by Zhou [2] [19] [3], Stamnes [31] [32] [33], Stakvik, Berg et al.
[4], [5] and Pavlov, Kaasa et al. [6].

The simplified model by Kaasa, Stamnes et al. [1] can be viewed as a water hammer
model as given by Eq. (1.8), solved over two control volumes with one representing
the drillstring and one representing the annulus using a staggered grid discretization
in space. This yields two states for pressure, one in each control volume and one
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Figure 1.8: Simplified model schematic overview.

state for flow, at the interface between the control volumes. The model in [1] is
given in Eqs. (1.9) to (1.13). As the model is primarily made for MPD applications,
the outflow boundary condition is specified through a choke equation, Eq. (1.13).
Figure 1.8 shows a schematic overview of the process.

Vd

βd

dpp

dt
= qp −qbit (1.9)

Va

βa

dpc

dt
= qbit +qbpp −qc (1.10)

M
dqbit

dt
= pp − pc −Fdq2

bit −Faqbit (1.11)

M =
∫ Ld

0

ρd

Ad(x)
dx+

∫ 0

La

ρa

Aa(x)
dx (1.12)

qc = gc(zc)Kc

√
2
ρ
(pc − pco) (1.13)

In Eqs. (1.9) to (1.13), V is volume, ρ is density, β is fluid bulk modulus β = 1
ρ

dρ

dp and
A is area. The subscripts d and a represent the drillstring and annulus respectively.
q is flow, with subscripts p and c representing pump and choke respectively. qbit is
a state representing flow from the drill string to the annulus, Fd and Fa are friction
factors for the drill string and annulus, gc is choke area as a function of choke position
zc.
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1.6.2 Multi-phase

The Drift Flux Model has been extensively used to describe multi phase flows for
drilling systems, due to its balance between predictive capabilities and simplicity.
The drift flux model consist of two transport equations, and one mixture momentum
equation, given in Eqs. (1.14) to (1.16) [29], [34]–[36].

∂ρgαg

∂ t
+

∂ρgαgvg

∂x
= 0 (1.14)

∂ρlαl

∂ t
+

∂ρlαlvl

∂x
= 0 (1.15)

∂ (ρlαlvl +ρgαgvg)

∂ t
+

∂ ((ρlαlv2
l +ρgαgv2

g)+ p)
∂x

= F +G (1.16)

Equations (1.14) to (1.16) have 7 unknowns, and thus require 4 closure laws given in
Eqs. (1.17) to (1.20) for the system to be uniquely solvable. How to calculate pres-
sure, and thus the other primitive variables from the closure laws and conservative
variables will be covered here in detail.

As the sum of liquid and gas volume fraction must be one, Eq. (1.17) must be
satisfied. Treating both the liquid and the gas as compressible yields Eqs. (1.18)
and (1.19). Gas velocity is found through the common K,S∞ drift flux formulation
by Zuber and Findlay [37] Eq. (1.20) with K > 1,S∞ > 0.

αl +αg = 1 (1.17)

ρl = ρl(p) (1.18)

ρg = ρg(p) (1.19)

vg = Kvsup
m +S∞ (1.20)

Mixture superficial velocity is defined as Eqs. (1.21) to (1.23).

vsup
m = vsup

l + vsup
g (1.21)

vsup
g = αgvg (1.22)

vsup
l = αlvl (1.23)

Using Eqs. (1.17) to (1.19) and denoting ρlαl as ml and ρgαg as mg as these are
known from Eqs. (1.14) and (1.15) yield:

ml = ρl(p)(1−αg) = ρl(p)(1−
mg

ρg(p)
) (1.24)
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mlρg(p) = ρl(p)(ρg(p)−mg) (1.25)
Combining these yield Eq. (1.26), an expression from which pressure can be found

ρl(p)ρg(p)−ρl(p)mg −ρg(p)ml = 0 (1.26)

Commonly used with the following equations of state [29]

ρl = ρ0 +
1
c2

l
(p− p0)

ρg =
1
c2

g
p

(1.27)

The DFM in Eqs. (1.14) to (1.16) with equations of state as given in Eq. (1.27) is
nonlinear and strictly hyperbolic. There has been significant research work in recent
years on explicit numerical solutions of the drift flux model, see [38]–[44].

The model introduced in Ambrus [30] and Ambrus, Aarsnes et al. [45] is in practice a
two phase equivalent of the simplified model in Eqs. (1.10) and (1.13). It is derived
by reduction of the DFM, yielding one PDE transport equation representing the
transport of gas, with one ODE equation representing the conservation of mass in
the annulus. For an in-depth derivation, the reader is referred to the appendix of
[45]. For the Red-DFM model, the transport of gas in the annulus is described by a
single PDE, given in Eq. (1.28).

∂αg

∂ t
+ vg

∂αg

∂x
=

αg(αg −α∗
l )

(1−α∗
l )γ p

(
vgαlρl

(
gcos(θ)+

2 f (qg +ql)
2

A2D

)
− ∂ p

∂ t

)
(1.28)

where vg is calculated by a slip law as given in Eq. (1.29).

vg =
vm

1−α∗
l
+ v∞ (1.29)

Here, α∗
l is a constant related to the gas concentration and velocity profile (0 ≤ α∗

l <

1) and v∞ is the slip velocity. With the simplification ∂ p
∂ t

≈ dpc

dt
, the pressure at the

choke is given by Eq. (1.30).

dpc

dt
=

β̄a

Va
(ql +qg +TEg −qc) (1.30)

where effective bulk modulus of the system β̄a is calculated as a function of the gas
distribution as given in Eq. (1.31). TEg represents the additional liquid flow caused
by the expansion of gas being transported up the annulus, calculated as Eq. (1.32).

β̄a =
βl

1+ βl
V

∫ L

0

Aαg(αl −α∗
l )

(1−α∗
l )γ p

dx
(1.31)
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TEg =
∫ L

0
Aρlvg

αgαl(αl −α∗
l )

(1−α∗
l )γ p

(
gcos(θ)+

2 f (qg +ql)
2

A2D

)
dx (1.32)

The choke flow as a function of choke pressure is calculated as Eq. (1.33)

qc =Cvz
√

pc − pco

ρl
+

(
1−

√
ρg

ρl

1
Y

)
(Avg(x)αg(x))|x=L (1.33)

1.7 Numerical solution of hyperbolic partial differential

equations

The PDE models for single phase and the drift flux model are nonlinear hyperbolic
PDEs. In general, numerical solution of such systems are not straight-forward[46].
There are numerous well known methods for solving PDEs of this type, all with
advantages and disadvantages. If the timescale of interest is at the timescale of
wave propagation for the fastest waves, explicit schemes are the most effective with
respect to computing cost [47].

1.7.1 PDE analysis

PDEs such as Eq. (1.4), Eq. (1.8) and Eqs. (1.14) to (1.16) can be put in vector
form as in Eq. (1.34) where U is the state vector, F(U) is the flux function and S(U)
is the source vector.

∂U
∂ t

+
∂

∂x
(F(U)) = S(U) (1.34)

Equation (1.34) can then be cast in quasi-linear form as in Eq. (1.35),

∂U
∂ t

+A(U)
∂U
∂x

= S(U) (1.35)

where A(U) is the Jacobian of F(U), Eq. (1.36)

A(U) =
∂F(U)

∂U
(1.36)

The eigenvalues of the Jacobian A(U), λ is used to classify the PDE.

If all eigenvalues λ1,λ2, ...λn are real, the system is hyperbolic, if all are real and
distinct, the PDE is strictly-hyperbolic. Both the isothermal Euler equations and
the drift flux model can be shown to be strictly hyperbolic.

For the isothermal Euler equations, introducing temporary parameter u1 and u2

U =

[
ρ

ρu

]
=

[
u1
u2

]
(1.37)
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A(U) =
∂F(U)

∂U
=

[
0 1

−u2
2

u2
1
+ ∂ p

∂ρ
2u2

u1

]
(1.38)

It can be found that the eigenvalues of A(U) are λ1,2 = u±
√

∂ p
∂ρ

where u is velocity

and
√

∂ p
∂ρ

is the speed of sound in the fluid.

For the DFM, a full analysis is not performed here. For a thorough analysis the
reader is referred to Evje and Flåtten [43], as well as papers B and C.

The drift flux model can be shown to have λ1 = ug, λ2,3 = ul ± cm.

For numerical solutions of PDEs, how big variations is encountered in the mixture
sound velocity should be considered. Some schemes are very sensitive to the time
step size versus local propagation velocity with respect to numerical diffusion. The
drift flux model has a mixture sound velocity that is a highly nonlinear function of
gas volume fraction αg as see in Fig. 1.9, making this especially relevant.
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Figure 1.9: Mixture sound velocity, Drift flux model

1.7.2 Numerical solution

Hyperbolic PDEs of the form:

∂U
∂ t

+
∂

∂x
(F(U)) = 0 (1.39)

are typically solved explicitly through conservative schemes of the form in Eq. (1.40)
[46].
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Un+1
i = Un

i −
∆t
∆x

(F (Un
L,i+1/2,U

n
R,i+1/2)−F (Un

L,i−1/2,U
n
R,i−1/2)) (1.40)

where n represent discrete time steps, i discrete points in space, the subscripts
L,R the left- and right- hand side of the interface respectively and F (UL,UR) is
found from a scheme specific numerical flux, or exact or approximate Riemann
solver. A schematic representation of the spatial distribution of states can be seen
in Fig. 1.10.
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Ui Ui+1Ui-1
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Figure 1.10: Scheme Schematic.

For a first order scheme, the states at the interfaces are approximated as

Un
L,i+1/2 =Un

i

Un
R,i+1/2 =Un

i+1

Un
L,i−1/2 =Un
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i

(1.41)

yielding Eq. (1.42) when inserted in Eq. (1.40).

Un+1
i = Un

i −
∆t
∆x

(F (Un
i ,U

n
i+1)−F (Un

i−1,U
n
i )) (1.42)

One very typical first order scheme, used extensively in introductory material to
hyperbolic PDEs is the Lax Friederichs scheme (LxF)[46], given in the conservative
form in Eq. (1.43).

F (UL,UR) =
f (UR)+ f (UL)

2
− ∆x

2∆t
(UR −UL) (1.43)

The LxF scheme, although good for illustrating basic numerical techniques is very
diffusive. A drastically improved version of the LxF scheme is the local Lax Friedrichs
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or Rusanov Scheme, given in Eq. (1.44) [46].

F (UL,UR) =
f (UR)+ f (UL)

2
− λ

2
(UR −UL) (1.44)

Where λ = ρ(A(U)) =max(| λi) | ... | λn) | is the spectral radius of A(U), the Jacobian
of F(U)

First order centred schemes as in Eq. (1.43) and Eq. (1.44) usually perform poorly
at capturing sharp interfaces when compared to first order exact or approximate
Riemann solvers. Although diffusive, these relatively simple centred schemes form
a fundamental building block in many modern high-resolution schemes that have
more than first order spatial accuracy.

It seems tempting to use higher order approximations than those given in Eq. (1.41).
Sadly, it is not that simple, and doing higher than first order approximations in
Eq. (1.41) results in a numerical phenomena called ”Spurious Oscillations” in high
gradient regions of the solution. Godunovs Theorem states [46]:

”Linear numerical schemes for solving partial differential equations (PDEs), having
the property of not generating new extrema (monotone scheme), can be at most first-
order accurate”

There are two approaches to gain higher than first order resolution without spurious
oscillations, namely:

• Van Leer’s MUSCL (Monotonic Upwind Scheme for Conservation Laws) [48]

• WENO/ENO schemes (Weighted Essentially non-Oscillatory) [49]

Van Leer’s MUSCL (Monotonic Upwind Scheme for Conservation Laws) achieves
this through adapting the derivatives used to reconstruct the solution or fluxes at
the interface through a nonlinear limiting function termed flux- or slope- limiter for
the case of limiting fluxes or states respectively. [48]:

For a second order MUSCL slope limiter scheme the solution on the interfaces
Un

R,i−1/2,U
n
L,i−1/2 is approximated by Eq. (1.45).

Un
R,i−1/2 = Un

i −
∆x
2

Un
x

Un
L,i−1/2 = Un

i−1 +
∆x
2

Un
x

(1.45)

Here, Un
x is a flux limited spatial derivative of the solution Un.

Defining the slopes a,b as
a =

Ui −Ui−1

∆x
(1.46)
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1.7 Numerical solution of hyperbolic partial differential equations

b =
Ui+1 −Ui

∆x
(1.47)

Ux can be found as
Ux = φ(a,b)∗a (1.48)

Where φ(a,b) is a slope limiter satisfying Eq. (1.49) [50]

a
b
≤ φ(a,b)≤ 2

a
b

(0 ≤ a
b
≤ 1)

1 ≤ φ(a,b)≤ a
b

(1 ≤ a
b
≤ 2)

1 ≤ φ(a,b)≤ 2 (
a
b
> 2)

(1.49)

such as the minmod slope limiter

φ(a,b) = max(0,min(1,
a
b
)) (1.50)

Applying this to the Lax Friedrich’s, Eq. (1.43), Rusanov, Eq. (1.44) and and a two
wave-speed improved Rusanov like scheme yields the schemes derived in detail by
Nessyahu and Tadmor [51], Kurganov and Tadmor [52] and Kurganov, Noelle et al.
[53], respectively.

Semi discrete schemes

For model order reduction, schemes that can be put in semi-discrete form (where
only space is discretized) are advantageous (and in some cases required). Taking
the limit of ∆t → 0 in Eq. (1.39) yields the semi discrete form:

∂U
∂ t

=− 1
∆x

(F (Un
L,i+1/2,U

n
R,i+1/2)−F (Un

L,i−1/2,U
n
R,i−1/2)) (1.51)

For numerical schemes where ∆t is part of the numerical flux function F (UL,UR),
the semi-discrete form of Eq. (1.39), Eq. (1.51) might not be possible, such as for
the Lax-Friedrichs scheme in Eq. (1.43) where lim∆t→0 F (UL,UR) =±∞.

The schemes derived in Kurganov and Tadmor [52] and Kurganov, Noelle et al. [53]
admit a semi-discrete form.
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Well balanced schemes

Most numerical schemes for strictly hyperbolic nonlinear PDEs do not consider
source terms that appear if one considers friction, gravity and varying flow path
area. Usually, the drift flux model considers the flow cross sectional area to be
constant along the flow path, something that is not true in most drilling operations.
Adding source terms to the PDE and using a scheme not designed for source terms
does not necessarily work well. A commonly used approach to dealing with source
terms is to perform Godunov splitting in time [46]. Although this works well for
transient stability, it does introduce spurious non-physical phenomena in the steady
state solution. A numerical scheme that if initialized on the steady state solution
with source terms, and the numerical solution stays on the steady state solution
without changing, is termed well balanced.

Work on a explicit numerical scheme for the DFM that can handle changes in cross
sectional area is performed in paper B as well as gravity and friction in paper C.
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This chapter summarize the main results of the included papers, and put them in
context. Where more recent work has been performed after the publication of the
papers, this work is also summarized. The chapter is split into four subchapters,
where each subchapter deal with a specific topic.

• Subchapter 2.1 presents the work in Paper A, a feasibility study for the use of
a novel return-flow measurement principle for conventional drilling.

• Subchapter 2.2 presents the work in Papers D and F. Here the accuracy for
the distributed and simplified models for the drilling hydraulics is compared
with field data for fast and slow transients. Further, the feasibility of using
the simplified model for MPD controller design, and the feasibility of using a
cascade control structure is shown on a real drilling operation.

• In subchapter 2.3 the results of Papers B, C and G is summarized. Papers B
and C deal with the design of a well balanced semi-discrete schemes for DFM.
Recent approaches to creating well-balanced schemes for other PDE systems,
notably the Euler equations for gas dynamics is applied to the DFM. Then the
feasibility of using a control structure based on the simplified model is shown to
work in multiphase case. Paper G shows performance of the controller during
multiphase conditions on a real well, but extensive testing was performed on
models similar to those described in Papers B and C prior to operation.

• Subchapter 2.4 presents the work in Paper E. The Influx Management En-
velope (IME) is a relatively new concept for well control in MPD operations.
The paper systematically derive the IME from first principles, and show that
it can be calculated with real-gas Equations of State (EOS’s) if numerical
solution is used. To the authors knowledge Paper E is the first peer-reviewed
journal-length article that systematically deals with the IME.

2.1 Return flow measurement

Using open channel geometries that force sub-critical flow conditions and using this
for estimating flow-rate is something that has been used for more than a century. To
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the best of my knowledge, this approach has never been attempted for flow meas-
urements of the return flow while drilling. Open channel flumes are especially in-
teresting for conventional drilling operations, as the measurement principle is based
on open channel flow; traditionally one of the challenges with flow measurement for
conventional drilling.

The main limiting factor for good kick loss detection in conventional drilling oper-
ations is the quality of the return flow measurement, and improving the accuracy
of this sensor would be of great importance to more advanced kick/loss detection
[15]. Installing coriolis flow meters in conventional drilling is possible, but requires
so extensive modifications to the return flowline that this is rarely done. It might
be possible to install a flume design with acceptable footprint and modification on
the rig.

In paper A, the possibility of using a flume design for flow rate estimation is dis-
cussed. Multiphase Volume of Fluid (VOF) Computational Fluid Dynamics (CFD)
simulations of different flow rates of both water and non-Newtonian mud was per-
formed for a commercially available ISO 4359 venturi flume. It was found that CFD
simulations fit well with the manufacturer specifications of flow-rate versus fluid
level.

There has been a significant amount of work on the possibility of using a venturi
flume for flow rate estimation for drilling in recent years through the “Sensors and
models for improved kick/loss detection” (SEMI-KIDD) project at the University
of South-Eastern Norway (USN). A full scale experimental rig has been built and
multiple PhD theses have been defended on this in particular.

Welahettige [24] has performed CFD simulations, with validation against exper-
imental data for both Newtonian and non-Newtonian fluids continuing the work
from paper A in [54], [55]. He has also performed multiphase simulations with both
solid (cuttings), liquid, and gas phases to study potential cuttings settling prob-
lems in [56]. Work on the simplified 1-D shallow water equations, similar to the
isothermal Euler equations has also been done using a second order Flux Limiter
Centered (FLIC) numerical scheme in [57] and found to fit reasonably well with
both CFD simulations and experimental data.

Agu has done work on the simplified 1-D shallow water equations, showing good
agreement with experimental data in [58]. He has also designed a flow estimation
algorithm based on this model in [59], showing promising estimation accuracy when
used with experimental data.

Chhantyal [25] has looked at possible flow rate estimation techniques, for a venturi
Flume, using sensor fusion and artificial neural networks (ANN’s) with multiple ven-
turi level measurements, showing good agreement between estimated and measured
flow rate for the experimental venturi flume.
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2.2 Hydraulics modelling and pressure control, single phase

Jinasena [23] has performed 1-D simulations of the flume using the second order
scheme described by Kurganov and Petrova [60], model order reduction of this model
in [61] as well as studied different approaches for flow rate estimation. She has
developed model based real-time estimators with real time estimation of friction
factors in the venturi flume showing good agreement between estimated flow in the
venturi flume compared to measurements in the experimental rig.

The study done in paper A as well as subsequent work, still show the feasibility of
using flume designs in the return line for flow rate estimation in conventional drilling
operations. Results from the experimental rig show that good accuracy can likely
be achieved, and significantly more accurate than using a paddle. A drastic change
in the quality of the return flow measurement opens up a new world of possibilities
for robust kick/loss detection in conventional drilling operations.

Flume designs have still not been tested in practice in real operations, but design
and simulations for a venturi flume is ongoing, with field trials by Kelda Drilling
Controls likely within a year.

The main challenges with respect to flume design for rig installation, is that the
length available for having a horizontal flume is limited, leading to less inlet section
than what is typically recommended. It is believed that systematic and iterative
design coupled with CFD simulations can largely overcome this problems.

2.2 Hydraulics modelling and pressure control, single phase

Although there are a number of publications in recent years on control and estimator
designs on the model in Eqs. (1.9) to (1.13) there is almost no publications on real
operational use of these. For the controller Kelda Drilling Controls use, the design
was based on the model in Eqs. (1.9) to (1.13). During controller development,
extensive testing was also performed on a simulated well, based on the isothermal
Euler equations PDE model in Eq. (1.5).

As the entire control system was developed and tested against the simulator only
up until the first field operation, significant trust is put in the simulation model to
represent real life. This is the topic of paper D.

For the isothermal Euler equations as well as multiphase models, an equation of state
for the liquid is required, typically a function of fluid bulk modulus β or the liquid
speed of sound cl. Drilling muds are composite fluids consisting of both solids, water
and/or oil. A mixture equivalent bulk modulus or speed of sound can be calculated
for this system if component volume fractions are known. An example from paper
D of comparison between the simplified model, a PDE model, and recorded data for
fast transients where wave propagation delays are apparent can be seen in Fig. 2.1.
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Figure 2.1: Simplified model versus PDE and reality, fast transients.

In paper D, the mixture bulk modulus βm is used in comparing the PDE model
in Eq. (1.5) as well as the simplified model of Eqs. (1.9) to (1.13) to data from
commissioning an MPD control system offshore. It is found that the mixture bulk
modulus does not fit well with the recorded data. Fluid structure interactions (FSI)
are then considered, yielding a new equivalent bulk modulus βe that improves the
accuracy of the PDE model. An example of the effect of considering simple FSI
in the PDE model can be seen in Fig. 2.2. It is still found that pressure wave
propagation time from choke to pumps differ in the PDE model from the recorded
data. Treating β as a unknown parameter can make the wave propagation time, or
the dynamic flow response of the system fit, but not both, indicative that something
fundamental might be missing in the PDE model.

For MPD control systems, having control of downhole and pump pressure directly
would be beneficial. In paper F a simple cascade control structure is suggested,
where the inner controller controlling choke pressure is based on the model in
Eqs. (1.9) to (1.13) and downhole pressure is controlled using a cascaded PI con-
troller, providing the set-point for pc. The controller implementation and design is
described in more detail in [4], [5]. This was tested extensively on a model similar
to that described in paper D and performance was found to be acceptable.

The controller was then deployed in a commercial MPD package, and the author
was part of system setup and testing during the first operation of the controller
outside Dubai in the United Arab Emirates. The PDE model was also extensively
used during training on the control system, and employed as a digital twin during
initial system setup.

In paper F it is shown that the model in Eqs. (1.9) to (1.13) is adequate for controller
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Figure 2.2: Fluid mixture bulk modulus and simple FSI equivalent bulk modulus in PDE model
versus recorded data.

design for single phase MPD systems, re-affirming the findings by Pavlov, Kaasa et
al. [6] and Godhavn, Pavlov et al. [62]. An example of reference tracking performance
of the controller based on the simplified model can be seen in Fig. 2.3.

Figure 2.3: Choke pressure set point steps, controller based on simplified model.

One has to be careful of judging controller performance of model-based controllers
with simulation on the design model. At best it shows that the implementation is
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as intended, and does not prove real life performance. Especially in the case where
Eqs. (1.9) to (1.13) is used for design, the fact that this model neglects pressure
wave propagation and reflection should be respected. Through the design process
and first operation covered by paper F it is shown that employing a model of the
fidelity of the PDE model in paper D as a test environment for control design is
close enough to real system response.

Paper D shows that bulk modulus as a tuning parameter is not able to accurately
capture both wave propagation time and flow response at the same time. This
might be important in the context of controller and estimator designs on the PDE
itself, something that has had a significant focus in recent years. Although the PDE
model is accurate enough for testing purposes on designs based on simpler models,
it is uncertain whether the deviation from reality observed might affect PDE based
designs.

Paper D does model comparison with data from a small time period on one well,
but the finding of the inability of β as the only free parameter to accurately capture
wave propagation time and flow dynamics has been observed on multiple wells. A
more systematic comparison of the PDE model against field data for cases where
transients are fast enough to excite wave dynamics should be performed. It is shown
that considering FSI can remove some of the guesswork in the β parameter, but pos-
sible modifications to the PDE model to accurately describe both wave propagation
time and flow response should be performed. One possible approach here could
be comparison of compressible liquid CFD simulations in symmetric 2D geometries
to the 1D model to confirm or disprove the importance of 2D effects on the wave
propagation velocity.

2.3 Hydraulics modelling and pressure control, two phase

Modelling of multiphase flows can be challenging, and there is multiple possible
1-D models, ranging from the complex model of Baer and Nunziato, through the
two fluid, drift flux (DFM) and reduced drift flux model [63]. In general, the drift
flux model has been shown to have a reasonable balance between complexity and
prediction accuracy [34], [36], [63], [64]. Through cooperation with the EU project
Hydralics Modeling for Drilling Automation (HYDRA), work was done on numerical
solution of the DFM, aimed a finding a reasonably accurate, simple to implement
scheme admitting a semi discrete form. Numerous approaches to deal with non-
conservative source term were studied. I contributed with literature review, design
of schemes, implementation as well as design of test cases, interpretation of results
and critical review in papers B and C.

The DFM traditionally assumes a constant cross sectional area along the flow path.
In drilling operations this is not the case, and the presence of sharp changes in
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2.3 Hydraulics modelling and pressure control, two phase

cross sectional area affect both the transport velocity and lead to partial reflection
of pressure waves. When the drift flux model is put in the form admitting changes
in cross sectional area, as given in Eq. (2.1) the source term −p∂A

∂x appears in the
mixture momentum equation. Note that friction and gravity, the F and G terms in
Eq. (1.16) are not considered here.

∂ρlαlA
∂ t

+
∂ρlαlvlA

∂x
=0

∂ρgαgA
∂ t

+
∂ρgαgvgA

∂x
=0

∂ ((ρlαlvl +ρgαgvg)A)
∂ t

+
∂ (((ρlαlv2

l +ρgαgv2
g)+ p)A)

∂x
=− p

∂A
∂x

(2.1)

The addition of this source term, although seemingly trivial, complicates matters
when it comes to numerical solution. Conservative schemes in the form of Eq. (1.40)
often does not handle this well. Stability can often be helped by Godunov splitting,
but this still leads to problems in the resulting steady state solution [46]. There
has been a significant research effort on tackling a problem very similar to this
for the Shallow-water equations, and scheme modifications that is both robust and
captures the correct steady state exist for these equations, see for instance Kurganov
and Petrova [60]. There has also been fundamental work on scheme modifications for
tackling non-constant cross sectional area for the Euler equations, a 3-PDE system
very similar to the DFM [65], [66].

In paper B, multiple scheme modifications of the Rusanov scheme are tested on the
DFM to handle spatially changing cross sectional area. One of multiple test cases
consists of two connected pipes at different diameter, with a constant inflow of liquid
and gas, as seen in Fig. 2.4

Figure 2.4: Variable geometry test case.

The presence of this discontinuous change in cross sectional area will lead to non-
physical numerical artifacts developing at the point where the cross sectional area
changes, if not handled in a special manner. The result of the naive approach, with
no scheme modifications and solved with the Rusanov scheme can be seen in Fig. 2.5.

The numerical scheme was then modified by the method proposed by Clain and
Rochette [65] for the Euler equations, but adapted to the DFM. This approach
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Figure 2.5: Variable geometry test case, naive approach to sources.

was also further extended. Then the approach by Kröner and Thanh [66] was
implemented for the DFM. In this approach, the PDE is solved in its normal form,
without the area term in the PDE, and then the effect of area variation is captured by
an intermediary calculation step. Out of all possible approaches, the one by Kröner
and Thanh [66] was the most successful and the result of this for the DFM and the
test case in Fig. 2.4 can be seen in Fig. 2.6. Perfect fit with the steady state solution
using this approach for the DFM was not achieved even though this was achieved
by Kröner and Thanh [66] for the Euler equations. This can be observed in the top
right plot of Fig. 2.6. The reasons for this is discussed in paper B, and is linked
to the difficulty of solving jump conditions across the interface in the presence of a
slip law. The achieved accuracy in capturing the steady state is sufficient for most
practical purposes. The approach of Kröner and Thanh [66], but modified to the
DFM is also scheme independent, such that the findings and suggested modifications
in paper B can be applied to any scheme that can be put in the conservative form
of Eq. (1.40).

Discontinuous changes in cross sectional area does not only affect the steady state
solution of the system, but also leads to partial reflection of waves, something that
changes the transient response. An example of this can be seen in Fig. 2.7. Here
the test geometry of Fig. 2.4 (top) is compared to that of a straight pipe, with a
step in the inlet boundary conditions, leading to a travelling wave that is partially
reflected in the changing geometry case.

When gravity and friction is considered in the DFM, the same problems as for
changing cross sectional area appear. Creating well-balanced schemes for the Euler
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Figure 2.6: Variable geometry test case, proposed scheme.

Figure 2.7: Wave reflection in multiphase flow.

equations with gravity has been done by Käppeli and Mishra [67] and Chertock,
Cui et al. [68]. In paper C, the ideas of Kröner and Thanh [66] is applied to the
isothermal Euler equations as well as the DFM for creating a well balanced scheme
with friction and gravitation. A test case is defined with flow up a pipe against
gravity, as seen in Fig. 2.8. Suggested scheme modifications are tested out with
respect to preservation of steady state.

Figure 2.9 shows the test case in Fig. 2.8 for the isothermal Euler equations and
zero flow. The result without any special treatment of the source terms show that
mass-flow rate increases along the length of the pipe without any inlet flow (and
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Figure 2.8: Test case, friction and gravity source terms.

thus friction), violating conservation of mass. This is caused by the gravity source
term. The proposed well-balanced scheme stays on the steady state, without the
unphysical creation of mass in the unmodified scheme.

Figure 2.9: Isothermal Euler equations with gravity and friction, zero flow.
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Figure 2.10 shows the test case in Fig. 2.8, with flow. The same trend of increasing
mass flow along the pipe is observed without any special treatment of the source
term.

Figure 2.10: Isothermal Euler equations with gravity and friction, flow.

Figure 2.11 shows the test case in Fig. 2.8 with flow for the DFM. Results are similar
to those in the isothermal Euler equation test cases. No special treatment of the
source terms leads to violating conservation of mass, with a growing mass flow along
the length of the pipe.

The proposed scheme in paper C based on the Rusanov scheme makes it possible to
include friction and gravity source terms in the DFM, without the non-physical vi-
olation of conservation off mass observed if there is no special treatment of sources.
The approach is scheme specific, such that the results in paper C cannot be dir-
ectly used for other schemes than the Rusanov scheme. The derivation in paper C
should be possible to follow for other schemes. This makes paper C relevant for
other schemes than Rusanov, illustrating a procedure of constructing well balanced
schemes for the DFM with friction and gravitation.

The scheme modifications in paper B and paper C can be applied independently,
thus giving a Rusanov scheme for the DFM that is able to handle both changing
cross sectional flow area, as well as friction and gravitation, without introducing
unphysical deviation from the steady state.

For control under multiphase conditions, the largest change to system dynamics in
terms of the simplified model in Eqs. (1.9) to (1.13) is the increased compressibility of
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Figure 2.11: DFM equations with gravity and friction, flow.

the system. If comparing the ODE representing the choke pressure in the simplified
model of Eq. (1.13), what the controller in paper F is based on and re-stated here
for simplicity

dpc

dt
=

βa

Va
(qbit +qbpp −qc) (2.2)

with the choke pressure ODE in the Red-DFM from [45],

dpc

dt
=

β̄a

Va
(ql +qg +TEg −qc) (2.3)

these two models are very similar. In the Red-DFM the effective bulk modulus β̄a
is calculated as a function of the gas distribution in the well. qg represents gas flow
over the chokes, found from the gas transport PDE, and TEg represents additional
liquid flow due to gas expansion in the well. The controller in paper F has an
integral term accounting for un-modelled flows and errors in the choke equation in
Eq. (1.13). The terms qg and TEg in the Red-DFM are relatively slowly changing
compared to the integral action in the controller.

For a possible control approach, it was tested to see if the controller used in paper
F, based on the simplified model in Eqs. (1.9) to (1.13), could work in multiphase
conditions. To achieve this, annulus bulk modulus βa, representing system com-
pressibility, was treated as a changing and unknown parameter with an adaptive
law. When testing this approach on a DFM model, controller performance was
reasonable and robust, further leading to flow loop tests of the controller with nitro-
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gen injection to test controller capabilities under multiphase conditions as described
in [4]. Flow loop tests verified the findings from multiphase simulations.

Figure 2.12: Equipment setup UBD with MPD control system.

An under-balanced drilling (UBD) operation in Siberia provided the perfect testing
grounds for the multiphase capabilities of the model-based controller. The findings
from the operations is described in full in paper G. The equipment setup can be
seen in figure Fig. 2.12. Four wells were drilled with a combination of water with
N2 injection, crude oil and crude oil with reservoir gas, and all wells transitioning
between at-balance MPD and under-balanced drilling. The MPD controller was left
largely unmodified, with the exception of an adaptive law on βa.

The operation showed that the controller with adaptive βa remained robust and
with reasonable performance. This shows that from a controller design view, the
simplified model in Eqs. (1.9) to (1.13) is still adequate for design in the multiphase
case, as long as the changes in system compressibility is accounted for. To the
authors knowledge the operation in paper G is the first ever UBD operation where
a MPD system with a high level of automation was used.

Figure 2.13 shows the controller performance for a set point step in back pressure
under multiphase conditions. Notice the large time delay from the applied choke
pressure, to the change in standpipe pressure (top plot) due to the low speed of
sound caused by the gas in the system. Choke pressure changes relatively slowly
for even large changes in choke opening compared to single phase operations. This
is caused by the drastically increased compressibility of the system, handled in the
controller by adapting annulus bulk modulus βa.

Figure 2.14 shows the use of automatic standpipe control, based on a cascade control
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Figure 2.13: Setpoint step, under-balanced multiphase drilling. Controller based on simplified
model with adaptive law on compressibility.

structure similar to that described in paper F but with the inner choke pressure
loop having an adaptive law on βa. In Fig. 2.14, a large gas bubble is circulated out
over the chokes, with standpipe pressure mode used to maintain downhole pressure
constant. The controller was able to keep stand pipe pressure (and thus downhole
pressure) within +/− 1.5 bar with large variations in choke pressure. Although the
operation in Fig. 2.14 is an under-balanced drilling operation, and not well control,
it illustrates some of the possibilities with automatic standpipe pressure control in
well control situations.
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Figure 2.14: Automatic standpipe pressure control, underbalanced multiphase drilling. Controller
based on simplified model with adaptive law on compressibility and cascade control
of standpipe pressure, similar to the approach described in paper F.

2.4 Well control decision making; the Influx Management

Envelope

There are numerous works in recent years on design of controllers for automated well
control, such as by Aarsnes, Açıkmeşe et al. [69], Zhou, Aamo et al. [3], Ambrus,
Aarsnes et al. [45] and Hauge, Aamo et al. [20]. Although relevant in both conven-
tional operations if automatic choke control is available, as well as for MPD, MPD
will probably be the first use of such technology. What is usually not covered in
these papers, is the fact that one can not traditionally perform what would be con-
sidered well control operations using MPD equipment. MPD operations are defined
by the International Association of Drilling Contractors (IADC) as: “an adaptive
drilling process used to precisely control the annular pressure profile throughout the
wellbore. The objectives are to ascertain the downhole pressure environment limits
and to manage the annular hydraulic pressure profile accordingly. It is the intention
of MPD to avoid continuous influx of formation fluid to the surface. Any influx
incidental to the operation will be safely contained using an appropriate process.”

This definition leaves much room for interpretation of what could be considered “an
appropriate process” when dealing with influxes when performing MPD. The Well
Control Matrix (WCM), as shown in the introduction in section 1.5 was introduced
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by the Bureau of Safety and Environmental Enforcement (BSEE) to help deal with
this decision making.

Mir Rajabi, Hannegan et al. [70], show that the WCM might not be optimal, and
that for a maximum accepted surface pressure, there exists a combination of post
influx surface pressures and kick volumes that will reach this limit, describing this
as a “Kick envelope”. An example of this kick envelope, generated by the use of a
high fidelity simulator is shown in Fig. 2.15.

Figure 2.15: Kick Envelope, Mir Rajabi, Hannegan et al. [70].

Culen, Brand et al. [26] simplified the concept of the Kick Envelope from Mir Rajabi,
Hannegan et al. [70], using more conventional single bubble kick tolerance calcula-
tions and showed that the kick envelope resembles the WCM if the x and y axes are
swapped and coining the name “Influx Management Envelope” (IME). An example
of the IME as described by Culen, Brand et al. [26] can be seen in Fig. 2.16.

In the years since the paper by Culen, Brand et al. [26] there has been a large growth
in conference papers regarding the IME. Here the development of IMEs using various
methods is described, usually through high fidelity simulations treated as a black
box. It is found that when generating IMEs using high fidelity simulations, the
generated IME tend to favour circulating over MPD (giving more tolerance) than
in the equations by Culen. The IME has also been employed successfully for deep-
water drilling operations, described by Gabaldon, Brand et al. [71]. Although the
IME is apparently needed and wanted by industry, there are many misconceptions
about what it actually is, and how it should/could be calculated. There has been
no peer-reviewed journal papers systematically describing the IME.

Filling this gap between industry needs when it comes to well control decision making
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Figure 2.16: Influx Management Envelope (IME), Culen, Brand et al. [26].

in MPD operations and litterature is the aim of paper E. The history of well control
decision making, from the WCM to the IME, is reviewed. The underlying core
assumptions in the IME are detailed and the IME is derived from first principles. It is
shown that calculating an IME without making some of the assumptions introduced
by Culen, Brand et al. [26] can be done using numerical solutions to the equations,
and the assumptions by Culen, Brand et al. [26] are systematically introduced to
re-derive the original equation from the derived IME framework. It is found that if
a real gas Equation of State is used, the calculated IME shows that a combination
of higher influx volume/ initial surface pressure can be handled by MPD equipment
than if the calculations are performed with ideal gas. It is also found that the IME
equation presented by Culen, Brand et al. [26] might be less conservative than that
of ideal gas, as it makes some assumptions on constant gas density with respect to
downhole pressure. This is not very clear from [26], but shown in paper E. Examples
of the IME calculated as described in paper E, with the presence of a formation weak
point, and ideal gas-, Soave-Redlich-Kwong as well as Peng-Robinson EOS for two
hypothetical test wells is shown in Figs. 2.17 and 2.18.

Sensitivity to different well parameters such as friction, depth and temperature is
studied for the IME equations derived in paper E. It is for instance found that larger
kick volumes can typically be tolerated as downhole temperature increases. This can
be explained from thermodynamics considerations, but is contrary to the popular
belief that “everything gets worse” with HPHT wells. In the IME considerably larger
kick volumes can also be handled when drilling from a floating rig, as the riser will
typically have a higher diameter then the casing in surface BOP operations.

The IME in paper E is then colour coded along the lines of that originally done
by Culen, Brand et al. [26], and the different regions are classified by recommended
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Figure 2.17: Influx management envelope, ideal and non-ideal gas with weak-point, 7000ft, 12.25
in section.
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Figure 2.18: Influx management envelope, ideal and non-ideal gas with weak-point, 10000ft, 8.5 in
section.

operation to deal with the influx. An example of the colour coded IME with classi-
fication of the different regions as described in paper E can be seen in Fig. 2.19.

The different regions in the IME in Fig. 2.19 can be described as follows:

I. Below influx detection limit, no influx is detected and operation continues as
normal.
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Figure 2.19: Influx management envelope with regions colour coded.

II. Influx detected and suppressed. Combinations of post-influx surface pressure
and kick volume in this region will not exceed the specified surface-pressure
limit when circulated to the surface and can be circulated out using the MPD
equipment. The order of operations would be similar to that in the WCM,
pick-up off-bottom (if required), maintain normal pump flow, and circulate
out the influx using MPD and the primary MPD flow line. Combinations of
post-influx pressure and kick volume that is exactly on the line separating
this region and region IV will reach a peak surface pressure of 1000 psi (the
specified limit) when circulated to the surface.

III. Influx/ post-influx pressure combinations in this region will exceed the spe-
cified weak-point pressure when circulated to the surface. The criticality of
this depends on how the weak-point limit has been found, and the likelihood
of an underground blowout if the limit is exceeded. If the weak-point limit is
found from a Formation Integrity Test (FIT) then this limit might be exceeded
without severe consequences. If the weak-point limit is from known formation
fracture pressure, found from a Leak Off Test (LOT), lost circulation in offset
wells, etc., the criticality of being in this region of the IME is higher. If the
weak-point pressure limit represents minor losses, then these might also be
cured using Lost Circulation Material (LCM). In the case that the weak-point
limit represents major losses caused by fracturing and fracture propagation,
well control might prove challenging.

IV. Combinations of post-influx pressure and kick volume in this region will exceed
the specified maximum surface pressure (1000 psi) when circulated out, but the
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kick will not violate the weak-point pressure limit. The kick can be circulated
with the MPD equipment initially, but then handed over to conventional well
control once the influx has reached a pre-determined depth.

V. Combinations of post-influx pressure and kick volume in this region will exceed
both the MPD surface-pressure limit, and violate the weak-point pressure
limit. The criticality of exceeding the weak-point limit depends on how the
weak-point limit has been found, and the likelihood of an underground blowout
if the limit is exceeded. A kick in this region might prove challenging, even
when doing conventional well control. If this region is “large”, such that even
small kicks and low post-influx surface pressures are inside it, this shows a
low kick tolerance for the well. In that case the only option might be to set a
contingent casing, or finishing the well before planned Total Depth (TD).
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Reliable sensors for return flow measurement in conventional drilling is still a chal-
lenge for automatic kick/loss detection. For a lot of the developments in academia
on model-based detection strategies, the accuracy of the return flow measurement
has to be improved in the conventional drilling case. Paper A shows that sub-critical
flume designs is promising. As subcritical flumes require an open channel flow, these
might be a very interesting solution to the problem of return flow measurement in
conventional drilling operations. Subsequent research after the publication of paper
A confirm these findings and three PhD Theses have been defended on work branch-
ing out from the project of paper A. The proposed flow measurement principle has
still not been shown in practical operation, but simulation and design is ongoing,
with likely field trials by Kelda Drilling Controls within a year.

Through the last 5 years, work on a testing environment based initially on the
isothermal Euler equations and later the DFM equations, has been done in parallel
with Kelda controller designs based on Eqs. (1.9) to (1.13). The accuracy of the
PDE model, especially in the context of wave propagation for single phase flows is
studied in paper D. A discrepancy between the wave communication time in the PDE
model and measured data is found. Considering fluid structure interactions improve
the model fit, but is not sufficient to explain the discrepancy. It is also found that
treating the bulk modulus as the only unknown parameter in the system can not
make the PDE model fit both with respect to flow response and wave propagation.
Further work on comparing the response of the PDE model in fast dynamics with
field data should be performed.

The control system developed by Kelda has now been successfully utilized on more
than 15 MPD wells. An important success factor in this is that the design used has
been extensively tested on an independently developed PDE model for both single
phase and multi phase operations. Operations have shown that a design based on
the model by Kaasa, Stamnes et al. [1] is sufficient for single phase operations, shown
in paper F and re-affirming the findings in Pavlov, Kaasa et al. [6]. When using
the model in Eqs. (1.9) to (1.13), although fit for purpose in the case of controller
design, the neglected wave dynamics of the PDE should be respected in terms of
controller tuning and stability. This can be achieved through testing of designs
based on Eqs. (1.9) to (1.13) with higher fidelity PDE models.
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Multiphase modelling is by no means a straight-forward task, and even simplified
multiphase models such as the DFM is a nonlinear hyperbolic system of PDEs. The
DFM for drilling operations have source terms and in some cases non-negligible flow
velocity compared to the speed of sound. Introducing source terms to the equations,
although seemingly trivial, introduces challenges with respect to numerical solution
of a system that is already challenging. In the context of certain model order
reduction methods, semi discrete numerical schemes are beneficiary. Schemes that
are relatively robust to largely varying local speed of sound, and well balanced in
the presence of source terms have been derived in paper B and C.

For automatic control in multiphase conditions for MPD systems, it is shown that
a controller based on the simplified model of Eqs. (1.9) to (1.13) retains reasonable
performance, as longs as the system bulk modulus is treated as an unknown para-
meter. This result is discussed in the context of the recently published Reduced
DFM (Red-DFM). In general, if mass transport and downhole pressure is not the
main interest, but rather system pressure dynamics, these models are similar in the
case where bulk modulus is treated as an unknown parameter. Estimator designs
for tracking gas position and volume based on the Red-DFM should be performed
in future work.

In paper G it is shown that a MPD system based on Eqs. (1.9) to (1.13) with
an adaptive law on bulk modulus, can handle multiphase well conditions with ro-
bust automatic control of standpipe pressure. This operation was designed as an
under-balanced drilling operation. Transferring this finding to well control in MPD
operations is inhibited not only by industry inertia but also regulatory considera-
tions. The Influx Management Envelope, show that the Well Control Matrix might
be overly conservative in some cases and overly optimistic in others. Although
the IME is gaining industry acceptance, formal definitions, discussions and deriv-
ations have been lacking in literature. This was the goal of paper E. Many recent
approaches to the IME use commercially available multiphase simulators, and sys-
tematic study of the IME calculation described in paper E with the IMEs resulting
from these simulators should be performed. Paper E assumes single bubble of gas,
and does not have dissolution of gas into the liquid phase. This should be the topic
of future work, ideally with comparison to high fidelity multiphase simulations.
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Abstract: Monitoring the flow rate out of the well is critical for good control of the downhole
pressure in drilling operations. In this feasibility study, we explore the possibility of using a
Venturi flume to provide a cost-effective measurement of the flow rate, with improved accuracy
compared to conventional methods. A Venturi flume has been simulated both using CFD and
a simplified 1D model. By proper design of the Venturi flume, a jump in the fluid level in
the throat section of the flume can be injected. Four methods of using this jump information
are discussed, each with their own advantages and disadvantages, such as dependence on fluid
properties, length of the flume, computation time, etc. Further work is necessary to improve
sensor set-up and numeric methods, as well as testing out the concepts on a Venturi rig.

Keywords: Flow measurement, Models, Partial differential equations, Model approximation,
Estimators

1. INTRODUCTION

1.1 Background

Control of the downhole pressure is critical in drilling
operations. If the downhole pressure exceeds the strength
of the formation, the wellbore might be fractured, causing
a loss of drilling fluid to the formation and possibly
damaging the reservoir. In the worst case, such a damage
may cause an uncontrolled reduction in the downhole
pressure. If, on the other hand, the downhole pressure
reduces below the formation pore pressure, this may cause
an unwanted influx of formation fluid into the wellbore and
up the annulus, referred to as a kick, which in the worst
case could escalate to a blow-out of hydrocarbons on the
rig, e.g. the Deepwater Horizon incident, Hauge and Øien
(2012). For safe operation, the downhole pressure should
thus be kept within a window defined by the formation
fracture pressure and the formation pore pressure.

Early detection of loss of drilling fluid to the formation or
of a kick is the most effective measure that can be taken
to eliminate or limit the consequences of such incidents.
A prerequisite for detecting loss to the formation or
kick during drilling operations is monitoring of the mass
balance of the well, i.e. the flow of drilling fluid out of the
well compared to that pumped into the well.

In conventional drilling, the flow rate out of the well is typ-
ically measured by a paddle in the open channel running to
the mud pits on the rig. This is an inaccurate measurement
that limits the resolution of kick/loss detection. A possible
alternative is to use a Venturi flume: an open flume with
a constriction, and designed to give a jump in the fluid
level which holds information about the flow rate. Venturi

flumes are typically used to measure large flows of water,
and are rarely used in oil drilling. For drilling fluid flow,
particle settling is not desired; Venturi flumes have no dead
zone, and are thus suitable.

An important concept in fluid flow is that of critical flow.
Consider throwing a pebble in a running fluid flow, with
resulting ripples spreading in all directions at the wave
velocity of the fluid. If the fluid velocity equals the wave
velocity, the ripples spreading in the direction opposite to
the flow are stagnant wrt. to a frame fixed to the ground;
the flow is critical. If the fluid flow is larger than the wave
velocity, the flow is supercritical, while if the fluid flow is
smaller than the wave velocity, the flow is subcritical.

1.2 Previous work

The Venturi measurement principle is described in intro-
ductory books on fluid mechanics. The use of Venturi
flume for measurement in hydrology is described e.g. in
Gupta (2008). For use in oil rigs, it is necessary to consider
variations in viscosity, the presence of rock chips, etc. Thus
a more detailed study is called for.

A flume used for the transport and flow measurement
should be designed for so-called supercritical flow condi-
tions, Wilson (1991), Smith et al. (1981). A current flume
design based on ISO 4359 standard is applied to so-called
subcritical upstream conditions, ISO (2013). There has
been some research on the requirements for supercritical
flume design. A procedure for designing and using a su-
percritical flume where it is assumed that so-called critical
flow conditions occur at the entrance of the channel throat
is outlined in Smith et al. (1981). Little information is
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may cause an uncontrolled reduction in the downhole
pressure. If, on the other hand, the downhole pressure
reduces below the formation pore pressure, this may cause
an unwanted influx of formation fluid into the wellbore and
up the annulus, referred to as a kick, which in the worst
case could escalate to a blow-out of hydrocarbons on the
rig, e.g. the Deepwater Horizon incident, Hauge and Øien
(2012). For safe operation, the downhole pressure should
thus be kept within a window defined by the formation
fracture pressure and the formation pore pressure.

Early detection of loss of drilling fluid to the formation or
of a kick is the most effective measure that can be taken
to eliminate or limit the consequences of such incidents.
A prerequisite for detecting loss to the formation or
kick during drilling operations is monitoring of the mass
balance of the well, i.e. the flow of drilling fluid out of the
well compared to that pumped into the well.

In conventional drilling, the flow rate out of the well is typ-
ically measured by a paddle in the open channel running to
the mud pits on the rig. This is an inaccurate measurement
that limits the resolution of kick/loss detection. A possible
alternative is to use a Venturi flume: an open flume with
a constriction, and designed to give a jump in the fluid
level which holds information about the flow rate. Venturi

flumes are typically used to measure large flows of water,
and are rarely used in oil drilling. For drilling fluid flow,
particle settling is not desired; Venturi flumes have no dead
zone, and are thus suitable.

An important concept in fluid flow is that of critical flow.
Consider throwing a pebble in a running fluid flow, with
resulting ripples spreading in all directions at the wave
velocity of the fluid. If the fluid velocity equals the wave
velocity, the ripples spreading in the direction opposite to
the flow are stagnant wrt. to a frame fixed to the ground;
the flow is critical. If the fluid flow is larger than the wave
velocity, the flow is supercritical, while if the fluid flow is
smaller than the wave velocity, the flow is subcritical.

1.2 Previous work

The Venturi measurement principle is described in intro-
ductory books on fluid mechanics. The use of Venturi
flume for measurement in hydrology is described e.g. in
Gupta (2008). For use in oil rigs, it is necessary to consider
variations in viscosity, the presence of rock chips, etc. Thus
a more detailed study is called for.

A flume used for the transport and flow measurement
should be designed for so-called supercritical flow condi-
tions, Wilson (1991), Smith et al. (1981). A current flume
design based on ISO 4359 standard is applied to so-called
subcritical upstream conditions, ISO (2013). There has
been some research on the requirements for supercritical
flume design. A procedure for designing and using a su-
percritical flume where it is assumed that so-called critical
flow conditions occur at the entrance of the channel throat
is outlined in Smith et al. (1981). Little information is
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thus be kept within a window defined by the formation
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of a kick is the most effective measure that can be taken
to eliminate or limit the consequences of such incidents.
A prerequisite for detecting loss to the formation or
kick during drilling operations is monitoring of the mass
balance of the well, i.e. the flow of drilling fluid out of the
well compared to that pumped into the well.

In conventional drilling, the flow rate out of the well is typ-
ically measured by a paddle in the open channel running to
the mud pits on the rig. This is an inaccurate measurement
that limits the resolution of kick/loss detection. A possible
alternative is to use a Venturi flume: an open flume with
a constriction, and designed to give a jump in the fluid
level which holds information about the flow rate. Venturi

flumes are typically used to measure large flows of water,
and are rarely used in oil drilling. For drilling fluid flow,
particle settling is not desired; Venturi flumes have no dead
zone, and are thus suitable.

An important concept in fluid flow is that of critical flow.
Consider throwing a pebble in a running fluid flow, with
resulting ripples spreading in all directions at the wave
velocity of the fluid. If the fluid velocity equals the wave
velocity, the ripples spreading in the direction opposite to
the flow are stagnant wrt. to a frame fixed to the ground;
the flow is critical. If the fluid flow is larger than the wave
velocity, the flow is supercritical, while if the fluid flow is
smaller than the wave velocity, the flow is subcritical.

1.2 Previous work

The Venturi measurement principle is described in intro-
ductory books on fluid mechanics. The use of Venturi
flume for measurement in hydrology is described e.g. in
Gupta (2008). For use in oil rigs, it is necessary to consider
variations in viscosity, the presence of rock chips, etc. Thus
a more detailed study is called for.

A flume used for the transport and flow measurement
should be designed for so-called supercritical flow condi-
tions, Wilson (1991), Smith et al. (1981). A current flume
design based on ISO 4359 standard is applied to so-called
subcritical upstream conditions, ISO (2013). There has
been some research on the requirements for supercritical
flume design. A procedure for designing and using a su-
percritical flume where it is assumed that so-called critical
flow conditions occur at the entrance of the channel throat
is outlined in Smith et al. (1981). Little information is
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Fig. 1. Geometry of Venturi flume as seen from above:
all measures are in [m]. Note that the section lengths
are not to scale. Sections “I” and “III” have constant
width. g is gravity and θ is the slope angle.

available on flow with non-Newtonian fluids such as used
in drilling.

1.3 Structure of paper

In this work, we explore the possibility of using a Venturi
flume to provide a cost-effective measurement of the flow
rate out of the well, with improved accuracy compared to
the flow paddle. In order to compare simulation results
with those published in the literature, the experimental
set-up of Smith et al. (1981) is used.

In Section 2, the experimental set-up is discussed. In Sec-
tion 3, models for detailed 3D CFD analysis is discussed,
as well as for a simplified 1D approximation. In Section
4, simulation results are presented, and the results are
discussed. Some conclusions are drawn in Section 5.

The contributions of the paper are in comparing Venturi
flume models using Computational Fluid Dynamics (CFD)
for Newtonian fluids to published experimental results,
then use CFD for non-Newtonian fluids, comparing CFD
models with simplified 1D dynamic models and steady
state models. The question is thus: can a Venturi flume
be used to estimate relevant information for use in the
drilling operation, and how complex a model is needed?

2. EXPERIMENTAL SET-UP

Consider a Venturi flume as seen from above in Fig. 1,
with 5 sections numbered “I” through “V”.

The slope angle θ of the flume bed can be changed.

With slope angle θ = 0, this Venturi flume appears in the
literature 1 as a test case for CFD solvers, using water as
fluid and allowing a volumetric flow rate of [2, 250] [m3/h].
In this paper, this nominal flume is used for comparing 3D
simulation of water with the results from the literature,
as well as with results from a simplified 1D simulation.
Furthermore, we use the flume with slope angle θ = 4◦

and drilling fluid to study the flow with approximate 1D
simulations, and discuss modifications of the flume to make
it more suitable for flow measurements of drilling fluid.

3. MODELS OF VENTURI FLUME

3.1 CFD model

Navier Stokes equations For 3D simulations, CFD 2

relies on solving the Navier Stokes equations. These can
1 www.bamo.eu/international/ ftp/msa755-14.pdf
2 CFD = Computational Fluid Dynamics

be stated as (1) for conservation of mass and (2) for
conservation of momentum for a Newtonian fluid, Versteeg
and Malalasekera (2007)

∂ρ

∂t
+∇ · (ρv) = 0 (1)

∂

∂t
(ρvς) +∇ · (ρvςv) = −∂p

∂ς
+∇ · (µ∇ (vς)) + sς (2)

In (2), ρ is density and v ∈ R3 is the velocity vector with
components vς where ς ∈ {x, y, z}. p is pressure and s ∈ R3

with components sς is additional momentum source terms
such as gravity. Modelling non-Newtonian fluids require a
different closure to the shear stresses. For incompressible
flows (1) reduces to ∇ · (v) = 0.

Shear stress For Newtonian fluids, stress τ is propor-
tional to strain rate γϑς = ∂vϑ

∂ς , and the stress tensor is
τ = µγ where viscosity µ is very sensitive to tempera-
ture. For the Newtonian base case simulations, the fluid
is defined as water at 20◦ [C]. For the non-Newtonian
simulations, the Herschel-Bulkley model is used, ANSYS-
Inc (2011)

τ = τ0 +Kγ
1
ε (3)

where τ0 is the excess shear stress, K is the flow behavior
index, and 1

ε is the fluid consistency index. Here τ0, K and
ε are rheological fitting parameters that can be determined
by experiments.

Open channel description To track the interface in an
open channel problem, the volume of fluid method (VOF)
is commonly used, Hirt and Nichols (1981). In VOF an
additional variable χ is introduced to represent the volume
fraction of a phase in the discretized cell; χ = 1 implies a
cell completely filled with the fluid, χ = 0 implies a cell
void of the fluid, while χ ∈ (0, 1) implies that the cell
contains the fluid surface. χ is given by (4),

∂χ

∂t
+ v · ∇ (χ) = 0 (4)

There are different ways to solve this equation; the normal
finite volume schemes do not capture the discontinuous
nature of χ at the interface. The High Resolution Interface
Capture (HRIC) scheme, ANSYS-Inc (2011), is used in
this work, and is an implicit finite volume method (FVM)
designed to solve this type of interface equation while not
being overly diffusive.

Turbulence and discretization Turbulence is in principle
included in the above model, but requires infinitely fine
discretization in time and space to be accurate. In practice,
turbulence is instead introduced by doing time averaging
of (2), by introducing “turbulent viscosity”, and by in-
troducing turbulent kinetic energy and its diffusion and
relation to turbulent viscosity. In this work the common
Reynolds Averaged Navier Stokes (RANS) k − ε model is
used, Versteeg and Malalasekera (2007).

For discretization of (2) and the two extra turbulence
quantities, both the first order upwind and second order
upwind schemes are used. For pressure velocity coupling
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Fig. 1. Geometry of Venturi flume as seen from above:
all measures are in [m]. Note that the section lengths
are not to scale. Sections “I” and “III” have constant
width. g is gravity and θ is the slope angle.

available on flow with non-Newtonian fluids such as used
in drilling.

1.3 Structure of paper

In this work, we explore the possibility of using a Venturi
flume to provide a cost-effective measurement of the flow
rate out of the well, with improved accuracy compared to
the flow paddle. In order to compare simulation results
with those published in the literature, the experimental
set-up of Smith et al. (1981) is used.

In Section 2, the experimental set-up is discussed. In Sec-
tion 3, models for detailed 3D CFD analysis is discussed,
as well as for a simplified 1D approximation. In Section
4, simulation results are presented, and the results are
discussed. Some conclusions are drawn in Section 5.

The contributions of the paper are in comparing Venturi
flume models using Computational Fluid Dynamics (CFD)
for Newtonian fluids to published experimental results,
then use CFD for non-Newtonian fluids, comparing CFD
models with simplified 1D dynamic models and steady
state models. The question is thus: can a Venturi flume
be used to estimate relevant information for use in the
drilling operation, and how complex a model is needed?

2. EXPERIMENTAL SET-UP

Consider a Venturi flume as seen from above in Fig. 1,
with 5 sections numbered “I” through “V”.

The slope angle θ of the flume bed can be changed.

With slope angle θ = 0, this Venturi flume appears in the
literature 1 as a test case for CFD solvers, using water as
fluid and allowing a volumetric flow rate of [2, 250] [m3/h].
In this paper, this nominal flume is used for comparing 3D
simulation of water with the results from the literature,
as well as with results from a simplified 1D simulation.
Furthermore, we use the flume with slope angle θ = 4◦

and drilling fluid to study the flow with approximate 1D
simulations, and discuss modifications of the flume to make
it more suitable for flow measurements of drilling fluid.

3. MODELS OF VENTURI FLUME

3.1 CFD model

Navier Stokes equations For 3D simulations, CFD 2

relies on solving the Navier Stokes equations. These can
1 www.bamo.eu/international/ ftp/msa755-14.pdf
2 CFD = Computational Fluid Dynamics

be stated as (1) for conservation of mass and (2) for
conservation of momentum for a Newtonian fluid, Versteeg
and Malalasekera (2007)

∂ρ

∂t
+∇ · (ρv) = 0 (1)

∂

∂t
(ρvς) +∇ · (ρvςv) = −∂p

∂ς
+∇ · (µ∇ (vς)) + sς (2)

In (2), ρ is density and v ∈ R3 is the velocity vector with
components vς where ς ∈ {x, y, z}. p is pressure and s ∈ R3

with components sς is additional momentum source terms
such as gravity. Modelling non-Newtonian fluids require a
different closure to the shear stresses. For incompressible
flows (1) reduces to ∇ · (v) = 0.

Shear stress For Newtonian fluids, stress τ is propor-
tional to strain rate γϑς = ∂vϑ

∂ς , and the stress tensor is
τ = µγ where viscosity µ is very sensitive to tempera-
ture. For the Newtonian base case simulations, the fluid
is defined as water at 20◦ [C]. For the non-Newtonian
simulations, the Herschel-Bulkley model is used, ANSYS-
Inc (2011)

τ = τ0 +Kγ
1
ε (3)

where τ0 is the excess shear stress, K is the flow behavior
index, and 1

ε is the fluid consistency index. Here τ0, K and
ε are rheological fitting parameters that can be determined
by experiments.

Open channel description To track the interface in an
open channel problem, the volume of fluid method (VOF)
is commonly used, Hirt and Nichols (1981). In VOF an
additional variable χ is introduced to represent the volume
fraction of a phase in the discretized cell; χ = 1 implies a
cell completely filled with the fluid, χ = 0 implies a cell
void of the fluid, while χ ∈ (0, 1) implies that the cell
contains the fluid surface. χ is given by (4),

∂χ

∂t
+ v · ∇ (χ) = 0 (4)

There are different ways to solve this equation; the normal
finite volume schemes do not capture the discontinuous
nature of χ at the interface. The High Resolution Interface
Capture (HRIC) scheme, ANSYS-Inc (2011), is used in
this work, and is an implicit finite volume method (FVM)
designed to solve this type of interface equation while not
being overly diffusive.

Turbulence and discretization Turbulence is in principle
included in the above model, but requires infinitely fine
discretization in time and space to be accurate. In practice,
turbulence is instead introduced by doing time averaging
of (2), by introducing “turbulent viscosity”, and by in-
troducing turbulent kinetic energy and its diffusion and
relation to turbulent viscosity. In this work the common
Reynolds Averaged Navier Stokes (RANS) k − ε model is
used, Versteeg and Malalasekera (2007).

For discretization of (2) and the two extra turbulence
quantities, both the first order upwind and second order
upwind schemes are used. For pressure velocity coupling
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both the SIMPLE (Semi Implicit Method For Pressure
Linked Equations), ANSYS-Inc (2011), and PISO (Pres-
sure Implicit with Splitting of Operators), ANSYS-Inc
(2011), are used.

Boundary and initial conditions The inlet boundary
conditions are specified as a mass flow inlet (Section
“I”) with a specified free surface level and mass flows
of liquid and gas (air) specified individually. The lightest
phase (gas) is specified as the primary phase. The outlet
conditions are specified as a pressure outlet, with the
pressure profile set to “from neighboring cell” as the fluid
is expected to have supercritical flow ((11), etc.) at the
outlet. All walls are specified as no-slip walls, and the
default k−ε ANSYS-Fluent wall function is used, ANSYS-
Inc (2011). The top of the channel is specified as a pressure
outlet with atmospheric pressure. To save computational
time, the symmetry of the flume is exploited.

For initialization of the problem both patching the fluid
volume with a flat liquid level and running the simulations
starting with a “empty” channel is used.

Solver settings and meshing All simulations used the
staggered grid, finite volume CFD solver ANSYS-Fluent.
The simulations are run in transient using the first or-
der implicit formulation until a steady state solution is
obtained. Assessing convergence can be a challenge in
CFD, and the residuals may not provide the full picture,
Versteeg and Malalasekera (2007). Therefore in addition to
monitoring the residuals, multiple surface monitors moni-
toring the weighted average velocity perpendicular to the
flow direction are used to assess convergence. When the
simulations are deemed to be in steady state, the solver is
switched to steady state and all residuals are reduced to
10−4.

For all 3D drawing and meshing the CFD pre-processor
GAMBIT is used. A structured mesh is used, leading to
a cell count for the mesh (half geometry) of ca. 3 × 105.
Symmetry along the x axis is utilized.

3.2 Approximate 1D model

The Saint Venant Equations Under certain assumptions
including uniform flow in cross sectional area A in the x-
direction, the Navier Stokes equations can be simplified
to the Saint Venant Equations (SVE), Aldrighetti (2007),
(5)–(6)

∂A

∂t
= −∂V̇

∂x
(5)

∂V̇

∂t
= − ∂

∂x

(
V̇ 2

A

)
− gA

∂h

∂x
cos θ

+ gA sin θ − F ′
f

ρ
(6)

where V̇ is volumetric flow rate, g is gravity, h is fluid
surface level, and F ′

f is the friction force per unit length.
Level h and cross sectional area A are related via the
geometry of the flume. For these types of equations, a
friction slope Sf is introduced, related to F ′

f as

F ′
f

ρ
� gASf .

For filled pipes, the friction slope would be

Sf =
f

2

V̇
A

∣∣∣ V̇A
∣∣∣℘

gA
(7)

where ℘ is the wetting perimeter and f is Fanning’s friction
factor Bird et al. (2002). For shallow water in open flumes,
the Gauckler–Manning–Strickler formula is often used,
Chow (1959)

Sf = k2M

V̇
A

∣∣∣ V̇A
∣∣∣℘4/3

A4/3
, (8)

where kM is Manning’s friction coefficient.

In Jin and Fread (1997), an approximate friction slope for
the Herschel-Bulkley model in (3) is given as

Sf =
τ0

ρgA
℘


1 +


 (ε+ 1) (ε+ 2)

∣∣∣ V̇A
∣∣∣

(0.74 + 0.656ε)
(
τ0
K

)ε A
℘






1
ε+0.15

. (9)

Wave velocities By linearizing the SVE around the
steady solution (subscript s), the model can be decom-
posed into two advection equations of form Martinson and
Barton (2002)

∂σj

∂t
= −λj

∂σj

∂x
+ φj

where the wave velocities λj are given by

λ =

(√
gAs cos θ

∂A
∂h

∣∣
s

· (NFr + 1) ,

√
gAs cos θ

∂A
∂h

∣∣
s

· (NFr − 1)

)
, (10)

and the Froude number NFr is given as

NFr �
V̇s

As√
gAs cos θ

∂A
∂h |s

. (11)

For high velocity flow, NFr > 1 (supercritical flow), both
wave velocities are positive, and both boundary conditions
(h, V̇ ) must be given at x = 0. For low velocity flow,
NFr < 1 (subcritical flow), one wave velocity is positive,
and the other is negative, and one boundary condition
must be given at x = 0 while the other must be given
at x = L.

Steady state analysis In this section, subindex “s” is
introduced to indicate steady operation. In steady state, V̇s

is constant, and the remaining equation can be rewritten
as

dhs

dx
=

V̇ 2
s

gA3
s

∆W
Lr

hs + (sin θ − Sfs)

cos θ (1−N2
Fr)

(12)

where it has been assumed that area A forms an isosceles
trapezoid with change of width ∆W over length Lr of the
flume reach. Comparing with Fig. 1, Lr = 0.99 for Section
“I”; ∆W = 0.3−0.2 = 0.1 for Section “II”, etc. The critical
condition occurs when NFr = 1, which leads to the critical
level hc

s given by

A3 (hc
s) =

V̇ 2
s

g cos θ

∂A

∂h

∣∣∣∣
c

s

. (13)
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Fig. 2. Analytic solution hs (x) for Section “III” of Fig.
1 with specified critical point (xc, h

c
s) (black circle),

assuming Fanning friction with f = 0.002 (solid) and
assuming Manning friction with W � hs (dotted).

At the critical condition (level hc
s , at position xc), the

model in (12) breaks down.

With ∆W = 0 and rectangular A with flume width W ,
the critical level from (13) becomes

hc
s =

(
V̇ 2
s

gW 2 cos θ

) 1
3

(14)

For this case of ∆W = 0 and flume width W , supercritical
flow implies hs < hc

s , while subcritical flow implies hs > hc
s .

The uniform level is found as dhs

dx = 0 =⇒ Sfs = sin θ ≥ 0.
With ∆W = 0 and flume width W , the wetting perimeter
is ℘ = W + 2h. For Manning friction, the uniform level is
thus found by solving the implicit equation

k2M

V̇s

hu
s W

∣∣∣ V̇s

hu
s W

∣∣∣ (W + 2hu
s )

4/3

(hu
sW )

4/3
= sin θ; (15)

we see that this expression breaks down when θ = 0.

With ∆W = 0, (12) is a separable differential equation,
and analytic solutions can be found in some cases, giving
implicit expressions for hs in the form x = F (hs). By
computing a number of values x for hs in a given range
while requiring that the solution goes through the critical
point denoted (xc, h

c
s), typical solutions are as in Fig. 2.

A key point here is that the steady model in (12) with θ =
0 does not admit a solution for x > xcwhen the solution
is required to go through the critical point. Obviously, the
system does have a level when x > xc; to find the complete
solution when the solution passes through the critical
point, it is necessary to keep the momentum balance in
integral form in order to properly conserve the continuity
of the momentum across the critical point,

hi+1 = hi +
1

cos θ

(
V̇ 2

g(Āi+ 1
2
· Āi− 1

2
)
− V̇ 2

gĀ2
i+ 1

2

+∆x (sin θ − Sf)i+ 1
2

)
. (16)

This implies that when going through the critical point,
we can not use a “marching” method (e.g. Runge Kutta);

Fig. 3. Flow level profile in the Venturi flume with subcrit-
ical upstream flow condition; solution of SVE (solid
red) overlaid over CFD solution. The location of Sec-
tions “I” – “IV” of the Venturi flume are indicated.

Table 1. Properties of Kaolin-based fluid
Haldenwang (2003).

Properties Fluid

Particle conc./vol. (%) 7.1
density, ρ [kg /m3] 1118.5
yield stress, τ0 [Pa] 10.551
fluid behavior index, K [Pa sn] 0.834

fluid consistency index, 1
ε

0.387

instead the discretized model must use information from
both downstream and upstream to the critical point.
On the other hand, if the solution does not go through
the critical point, the ODE formulation of (12) with a
“marching” discretization algorithm can be used.

4. SIMULATION RESULTS

4.1 Case: water

We consider the case of θ = 0, with water as fluid and
flow rate 100.9m3 / h. CFD simulations are in excellent
agreement with the flow rate-level tables specified by
the flume manufacturer (maximum relative error of all
simulations of 2%). Figure 3 shows the result of solving
the SVE overlaid over the CFD solution in Malagalage
et al. (2013).

In solving the SVE of the form (5) and (6), only the
upstream boundary condition corresponding to the input
flow rate of 100.9m3 is specified. No downstream boundary
is imposed since the flow is a free flow, and since it is
revealed by CFD simulation that the flow passes through
a critical point. The applied Manning roughness coefficient
is 0.003. As can be seen, the result conforms to the CFD
simulation result.

4.2 Case: drilling fluid

We change the Venturi flume slope to θ = 4◦, and
consider a fluid characterized by the Herschel-Bulkley
friction model with properties as given in Table 1.

Non-Newtonian fluid flow is often associated with high
velocity to avoid fluid particle settling. This implies su-
percritical conditions and a corresponding level hs which
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Fig. 2. Analytic solution hs (x) for Section “III” of Fig.
1 with specified critical point (xc, h

c
s) (black circle),

assuming Fanning friction with f = 0.002 (solid) and
assuming Manning friction with W � hs (dotted).

At the critical condition (level hc
s , at position xc), the

model in (12) breaks down.

With ∆W = 0 and rectangular A with flume width W ,
the critical level from (13) becomes
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s =

(
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) 1
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(14)

For this case of ∆W = 0 and flume width W , supercritical
flow implies hs < hc

s , while subcritical flow implies hs > hc
s .

The uniform level is found as dhs

dx = 0 =⇒ Sfs = sin θ ≥ 0.
With ∆W = 0 and flume width W , the wetting perimeter
is ℘ = W + 2h. For Manning friction, the uniform level is
thus found by solving the implicit equation

k2M

V̇s

hu
s W

∣∣∣ V̇s

hu
s W

∣∣∣ (W + 2hu
s )

4/3

(hu
sW )

4/3
= sin θ; (15)

we see that this expression breaks down when θ = 0.

With ∆W = 0, (12) is a separable differential equation,
and analytic solutions can be found in some cases, giving
implicit expressions for hs in the form x = F (hs). By
computing a number of values x for hs in a given range
while requiring that the solution goes through the critical
point denoted (xc, h

c
s), typical solutions are as in Fig. 2.

A key point here is that the steady model in (12) with θ =
0 does not admit a solution for x > xcwhen the solution
is required to go through the critical point. Obviously, the
system does have a level when x > xc; to find the complete
solution when the solution passes through the critical
point, it is necessary to keep the momentum balance in
integral form in order to properly conserve the continuity
of the momentum across the critical point,

hi+1 = hi +
1

cos θ

(
V̇ 2

g(Āi+ 1
2
· Āi− 1

2
)
− V̇ 2

gĀ2
i+ 1

2

+∆x (sin θ − Sf)i+ 1
2

)
. (16)

This implies that when going through the critical point,
we can not use a “marching” method (e.g. Runge Kutta);

Fig. 3. Flow level profile in the Venturi flume with subcrit-
ical upstream flow condition; solution of SVE (solid
red) overlaid over CFD solution. The location of Sec-
tions “I” – “IV” of the Venturi flume are indicated.

Table 1. Properties of Kaolin-based fluid
Haldenwang (2003).

Properties Fluid

Particle conc./vol. (%) 7.1
density, ρ [kg /m3] 1118.5
yield stress, τ0 [Pa] 10.551
fluid behavior index, K [Pa sn] 0.834

fluid consistency index, 1
ε

0.387

instead the discretized model must use information from
both downstream and upstream to the critical point.
On the other hand, if the solution does not go through
the critical point, the ODE formulation of (12) with a
“marching” discretization algorithm can be used.

4. SIMULATION RESULTS

4.1 Case: water

We consider the case of θ = 0, with water as fluid and
flow rate 100.9m3 / h. CFD simulations are in excellent
agreement with the flow rate-level tables specified by
the flume manufacturer (maximum relative error of all
simulations of 2%). Figure 3 shows the result of solving
the SVE overlaid over the CFD solution in Malagalage
et al. (2013).

In solving the SVE of the form (5) and (6), only the
upstream boundary condition corresponding to the input
flow rate of 100.9m3 is specified. No downstream boundary
is imposed since the flow is a free flow, and since it is
revealed by CFD simulation that the flow passes through
a critical point. The applied Manning roughness coefficient
is 0.003. As can be seen, the result conforms to the CFD
simulation result.

4.2 Case: drilling fluid

We change the Venturi flume slope to θ = 4◦, and
consider a fluid characterized by the Herschel-Bulkley
friction model with properties as given in Table 1.

Non-Newtonian fluid flow is often associated with high
velocity to avoid fluid particle settling. This implies su-
percritical conditions and a corresponding level hs which
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Fig. 4. Supercritical flow level profile (solid; above flume
bed) in the Venturi flume with critical level (dashed);
W = 0.2m.

Fig. 5. Supercritical flow level profile (solid; above flume
bed) in the Venturi flume with critical level (dashed);
W = 0.09m.

is lower than the critical level; the solution is then found
by solving (12). Here, we have used steady flow rates
of {12.422, 22.668, 42.539} [L/s]. The boundary conditions
for the level is thus given upstream, at the inlet to Section
“I” of Fig. 1 according to Haldenwang (2003). Figure 4
shows the resulting steady solutions.

From Fig. 4, we see that the Venturi flume does not lead
to an increase in the level up to the critical level despite
the hydraulic jump in the throat section (Section “III”),
and it is not possible to find the flow rate from this design.

Next, we consider redesigning the Venturi flume by reduc-
ing the width of Section “III” to W = 0.09 [m]. The result
is shown in Fig. 5.

In Fig. 5, it is seen that a hydraulic jump occurs in the
channel throat section (Section “III”) towards its exit, and
this jump approaches the critical level.

4.3 Discussion

The results in the two cases indicate that the 1D steady
state Saint Venant equation can predict a flow in a Venturi
flume. Solving the SVE gives information about the flow
rate and level distribution in the flume.

In the water case where the level goes through the critical
point, the flume is divided into 50 discrete cells. Using a
dynamic SVE, steady state is reached within 30 [s] taking
some 1.5 [s] of computation time. In the drilling fluid case
where the level reaches critical level due to hydraulic jump,
the simulation of the steady SVE is executed with the
MATLAB ode23 solver, which uses 10768 discretization
points and takes 5.5 [s] to solve on a fairly standard PC.

CFD with results as in the backdrop of Fig. 3 gives much
more information than SVE. However, to find these results
takes in the order of 5 [h] of computer time. This time can
be reduced somewhat if the initial transient from empty
flume can be eliminated, but the computation time will
still be high.

It has been indicated that by measuring the highest level
in the throat section and assume this is the critical level,
we can compute the flow rate using (14). However, the
exact location where the critical level is reached, varies
with the flow rate. Furthermore, for measurements, it is
desirable with a steady, noise-free level. An alternative is
thus to instead measure the level at uniform conditions, hu

s ,

and compute V̇s by equating Sfs

(
hu
s , V̇s

)
= sin θ similar to

in (15), where we use the Herschel-Bulkley expression for
friction slope. Thus

V̇s =
(Whu

s )
2

W + 2hu
s

[(
Whu

s

W + 2hu
s

ρg

τ0
sin θ

)ε+0.15

− 1

]

× (0.74 + 0.656ε)

(ε+ 1) (ε+ 2)

( τ0
K

)ε

. (17)

Whether we use the Herschel-Bulkley model or some other
friction model, the velocity expression will depend on the
viscosity of the fluid.

Often, due to the short length of the flume, the uniform
level is not reached, and (17) does not apply. Based
on Bernoulli’s equation, ISO (2013) develops an implicit

expression for V̇s as

V̇s =

(
2

3

) 3
2
√

g

β

(
1− 0.006L

W

)(
1− 0.003L

hs

) 3
2

×


1 +

β
(

V̇s

W

)2

2gh3
s




3
2

Wh
3
2
s (18)

where L and W relates to the length and width of the
throat section, and β is a tuning factor to handle different
viscosities. Level hs is measured in the middle of the throat
section.

Another alternatively is to use the fully dynamic SVE, and
combine the model with multiple level measurements in a
state estimation scheme.
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5. CONCLUSIONS

In this paper, CFD simulations of water flow in a zero
slope Venturi flume have given excellent agreement with
experimental results in the literature. Next, a simplified
1D model based on the Saint Venant Equations (SVE) has
been analyzed, and found to give good agreement with the
CFD model; better agreement is expected with improved
tuning of boundary conditions for the SVE model. The
SVE model has been used to simulate the case of drilling
fluid flow in the same Venturi flume, with a 4◦ slope of the
flume. Because low flow rate may lead to particle settling
for drilling fluid, a high flow rate study is carried out. The
study indicates that little information about the flow rate
can be found using the nominal width of the Venturi flume.
However, by narrowing the throat section of the flume, a
significant jump in the level is achieved, and this level jump
holds information about the flow rate.

Four possible methods for deriving the flow rate from the
level jump are discussed in Section Discussion: (i) measur-
ing the maximal level gives the flow rate independently of
the fluid properties, (14), but the accurate level is compli-
cated to measure, (ii) measuring the uniform level, the flow
rate can be found if the fluid properties are known, (17) —
but depends on a sufficiently long flume to reach uniform
conditions, (iii) measuring some mid-way level can be used
to derive the flow rate (18), but this method also depends
on the fluid properties, and (iv) combining the transient
SVE model in (5), (6) with multiple level measurements
via state estimation is possible, but also depends on the
fluid properties.

Future work will involve testing the various methods on
a Venturi rig. Challenges for this future work include
sensor set-up, the numerics of solving the SVE model, and
efficient estimation algorithms.
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Abstract
Drilling for oil and gas is a complex process, involv-
ing pumping of fluid through kilometers of pipes. Even
though the drilling fluid has a high speed of sound (≈1000
m/s), the large lengths involved make pressure wave prop-
agation significant at timescales where such phenomena
can usually be neglected in other processes. Managed
pressure drilling, a technological extension of conven-
tional drilling, adds a choke on the return flow from the
drilling process. Significant work has been done in re-
cent years on creating a simplified model of the process,
often by neglecting distributed dynamics, and using this
for controller design. This paper compares the simplified
model most often used, with a distributed partial differen-
tial equation (PDE) model and compare the performance
to measured data for wave propagation while doing man-
aged pressure drilling. Fluid structure interaction and the-
oretical vs recorded speed of sound are discussed.
Keywords: Managed pressure drilling, PDE, wave propa-
gation, FSI

1 Introduction
Managed pressure drilling (MPD), today considered an
”unconventional” drilling technology, is a natural tech-
nological advancement of conventional drilling. MPD is
forecasted to grow significantly in the future, with key in-
dustry players indicating that it might be the new ”conven-
tional” in the near future.

Drilling for oil and gas is a complex process with com-
plex dynamic behaviour. The dynamics of the entire sys-
tem has to be understood for controller and estimator de-
sign if the prognosed future growth and adoption is to be
achieved.

For MPD, significant work has been done in recent
years by control engineers/researchers on simplifying the
mathematical model for the process to aid in controller
and estimator design. A schematic view of the process is
given in Figure 1. The most often used of these simpli-
fied models is the one by (Kaasa et al., 2012). Multiple
estimation and control strategies based on this simplified
model has been published (Stakvik et al., 2016), (Stakvik
et al., 2017), (Zhou et al., 2011), (Stamnes et al., 2008),

Figure 1. Managed pressure drilling. Drilling fluid is circulated
from the rig mud pumps and down the drill string. At the bottom
of the well bore the drilling fluid flows out through the drill bit
via nozzles, and is then circulated up to the surface in the annular
space between the drill string and annulus.

(Hauge et al., 2012). There is also ongoing research on
designing estimators and controllers based on a linearised
PDE distributed model (Aarsnes et al., 2014), (Aarsnes
et al., 2012), (Anfinsen and Aamo, 2018). To verify de-
sign, controllers and estimators should in general always
be tested on a system model that is higher fidelity than
the model the design is based on to ensure that something
critically important was not forgotten in the simplification.
This paper compares the response of the simplified model
by (Kaasa et al., 2012) with a PDE based model for the
process, and compare this to real drilling data from MPD
operations.

2 Model
Considering the process shown in Figure 1 and conserva-
tion of mass and momentum, dynamic models for the pro-
cess can be derived. The model by (Kaasa et al., 2012),



disregards distributed effects in the drill string and an-
nulus, and consider these as two volumes where mass
should be conserved. To capture wave propagation, dis-
tributed effects should be considered, making the drill-
string and annulus take the form of partial differential
equations (Di Meglio and Aarsnes, 2015).

2.1 Simplified model
The ODE model presented in (Kaasa et al., 2012) and
given in (1-5) can be derived with the following assump-
tions: The drill string and annulus are treated as two vol-
umes where mass is conserved, the drill string pressure
loss as quadratic with flow (turbulent), the drill bit pres-
sure loss as quadratic with flow, and the annulus pressure
loss as linear with flow (laminar). Note that here, the an-
nulus and drill string volumes are considered constant, and
in and out flow of the drilled formation is not considered.

Vd

βd

dpp

dt
= qp −qbit (1)

Va

βa

dpc

dt
= qbit +qbpp −qc (2)

M
dqbit

dt
= pp − pc −Fdq2

bit −Faqbit (3)

M =
∫ Ld

0

ρd

Ad(x)
dx+

∫ 0

La

ρa

Aa(x)
dx (4)

qc = gc(zc)Kc

√
2
ρ
(pc − pco) (5)

In (1-5) Vd and Va are drill string and annulus volumes, βd

and βa are fluid modulus of compressibility β = 1
ρ

dρ

dp , qp

is the pump flow, qbit is a state representing flow from the
drill string to the annulus, Fd and Fa are friction factors for
the drill string and annulus, gc is choke area as a function
of choke position zc, ρa, ρd are fluid densities in drill string
and annulus, and Ad , Aa are flow cross sectional areas.

2.2 PDE model
If distributed effects are considered, the drill string and
annulus can be modelled using the PDE system given in
(6-7) representing conservation of mass and momentum,
respectively.

∂ρ

∂ t
+

∂ρu
∂x

= 0 (6)

∂ρu
∂ t

+
∂ (ρu2 + p)

∂x
=− f (ρ,u)−g(ρ) (7)

where ρ is density and u is velocity.
Putting (6-7) in vector form as in (8) and introducing

temporary variables u1,u2.

∂U
∂ t

+
∂

∂x
(F(U)) = S(U) (8)

U =

[
ρ

ρu

]
=

[
u1
u2

]
F(U) =

[
ρu

ρu2 + p

]
=

[
u2

u2
2

u1
+ ∂ p

∂ρ
u1

]

S(U) =

[
0

− f (ρ,u)−G(ρ,θ)

]
=

[
0

− f (u1,
u2
u1
)−G(u1,θ)

]
(9)

Where ∂ p = ∂ p
∂ρ

∂ρ is used for removing p in (9). Then in
pseudo linear form as

∂U
∂ t

+A(U)
∂U
∂x

= S(U) (10)

A(U) =
∂F(U)

∂U
=

[
0 1

− u2
2

u2
1
+ ∂ p

∂ρ
2 u2

u1

]
(11)

it can be found that the eigenvalues of A(U) are

λ1,2 = u±
√

∂ p
∂ρ

where
√

∂ p
∂ρ

is the speed of sound in the
fluid.

The source terms f (ρ,u) and G(ρ,θ) represent friction
and hydrostatic pressure due to gravity, respectively. Fric-
tion is modeled as (12)

f (ρ,u) =
1
2

K f ric f ρu2

f = max

(
64
Re

,
0.25

(log( ε

3.7D + 5.74
Re0.9 ))

2

)

Re =
ρuD

µ

(12)

where f is the Darcy friction factor, Re is the Reynolds
number, ε is the surface roughness of the pipe, and D is
the hydraulic diameter. f = 64

Re represents laminar flow,
f = 0.25

(log( ε
3.7D+ 5.74

Re0.9 ))
2 is an approximation (Swamee and

K. Jain, 1976) to the Colebrook equation, and the maxi-
mum of these two is taken to cover both laminar and tur-
bulent regimes. K f ric is a tuning factor to fit measured field
data, ideally set to 1.

Hydrostatic pressure is modelled as (13) where θ is the
local angle between the well bore and the horizontal.

G(ρ,θ) = ρgsin(θ) (13)

There are numerous numerical approaches to solving
the PDE system in (6-7), (Vytvytsky and Lie, 2017),
(Palacios G and Da Silva, 2013) both with and without
considering fluid structure interaction. The details of dif-
ferent methods for solving (6-7) with strengths and weak-
nesses is not elaborated in detail in this paper. Here a stag-
gered grid approach is used.

For simulation, (6) is transformed into an equation for
pressure. Assuming the density can be given as a linear
function of pressure as in (14), (6-7) can be rewritten as
(15-16).



ρ = ρ0 +
ρ0

β
(p− p0)

dρ

d p
=

ρ0

β

(14)

ρ0

β

∂ p
∂ t

+
∂ρu
∂x

= 0 (15)

∂ρu
∂ t

+
∂ρu2

∂x
=−∂ p

∂x
− f (ρ,u)−g(ρ) (16)

The system in (15-16) is integrated over a closed vol-
ume as given in (17-20) along the lines described in (Ver-
steeg and Malalasekera, 2019).∮

CV

(
ρ0

β

∂ p
∂ t

+
∂ρu
∂x

)dV = 0 (17)

∮
CV

(
∂ρu
∂ t

+u
∂ρu
∂x

)dV =
∮

CV

(−∂ p
∂x

+Sx)dV (18)

Applying the Gauss divergence theorem;∮
CV

div(φu)dV =
∮
S

n · (φu)dS

∮
CV

(
ρ0

β

∂ p
∂ t

)dV +
∫
A

n · (ρu)dA = 0 (19)

∮
CV

(
∂ρu
∂ t

)dV +
∫
A

n · (ρu2)dA =
∮

CV

(−∂ p
∂x

+Sx)dV (20)

Solving the integrals and discretizing in space yield
(21-22).

V
ρ0

β

∂ p
∂ t

+(uAρ)out − (uAρ)in = 0 (21)

V
∂ρu
∂ t

+(u2Aρ)out − (u2Aρ)in =−V
pout − pin

L
+SxV

(22)
Doing the variable change q = uA, applying the chain

rule to
∂ρu
∂ t

, and using that q
∂ρ

∂ t
= q

ρ0

β

∂ p
∂ t

yield (23-24).

V
ρ0

β

∂ p
∂ t

+(qρ)out − (qρ)in = 0 (23)

V
A
(ρ

∂q
∂ t

+q
ρ0

β

∂ p
∂ t

)+(
q2ρ

A
)out − (

q2ρ

A
)in...

...=−A(pout − pin)+SxV
(24)

With boundary conditions

qds(x = 0) = qp (25)

pds(x = L) = pan(x = L)+
1

Knozzle
(

qds(x = L)
Anozzle

)2 (26)

ρuAan(x = L) = ρuAds(x = L) (27)

pan(x = 0) = pc (28)

The system solved is given in (29-30) where the pressure
equation is solved in the grid cell centre and the flow equa-
tion is solved on a grid that has the cell centre on the pres-
sure grid face.

∂ p
∂ t

=− β

V ρ0
((qρ)out − (qρ)in) (29)

∂q
∂ t

=−q
ρ0

ρβ

∂ p
∂ t

− 1
ρL

((
q2ρ

A
)out − (

q2ρ

A
)in)...

− A
ρL

(pout − pin)+Sx
A
ρ

(30)

The spatial arrangement of states can be seen for an ex-
ample case with n = 3 grid elements for flow and n+ 1
grid elements for pressure in Figure 2. The subscript g in
p0,g and pn+1,g is to represent that this is a ”ghost node”.
Ghost nodes are grid elements outside of the physical do-
main used to implement boundary conditions.

q1 q2 q3 q4p1 p2 p3p0,g pn+1,g

Figure 2. Staggered grid showing the spatial staggering of the
system solved. If i represent grid number on the flow grid for q,
and k represent grid number for the pressure grid for variables p
and ρ , note that i+ 1

2 = k,k+ 1
2 = i+1

From Figure 2 it can be seen that qout ,qin (being q2 and
q1 respectively for p1) and pout , pin, (being p1 and p0,g
for q1) is known directly due to the spatial staggering of
states.

Variables that are not directly available on grid faces

from the staggered arrangement (ρ in (29); q and q
ρ0

β

∂ p
∂ t

in (30)) are found by using a first order up-winding in flow,
as in (31)

θi+ 1
2
=


θi q > 0
θi+1 q < 0
θi+θi+1

2 q = 0
(31)

Equations (29-30) are solved in time by using a 4th or-
der Runge Kutta method.

2.2.1 A brief discussion on equation of state

Using (14) as an Equation of State for the liquid will yield
a speed of sound from the eigenvalue analysis in (10) as a
function of ρ0 and β given in (32)

c =

√
β

ρ0
(32)



Drilling fluids are in most cases a mixture of water and
weighting material (water based mud, WBM), oil, water
and weighting material (oil based mud, OBM) or synthetic
oil, water, and weighting material (Synthetic based mud,
SBM). Drilling fluids usually also contain a small frac-
tion of additives (emulsifiers, gelling agents, etc.), at a
low volume fraction. The equivalent mixture bulk modu-
lus should be found for use in (14) (Carcione and Poletto,
2000). Although all fluid components are only slightly
compressible, the weighting material can be treated as in-
compressible compared to the water and oil. The volume
fraction of additives are neglected here.

The mixture bulk modulus βm can be found as in (33)
where subscripts w,o,s denote water, oil and solids respec-
tively.

1
βm

=
αw

βw
+

αo

βo
+

αs

βs
(33)

Here αi is the volume fraction of that mixture component.
Note that αw +αo +αs = 1. Assuming the solids com-
ponent to be incompressible as βs >> βo,βw, analogous
to saying βs = ∞ makes the last term on the RHS of (33)
disappear.

The mixture density ρm0 can be found as (34)

ρm0 = αwρw0 +αoρo0 +αsρs0 (34)

In practice, a pre-defined ratio of oil/water is used when
mixing the drilling fluid, and then weighting solids is
added to reach the desired liquid density. For WBM flu-
ids there is no oil fraction, and solids are added to reach
the desired density. This can be used to further simplify
(33-34). By using oil-water ratio, Row = αo

αw
, and the fact

that the sum of all the component volume fractions is
1, (33-34) can be rewritten in forms that are simple for
straight forward use, as given in (35-36) where the inputs
are the mixture and component densities ρm,ρi, compo-
nent compressibility βi, and oil-water ratio Row.

αs =
ρm −ρw +Row(ρm −ρo)

ρs −ρw +Row(ρs −ρo)
(35)

βm =
βwβo(1+Row)

βo(1−αs)+Rowβw(1−αs)
(36)

For water based mud, Row = 0 and (35-36) are still
valid. Equations (35-36) are only valid at a given pressure
as the volume fractions change with pressure. In practice
the effect of this is minor.

2.2.2 Fluid structure interactions (FSI)
If fluid structure interactions are considered, i.e., the flow
cross sectional area changes with pressure, an equivalent
bulk modulus βe can be calculated and used in (23, 24).
Note that the mixture bulk modulus βm should still be used
in the liquid Equation of State in (14).

Taking pipe expansion into account, equivalent bulk
modulus can be calculated as (37). Here the possible com-
pression of the drill string inside the annulus is neglected.

For the full derivation of (37) in the context of the applied
PDE, the reader is referred to (Carlsson, 2016).

βe =
βm

(1+ βmD
dE φ)

(37)

In (37), βm is mixture bulk modulus from (36), E is
Young’s modulus of the pipe, D is the pipe diameter, d
is the pipe wall thickness, and φ is the pipe support factor.
Here axial stresses are neglected, setting φ = 1.

2.2.3 Gridding
In a real well geometry there are numerous changes in
cross sectional area with axial position, mainly caused
by the drill string consisting of different pipe sections
screwed together. Spatial discretization (gridding) at the
resolution required to capture all the changes exactly will
require a large number of grid elements. Here, a gridding
routine that ensures the grid volume and volume of the
real geometry are exactly equal, is used. The real vs dis-
cretized geometry for the test well studied near the bottom
hole assembly (BHA) is shown in Figure 3.
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Figure 3. Volume conserving grid of bottom hole assembly
(BHA). Solid black: Original geometry. Dashed green: Gridded
well bore diameter (annulus). Dashed blue: Gridded drill string
outer diameter (annulus). Dashed red: Gridded drill string inner
diameter (drill string).

2.2.4 Boundary conditions
For comparison with field data, the algebraic relation be-
tween choke flow and choke pressure for the simplified
model is skipped, and measured choke pressure is used
directly as a boundary condition. This yields a simplified
model with two ODE’s, (as opposed to the three ODE’s
in the original model by (Kaasa et al., 2012)) specified in
(1, 3, 4). To compare the model’s dynamic response to the
measured data, the boundary values that are not specified
are compared to measured data. That is, measured pump
flow and choke pressure are used as boundary conditions.



Then, simulated and measured pump pressure and choke
flow are compared. The simplified model has no choke
flow when the choke pressure is specified, so only pump
pressure is compared to measured pump pressure.

For the PDE model the boundary conditions for n grid
elements are set as follows.

• Inlet

– p0 = p1. That is, the inlet ghost node for pres-
sure is set to the same value as the next grid
element

– q1 = qbc, the flow into the domain is specified

• Outlet

– pn+1, the outlet ghost node for pressure is set to
2pbc − pn where pbc is the specified boundary
pressure

2.3 Initial conditions
For the PDE model the initial conditions is set to the hy-
drostatic pressure for p, that is pi = ρ0ghi where hi is the
grid vertical depth. The initial condition for flow q is set
to zero. Flow is then ramped up to the flow rate in the start
of case considered and simulation run for 150 seconds to
reach steady state.

3 Comparison with field data
In MPD operations, if the choke controller is active, wave
propagation phenomena are rarely visible. This is due to
the choke pressure controller being used in the data the au-
thor has available is specifically designed to keep within
the limits of the simplified model. During system com-
missioning, direct choke position control is used to verify
calibration of the controller model, and pressure wave dy-
namics gets excited. When doing choke position control,
the rate of change of the position is limited in the con-
troller to about ≈ 5%/s to avoid severe water hammer ef-
fects caused by the operator, but still fast enough that wave
dynamics is excited. The controller in closed loop has
access to the full choke actuator performance ≈ 25%/s,
making the testing of the mentioned controller on a PDE
model very important as it is easily able to excite wave
dynamics in cases with improper tuning. For validation of
the models with data, a time period from commissioning
on a 1647m deep offshore well is used, as seen in Figure
4. The commissioning is performed in "cased hole", that
is, the annulus has a steel casing going all the way to the
bottom of the well and there is no "open hole" (exposed
reservoir) .

In Figure 4, the pump flow rate is near constant, and the
choke is closed and then opened again 3 times at various
speeds, giving an increase in choke pressure (boundary
condition), and then an increase in pump pressure (mod-
elled), governed by the pressure dynamics of the well. The
choke flow changes when the choke position is changed.
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Figure 4. Steps in choke position during cased hole commis-
sioning for 1647m deep offshore well. Top: Pressure simulated
vs measured. Top right axis: Measured choke pressure (bound-
ary condition). Bottom: Simulated vs measured choke flow.

This is caused by the compression/expansion of liquid and
possible expansion of well geometry due to pressure.

3.1 Field data comparison, no fluid structure
interactions

Here the response to the choke position steps are studied
for all steps individually. Fluid structure interactions are
not considered. Parameters used in the PDE and simpli-
fied model are given in Table 1. A ”fudge factor” K f ric for
friction in the PDE model was required to make the sim-
ulated pump pressure fit with the measured data. At the
flow rates in the cases studied, the frictional pressure loss
will be laminar in both the drill string and annulus. The
assumption of Newtonian fluid in (12) is not really true for
drilling fluids as they exhibit gelling behavior, something
that will lead to a higher friction loss than for Newtonian
fluids at low flow rates.

The noise on the pump pressure and choke flow in
the PDE model is caused by noise on the choke pressure
boundary condition. Filtering the noise on the signal is
avoided as the phenomena studied are fast compared to
the sampling rate. Figure 5 shows a close-up of the first
step from Figure 4.

It is seen from Figure 5 that, qualitatively, the results
of the PDE model fits reasonably well with the measured
data. The PDE model under-predicts the changes of choke
flow due to choke pressure. The response on pump pres-
sure happens faster in the PDE model than in the measured
data. This indicates that the wave propagation time in the
PDE model is faster than in reality. The simplified model
is able to predict pump pressure well when the pressure is
increasing, but ends up giving a "smoothed" response on
the more rapid opening of the choke.

Figure 6 shows the response in the second step, where
both the increase and decrease of choke pressure is slower
than that in the first step. It is clearly seen that as changes
happen more slowly, the difference between the simplified



Table 1. Model parameters.

Parameter Value Unit
Vd 15.27 [m3]
Va 104.94 [m3]
Row 4 [−]
ρm0 = ρd = ρa 1210 [kg/m3]
ρw0 1000 [kg/m3]
ρo0 850 [kg/m3]
ρs0 4200 [kg/m3]
βw 2.2e9 [Pa]
βo 1.5e9 [Pa]
βa (eq.36) 1.78e9 [Pa]
βd (eq.36) 1.78e9 [Pa]
Ld 1651 [m]
La 1651 [m]
Ad 0.0092 [m2]
Aa 0.0636 [m2]
M (eq.4) 2.47e8 [kg/m4]
µ 45e-3 [Pa · s]
ε 4.5e-5 [m]
K f ric 2.4 [−]
Anozzle 6.25e-04 [m2]
Knozzle 0.8 [−]

model, PDE model, and measured data becomes smaller.
This is reasonable as that the main difference between the
simplified and PDE model is whether distributed pressure
effects are neglected. The effect of choke pressure on
choke flow in the PDE model is still under-predicted, as
in the first pressure step.

Figure 7 shows the response of the simplified and PDE
model compared to field data for the third pressure step.
In this step, the opening of the choke is even faster than
that of the case in Figure 5. Note the ”wave” in measured
choke pressure. As for the two first cases, the results of the
PDE and simplified model compared to field data is very
similar at the increase of pressure with different response
on opening the choke quickly. The previous observation
of choke flow being under-predicted in the PDE model is
visible when the pressure is increased, but not that clearly
visible when the choke is opened.

3.2 Field data comparison, fluid structure in-
teractions

Here the steps in the previous section is revisited, with
fluid structure interactions (FSI) considered. Parameters
used when FSI is considered are given in Table 2.

Figure 8 shows the PDE model with and without FSI in
the first step. Considering FSI through (37), yields a lower
β for the drill string and annulus, something that will in-
crease the wave propagation time (decrease velocity) in
the PDE model, as well as make the effect of choke pres-
sure on choke flow be more significant. The assumption of
no axial stresses used is not strictly true. For the annulus,
the casing will mainly be under compression loads axially.
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Figure 5. First step in choke position; slow closing and rapid
opening of choke. Top: Pressure simulated vs measured. Top
right axis: Measured choke pressure (boundary condition). Bot-
tom: Simulated vs measured choke flow.
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Figure 6. Second step in choke position; slow closing and open-
ing of choke. Top: Pressure simulated vs measured. Top right
axis: Measured choke pressure (boundary condition). Bottom:
Simulated vs measured choke flow.

The neglected effect of compression of the drill string in
the annulus together with the axial forces in the casing
would likely lead to slightly lower effective bulk modulus.
The drill string experiences both stretch and compression
along the length.

As seen in Figure 8, the effect of choke pressure on flow
becomes more significant when considering FSI, making
the PDE model fit the measured flow data better compared
to the model neglecting FSI. Wave propagation time re-
duces slightly when considering FSI, but there is still a
mismatch between the PDE model and recorded data.

Figure 9 shows the PDE model compared to measured
data for the second step in pressure, with and without FSI.
Overall the results for the second pressure step are similar
to the no FSI case, with the transient being slow enough
that wave propagation effects are minor. The effect of
choke pressure on choke flow compared to measured data
is better when considering FSI than not considering FSI,
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Figure 7. Third step in choke position; slow closing and very
rapid opening of choke. Top: Pressure simulated vs measured.
Top right axis: Measured choke pressure (boundary condition).
Bottom: Simulated vs measured choke flow.

Table 2. Model parameters with FSI considered.

Parameter Value Unit
βm (eq.36) 1.78e9 [Pa]
E 200e9 [Pa]
Dd 0.1086 [m]
dd 0.0076 [m]
Da 0.3153 [m]
da 0.0122 [m]
βe,d (eq.37) 1.57e9 [Pa]
βe,a (eq.37) 1.45e9 [Pa]

but the results of the PDE model still suggest that the used
βe is slightly too big, illustrated by compression and ex-
pansion (flow change due to pressure) being smaller in the
PDE model considering FSI than recorded flow data.

Figure 10 shows the PDE model compared to measured
data for the third step in pressure, with and without FSI.
For the third pressure step, the effect of considering FSI is
smaller than in the case of the first two steps. The simula-
tion with FSI show a slightly larger change in choke flow
from changing choke pressure, as is the case for the first
two steps as well as a slightly increased wave propaga-
tion time. The deviation between simulated flow and mea-
sured flow when the pressure is reduced might be caused
by sensor inaccuracies. The dynamic performance of the
Coriolis flow meter at transients as fast as in Figure 10, is
uncertain.

4 Conclusions
The response of the commonly used simplified model by
(Kaasa et al., 2012) and a distributed PDE based model
has been compared to data from cased hole commission-
ing from an MPD system on an offshore well. It is
shown that when changes are slow, the simplified and PDE
based models show very similar response, matching quite
closely that of the measured data. When the transient
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Figure 8. First step in choke position, comparison of original
PDE-simulation and PDE-simulation considering fluid structure
interactions. Top right axis: Measured choke pressure (boundary
condition). Bottom: Simulated vs measured choke flow.
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Figure 9. Second step in choke position. Slow closing and open-
ing of choke, comparison of original PDE simulation and PDE
simulation considering fluid structure interactions. Top right
axis: Measured choke pressure (boundary condition). Bottom:
Simulated vs measured choke flow.

changes are more rapid, a discrepancy between the sim-
plified model and PDE model and measured data is seen.
It is found that the PDE model under-predicts the effect
of choke pressure on choke flow if only fluid properties
are considered. When considering simple fluid structure
interactions, the PDE model more closely fits the mea-
sured data. A discrepancy between the wave propagation
time in the PDE model and measured data is observed.
By manually ”fudging” the system bulk modulus βe, it
is still not possible to make the PDE model fit with both
choke flow and pump pressure (wave propagation time).
To make the PDE model more closely fit the measured
data, the well length or well volume and bulk modulus
has to be changed. Well length and volume are consid-
ered quite well known, such that this result is indicative
of something more fundamental missing from the PDE
based model. The PDE model disregards 2-D effects on
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Figure 10. Third step in choke position. Very rapid opening
of choke, comparison of original PDE simulation and PDE sim-
ulation considering fluid structure interactions. Top right axis:
Measured choke pressure (boundary condition). Bottom: Simu-
lated vs measured choke flow.

wave propagation, something that can increase the wave
communication time. Further study of the discrepancy be-
tween the wave communication time in the 1D PDE model
and recorded data, something that has been found in data
from multiple wells, will require further work.
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Cascaded Bottom Hole Pressure Control in Managed Pressure Drilling*

Jon Åge Stakvik1, Christian Berg2, Glenn-Ole Kaasa3 and Ole Morten Aamo4

Abstract— Today, in search of oil resources, marginal wells
with narrow pressure windows are frequently being drilled.
This requires accurate and precise control to balance the
bottom hole pressure (BHP) between the pore and fracture
pressure of the reservoir. Managed pressure drilling (MPD) is a
technique introduced to enable improved pressure control when
drilling. This paper presents a cascaded control structure for
BHP, choke pressure and choke position in MPD operations.
Estimators for the unknown bottom hole flow and uncertain
BHP are developed to improve pressure control performance.
The presented method is evaluated with field operation data
from drilling two 4000 m deep wells. The results show that
the pressure is maintained within acceptable margins through
a series of operations.

I. INTRODUCTION
One of the critical tasks in drilling is to control the bottom

hole pressure (BHP). Drilling fluid, commonly referred to as
”drilling mud”, is pumped at high pressure from the mud pit
down the drill string, through the drill bit and up the annulus
while it carries cuttings to the surface, as illustrated in Fig.
1. At the surface the mud is separated from the cuttings
by a shaker. Besides transporting cuttings to the surface
the drilling mud maintains the pressure in the annulus at
a desired level. In particular, it must be maintained above
the formation pore pressure to prevent unwanted influx of
hydrocarbons into the well. Furthermore, if the pressure
becomes too low the well might collapse. On the other
hand, if the pressure in the drilling mud exceeds the strength
of the surrounding rock formation it can lead to fractures
in the open hole section of the well. Consequently, it is
necessary to maintain the pressure within the window which
is specified by geophysical data. Imprecise pressure control
leads to incidents that are time-consuming, expensive and
dangerous, such as loss of mud, influx of formation fluid or,
in the worst case, blowouts.

In conventional drilling operations the BHP is typically
controlled by a constant mud weight during a section. The
mud weight is designed to be as low as possible, i.e. some
margin above the highest expected pore pressure in the sec-
tion to be drilled. The section length is typically ended when
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Fig. 1. Well configuration of a managed pressure drilling system. The
drilling mud is injected by the rig pump while the outflow is controlled by
a choke valve.

the BHP gets too close to the weakest expected formation
strength. For decades, this approach has extensively been
used and is still the most common drilling method in wells
with large pressure windows. However, conventional pressure
control yields slow (hours) and inaccurate control which is
not suitable for more demanding wells with narrow pressure
windows and/or high frictional pressure losses.

Today, marginal wells with narrow pressure windows are
frequently being drilled. Managed pressure drilling (MPD)
is a method that enables improved pressure control in wells
with narrow pressure windows and varying formation pres-
sures. In MPD, the annulus is sealed from the atmosphere
by a rotating control device (RCD) and the annular flow
is routed through a choke manifold where the upstream
pressure is controlled by a choke valve. This enables fast
and precise control of the annular pressure and, in contrast to
conventional drilling, the pressure can be changed in matter
of seconds. Additionally, MPD offers the possibility to drill
longer sections than conventional drilling due to improved
controllability of BHP.

MPD can be performed with manual operation of the



choke opening, or automatic, where the choke position is
modified by a control law. An automated MPD approach
provides a higher accuracy than manual control. A critical
drilling operation that must be handled by any automated
MPD system is the connection. A connection is performed
for every 27-29 m of drilling where the mud pumps are
stopped to connect a new pipe segment to the top of the drill
string. This operation introduces significant flow variations
in the well where the BHP needs to be maintained within a
given drilling window. The essential difficulty in connections
is that no flow enters the annulus, and thus the pressure
can only be maintained at the current level or reduced,
but not increased. Optionally, a back-pressure pump can be
installed, as illustrated in Fig. 1, which adds controllability
when the rig pumps are shut down. However, several leading
MPD suppliers have lately developed systems that do not
require back-pressure pumps, for instance Schlumberger [1]
and Weatherford [2], which offers a reduced footprint on
the rig and less complex operational procedures. This paper
presents results of a MPD operation performed without a
back-pressure pump, and the scope is restricted to set-point
changes and connections.

A number of papers have discussed control and estimation
for MPD applications. Adaptive observer designs for the
flow and pressure at the drill bit can be found in [3], [4]
and a field experiment confirms these findings in [5]. An
extensive review of control requirements for MPD is avail-
able in [6], and it specifies how an automated MPD system
should act in normal and failure operations. In addition,
[6] outlines results of drilling with MPD in a high-pressure
high-temperature (HPHT) well in the Kvitebjørn field. More
recently, a nonlinear control structure was developed and
tested in a full scale drilling test rig [7] and shows satisfying
results in set-point changes and connection operations. The
development of a commercially available MPD system is
presented in [8], where several important aspects regard-
ing practical implementation are discussed, including the
necessity of feedforward, and thus model-based control, to
enhance performance.

This paper presents field results of a newly developed
model-based industrial MPD system for cascaded control of
the BHP. The development of the system has consisted of
several years of focused research and testing and is now
ready for industrial use. The paper is organized as follows;
Section II presents a system overview of the well model
and the cascaded control structure. Section III demonstrates
the performance of the control solution with the necessary
estimators. Section IV summarizes the conclusions of the
paper.

II. CONTROL STRUCTURE

Today, the hardware setup in MPD is typically very similar
for most operations and consists of an RCD, which seals
the annulus from the atmosphere, and a controllable choke
manifold, as illustrated in Fig. 1. Several variations of MPD
exist with the most common method being constant bottom
hole pressure (CBHP) [9].

An overview of the control process presented in this paper
is shown in Fig. 2, where the three blocks at the top right
hand side illustrate the physical part of the system and
the three blocks at the top left hand side the implemented
cascaded control structure. The bottom block demonstrate the
hydraulic model that generates bit flow and BHP estimates.
As Fig. 2 suggests, the MPD system actively controls the
BHP, pdh, and choke pressure, pc, by manipulation of the
choke opening zc. The suggested control structure has three
layers, an outer BHP controller, a choke pressure controller
and an inner choke position controller. These controllers are
implemented in different time scales; the inner loop is faster
than the middle loop and the middle loop is faster than the
outer loop.

A. System Overview
The system shown in Fig. 2 consist of three controlled

variables, the choke opening, the choke pressure and the
BHP, where the choke position and pressure are measured
at high sampling rates. In contrast, the BHP measurement
is obtained by a pressure-while-drilling (PWD) sensor and
transferred with mud-pulse telemetry. New signals are ob-
tained every 20-30 seconds, but their value is reduced by
having a significant time delay and, at times, low accuracy
and reliability [6]. Moreover, these measurements are not
available at low mud pump rates, but static pressure during
a connection can be received after the pumps have restarted.

When a single annular fluid and steady state is considered,
the BHP is influenced by the choke pressure according to the
formula [5]

pdh = ρgh+ F (q) + pc (1)

where ρ is the mud density, g the acceleration of gravity, h
the true vertical depth of the well, F (q) is the frictional
annular pressure due to the flow q and pc is the choke
pressure.

Due to the low resolution of the BHP measurement an
estimate of the BHP is required to control the BHP. This
was obtained based on a low order model with use of topside
measurements of the choke pressure and standpipe pressure,
pp. For a detailed procedure of how this can be performed
the reader is advised to review [3]. Higher order models also
exists for estimation of the BHP, and can offer more detailed
modeling of the well at the price of increased complexity
[10].

B. Choke Position Control
The innermost of the three cascaded control loops, illus-

trated in Fig 2, is the choke position control. It is provided
with the desired choke opening set-point, zc,sp, from the
choke pressure control, and outputs the desired motor rota-
tion speed, ωu. This control loop is designed to be fast, such
that it does not need to be considered in the design of the
outer control loops. From preliminary actuator analysis the
choke position control is implemented with a model based
approach that includes feedforward and feedback control. To
obtain feedforward control in set-point changes a reference
filter with a maximum ramp speed is implemented.
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physical system. The hydraulic model estimates bit flow and bottom hole pressure from topside and PWD data.

C. Choke Pressure Control

The core control parameter in a MPD control system is
the choke pressure, which is directly affected by the choke
opening. By controlling the choke pressure the BHP can be
modified as seen in (1). The choke pressure can be modelled
as

ṗc =
β

V
(qbit − qc) (2)

where β and V refer to the bulk modulus, representing
compressibility, and annular volume respectively, while qbit
is the flow through the bit and qc the flow through the choke
given by the pressure difference over a flow restriction

qc = Kcg(zc)

√
2

ρ
(pc − pco). (3)

Here, Kc is the flow factor of a fully open choke, the choke
characteristics, g(zc) ∈ [0, 1], translates the choke opening
position, zc, to an effective area opening and pco is the
pressure downstream the choke. The pressure control loop
is developed based on (2) where the choke flow is designed
to give the desired choke pressure, pc,sp, by model based
PI control design with feedforward control for tracking and
disturbance rejection. The choke opening set-point, zc,sp, is
then obtained from feedback linearization of (3), similar to
the procedure shown in [7]. The details of the implementation
is out of the scope of this paper.

The rig sensors are exposed to disturbances and possible
failures, which is especially critical for the choke pressure.
For this reason, several sensors are used to add redundancy
of each measurement. In addition, a choke pressure observer
is designed based on choke opening and a measurement of
the choke pressure. This observed choke pressure is then
applied as the measured choke pressure in the implementa-
tion, and the control error is generated as the difference of
the observed choke pressure and a filtered set-point value.
The filter acts as a trajectory generator and ensures accurate
tracking control in choke pressure set-point changes.

To effectively maintain the desired pressure during flow
changes, for instance in connection scenarios, feedforward
compensation is required. As the pump flow is frequently in-
accurate and prone to errors it is not desired as a feedforward
term. Instead, a bit flow estimate, q̂bit, based on choke and

standpipe pressure measurements and tuned friction factors
is generated by a hydraulic model1. The estimated bit flow
acts as a filtered and delayed response of the pump flow and
offers feedforward compensation in flow changes. With this
flow estimate, the choke pressure controller automatically
controls the desired choke position to minimize the effect
of flow changes. In addition, the bit flow estimate is used
to calculate the frictional contribution in the BHP estimator,
which will be presented in the next section.

Due to continuous disturbances from, for instance, pumps
and drill bit rotation, and to avoid unnecessary movements
of the choke, the feedback error between the choke pressure
and the desired pressure is restricted by a dead band close
to zero to limit actuator overheating and wear and tear.

D. Bottom Hole Pressure Control

In MPD operations it is desired to maintain the BHP
within the drilling window given by the rock formation. The
desired BHP set-point, pdh,sp, is given as a manual input
and the choke pressure set-point, pc,sp, is then controlled
to obtain the correct BHP. The BHP is not available for
continuous measurement, consequently it must be estimated
based on topside measurements, such as the standpipe pres-
sure and choke pressure, and updated with available BHP
measurements, ppwd, as illustrated in Fig. 2. Based on the
BHP estimate a CBHP approach is performed by a cascaded
control structure. This control structure necessitates slower
control of the BHP than of the choke pressure to ensure
time scale separation. This is performed by a slow PI control
that modifies the choke pressure set-point such that the BHP
converges to its desired value.

III. RESULTS

The next sections demonstrate the performance of the
cascaded control structure outlined in Section II. The data
presented in this paper was obtained from two separate wells.
The first was a 4000 m deep vertical well in the Umm al-
Quwain region in Abu Dhabi. The second well was a 4000
m long well in the Archinskoye field in Siberia, Russia and

1Per definition the feedforward signal should be from a source in the
external environment of the controller. This is not the case here, since q̂bit
is affected by the choke pressure. However, for simplicity this compensation
will still be referred to as feedforward in this paper.



consisted of a 3000 m vertical section, drilled conventionally,
followed by a 1000 m horizontal section, drilled with MPD,
through several fractures in the rock formation. The first
well was drilled with ordinary drilling mud. The vertical and
first half of the horizontal sections in the second well was
drilled with a mixture of water and nitrogen gas, while the
second half of the horizontal section was drilled with crude
oil produced while drilling. Note that in the Archinskoye
well there was no measurement of the choke flow.

The sections in the result chapter are organized as follows.
First, the performance of the inner choke position control is
presented. Second, the performance of the choke pressure
control is shown, together with necessary estimates of the
bit flow and choke pressure. Third, the accuracy of the BHP
estimator and control are demonstrated.

A. Choke Position Control

The performance of the inner choke position control loop
is designed to be considerably faster than the choke pressure
control loop. This difference in operating bandwidth ensures
that the actuator dynamics do not need to be considered in
the design of the choke pressure controller.

The performance of the actuator control is shown in Fig.
3 where the measured choke position, zc, track the reference
choke position, zc,r with negligible error. The reference
choke position is generated by a second order reference
filter. Fig. 3 also demonstrates the choke position control
performance in choke pressure control mode. This illustrate
the effect of the delay introduced by the choke position
reference filter and its consequence on the pressure control
performance. From the figure it is apparent that the choke
position equals the choke position set-point satisfactorily.
This result indicates that the choke pressure control is not
affected by the inner choke position control loop. The spikes
seen in Fig. 3 after 28 min and 34 min are caused by signal
disturbances in the data logging.

B. Choke Pressure Control

1) Choke Pressure Observer: To ensure safe and robust
feedback control of the choke pressure, as well as to reduce
sensor noise, a pressure estimate is used to generate the
choke pressure control error. A comparison of the choke
pressure observer and a choke pressure measurement is
illustrated in Fig. 4. Here, several set-point changes and two
connections during a period of 25 min are performed while
the estimated choke pressure equals the measured choke
pressure.

2) Bit Flow Estimator: The bit flow estimator is used as a
feedforward contribution to handle flow changes, e.g. during
connections, and to calculate the frictional contribution in
the BHP estimator. The bit flow is an unmeasured flow,
therefore it is compared to the pump flow, qp, and choke
flow, qc, in Fig. 5. The comparison in the first subplot shows
the measured and estimated flow rates during four hours of
drilling operation with three pump ramp-downs. The last two
subplots show the standpipe pressure and choke pressure
that affect the bit flow estimator. The bit flow estimate

Fig. 3. Performance of choke position control in choke pressure control
mode. The first subplot shows the choke opening measurement, reference
and set-point. The second subplot shows the desired and measured actuator
speed, the spikes seen in the measured speed at 28 and 34 min are caused
by signal disturbances in the data logging. The third subplot presents the
measured choke pressure.

is demonstrated to track pump and choke flow, and will
therefore provide an excellent feedforward contribution to
the choke pressure control.

The bit flow estimator does not require a measurement of
the pump flow, as demonstrated in Fig. 6. Here, the pump
flow measurement freezes around time 10:40 due to a sensor
error and stays frozen until this is detected almost two hours
later. In this time period the bit flow continues to estimate the
flow throughout a connection and the following flow ramp
up. When the pump flow sensor is activated again it confirms
the correctness of the estimated bit flow. This shows that the
bit flow estimate can, in addition to its intended use, act
as an indication of other sensor errors on the rig. Note that
the choke flow, qc, was routed through a different flow line
in this operation and thus no choke flow or choke pressure
measurements are presented in Fig. 6.

3) Choke Pressure Control Performance: The perfor-
mance of the choke pressure controller is demonstrated in
Fig. 7. Several set-point changes are performed followed by
a connection where the pump flow is ramped down to zero
while the choke pressure is kept constant. To reduce wear
and tear in the actuator an error dead band of ±1 bar was
defined in the choke pressure controller, which is judged to
be well within the required accuracy. When the pressure error
is in this dead-band region, only feedforward control is active
which explains the steady state errors seen in Fig. 7. In all
set-point changes and in the connection the choke pressure
is maintained within ±2 bar, even through the abrupt pump
changes during the connection.

The pressure control performance is further demonstrated
in Fig. 8 where set-point changes in high pressure conditions
are performed. When pressure alternates between high and
low values, pressure control becomes more challenging due



Fig. 4. Comparison of the choke pressure observer, p̂c, and the choke
pressure measurement, pc, through a period of several choke set-point
changes and two connections. The first subplot shows the choke pressure, the
second subplot presents the observer error between measured and estimated
pressure and the third subplot shows the pump and choke flows. Data from
the Umm al-Quwain well.

Fig. 5. Bit flow estimator compared to pump and choke flow for a period of
4 hours. The first subplot shows the estimated bit flow compared to pump
and choke flow, the second subplot illustrates the standpipe pressure and
the third subplot shows the choke pressure. Data from the Umm al-Quwain
well.

to variations of system gain. The feedback linearization
procedure is designed to compensate for the varying system
gain. The results from Fig 7 and Fig. 8 confirm that the
feedback linearization achieves identical performance at high
and low pressures.

A more challenging case for choke pressure control is
shown in Fig. 9 where the set-point is increased from 40
bar to 80 bar in a well with multiple fractures. The well was
drilled with a mixture of water and nitrogen gas, with a gas
fraction that exceeded 50 % at the choke. In Fig. 9 the choke
pressure is within ±2 bar at all times, except for a short

Fig. 6. Bit flow estimator compared to pump flow where the pump flow
measurement froze between 10:40 and 12:30. The first subplot shows the
estimated bit flow compared to pump flow, the second subplot illustrates the
standpipe pressure and the third subplot presents the choke pressure. Data
from the Umm al-Quwain well.

Fig. 7. Choke pressure control in set-point changes and connection. The
first subplot illustrates the choke pressure control performance, the second
subplot presents the control error, the third subplot shows the pump and
choke flows and the fourth subplot illustrates the choke position movement.
Data from the Umm al-Quwain well.

period around 14:13, which could be caused by pressure
resonances or other disturbances in the well. When the choke
pressure increased, the BHP exceeded the formation pressure
a loss was observed. The loss can be identified from analysis
of the estimated bit flow, which equals the pump flow at
40 bar choke pressure and shows zero flow for 80 bar
choke pressure. The BHP goes from balancing the pore and
formation pressure at 40 bar to exceed the formation pressure
and take losses at 80 bar. The standpipe pressure does not
increase as the choke pressure increases due to the heavy
losses, and explains the drop in estimated bit flow.



Fig. 8. Choke pressure control in set-point changes at high pressure. The
first subplot illustrates the choke pressure control performance, the second
subplot presents the control error, the third subplot shows the pump and
choke flows and the fourth subplot illustrates the choke position movement.
Data from the Umm al-Quwain well.

Fig. 9. Choke pressure control in set-point changes at high pressure with
a significant amount of nitrogen gas mixed with water. The first subplot
illustrates the choke pressure control performance, the second subplot
presents the control error, the third subplot shows the pump and estimated
bit flows and the forth subplot illustrates the choke position movement. Data
from the Archinskoye well.

C. Bottom Hole Pressure Control

1) Bottom Hole Pressure Estimator: In Fig. 10 the es-
timated BHP is compared to the PWD measurements. In
addition to the pressure comparison, the well depth and pump
flow rate are shown in the figure. The PWD tool requires a
certain flow rate to transfer BHP measurements, in this case
more than 400 gal/min (approximately 1500 l/min). In the
periods where the flow is less than 400 gal/min no pressure
measurements are received topside, which is illustrated by
the open periods of the PWD measurement in Fig. 10.

The red line in Fig. 10 shows the estimated BHP which

Fig. 10. Comparison of PWD data and BHP estimate. The blue line refers to
PWD data, the red is the pressure estimate obtained from the BHP estimator,
the purple is the measured depth and the green shows the pump flow. Data
from the Umm al-Quwain well.

ideally should track the blue line of the PWD measurement.
When the entire time range is analyzed there are two periods
where the BHP estimate trend differently compared to the
PWD measurements. The first error, at 06:00 pm, is seen as
a sudden increase in BHP estimate while the measurement
trends downwards. This is caused by an erroneous manual
tuning of the density in the BHP estimator. However, this
was quickly corrected, illustrated by the sudden decrease in
pressure estimate. The second error, between 04:00 am and
06:00 am, is longer. Here, the trend of the PWD measure-
ments and BHP estimator are opposite. This occurs when
drilling, demonstrated by the increasing depth of the well,
and intuitively the BHP should increase due to increased
hydrostatic pressure. However, a lower density mud was
pumped during a short time period due to human error.
After this was detected, the mud weight was increased to
the correct value and, as the lighter mud was circulated out
of the annulus, the PWD measurement increased to the same
pressure as the BHP estimator.

The data presented in Fig. 10 shows that, except during
human errors, the BHP estimate is within a bound of 2-3
bar (30-45 psi) at all times. An alternative to the simple
downhole estimator presented here would be a high fidelity
simulator that runs in parallel with the control system. Such a
solution would, if tuned properly, give more accurate results
at the price of increased complexity. The achieved accuracy
shown here was judged more than sufficient to control the
BHP in the relevant well.

2) Bottom Hole Pressure Control Performance: The ob-
jective of most drilling operations is to maintain CBHP.
A critical challenge in normal operation for the CBHP
technique is to maintain pressure throughout a connection; a
challenge that becomes more difficult when no back-pressure
pump is available. In a connection, frictional pressure de-
creases as the pump flow is ramped down, consequently the
controller must close the choke to increase choke pressure
and maintain CBHP. In Fig. 11 the BHP control performance
is presented in a set-point change followed by a connection.
The choke pressure, shown in the third subplot, increases



Fig. 11. BHP control in a set-point change and a connection. The first
subplot demonstrates the BHP performance, the second subplot presents the
BHP control error, the third subplot illustrates the choke pressure response
and the fourth subplot shows the pump, choke and estimated bit flows. Data
from the Umm al-Quwain well.

Fig. 12. BHP control in two flow ramp downs at high annular friction.
The first subplot demonstrates the BHP performance, the second subplot
presents the BHP control error, the third subplot illustrates the choke
pressure response and the fourth subplot shows the pump, and estimated
bit flows. Data from the Archinskoye well.

when the pump flow is ramped down and the BHP is
maintained constant. The error observed through the set-
point transient in Fig 11 is larger than in choke pressure
control mode, as shown Fig. 7 and Fig. 8. This is caused
by the slow PI control in the BHP control loop and would
be reduced if tuned more aggressively, however this might
cause challenges with regards to time scale separation. This
is a limitation of the cascaded control design.

The Umm al-Quwain well had low annulus friction and
thus required a limited increase in choke pressure to maintain
CBHP in connections. Fig. 12 show flow ramp-down data
from a well with significantly higher annulus friction. Here,

the choke pressure increased from 5 bar to 25 bar to
compensate for the lost annular friction. The main events
in Fig. 12 are as follows; the first ramp-down in pump
flow is to receive a data package from the PWD tool. The
second ramp-down is the beginning of the connection. The
increase in bit flow estimate between 03:40 and 03:45 was
caused by nitrogen being pumped to displace the mud in the
top drive. The oscillations at 03:52 and 04:03 are caused
by disconnection and connection of the top drive to the
drill string. The connection procedure was finished at about
04:10. The results show that the pressure is within a margin
of ±2.5 bar in the majority of the operation. In fast flow
variations larger errors are observed, however the periods
are short and the controller quickly compensates. Overall,
these results show that the cascaded control structure can
handle fast flow changes and still maintain the BHP within
the drilling window.

IV. CONCLUSION

In this paper, field results from a cascaded control structure
for MPD was presented focusing on the performance in set-
point changes and connections. It was demonstrated that the
fast inner position control does not affect the performance of
the choke pressure control. Results of the choke pressure-, bit
flow- and BHP estimators illustrate their validity for control
applications. The choke pressure and BHP were shown to
maintain pressure in set-point and connection operations,
which includes an increase of choke pressure to maintain
CBHP at zero flow conditions and fast flow variations in
connections.
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