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Preface

This thesis is submitted to the University of South-Eastern Norway (USN) as partial
fulfillment of requirements for the degree of Philosophiae Doctor (PhD) in the Process,
Energy, Automation Engineering program. The work has been funded by the Norwegian
Ministry of Education and Research from August 2016 to August 2019. The PhD project
takes place within two research groups in USN: Telemark Modelling and Control Center
(TMCC) and Hydropower, Transmission and Distribution, which is a part of a cooperation
with the Norwegian Research Centre for Hydropower Technology (HydroCen).

This research project has been under the supervision of Professor Bernt Lie and with
co-supervision by Associate Professor Roshan Sharma. Most of the work has been carried
out at USN, with some assistance from Skagerak Kraft AS in practical matters.

The thesis is article based, i.e., a collection of scientific papers, and contains two main
parts. An introductory section with a literature review and overall discussion in relation
to this PhD project are provided in the first part. The second part consists of seven
scientific papers that lay the foundation for this thesis.

The work is mainly related to the development of a hydropower Modelica library that
includes various models of the hydropower system. Furthermore, a few different analysis
tools are implemented and tested. I hope that the developed hydropower library and
its analysis tools will be used for solving hydropower problems both in academia and in
industry in the future.

Porsgrunn, 8th August 2019

Liubomyr Vytvytskyi
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Abstract

Globalization and growth in energy consumption in combination with climate challenges,
make the use of sustainable energy production a necessity. Important sustainable energy
sources (solar, wind) are intermittent in character, and hydropower from high head wa-
ter reservoirs is a possible energy source for balancing out the variation in intermittent
sources.

The combination of several energy types as well as counteracting the intermittent energy
production make energy management and control much more challenging; optimal energy
production will require advanced control based on detailed system models. Another side
of globalization is the possibility for everyone to contribute to solutions. This requires low-
cost software tools. The combination of open-source software tools with the publication
of models and methods provides transparency in research, and increases the possibility of
developing optimal and reliable models and methods.

In this thesis, a key contribution is the development of a library of mechanistic models
for the waterway of hydropower production, using the modelling language Modelica with
open-source tool OpenModelica. Another key contribution is the development of analysis
methods using open-source languages Python and/or Julia.

Mathematical models for various units of a hydropower system are presented and as-
sembled in a hydropower Modelica library — OpenHPL. Detailed studies for modelling
different hydropower units are demonstrated in this work, i.e., the study of different com-
plexities of waterway models, and the study of a mechanistic Francis turbine model and
its design algorithm. The library can be used in an open-source software OpenModel-
ica, which makes it freely and widely available. In addition, the library also supports
modelling and simulation in the commercial environment Dymola.

The OpenHPL makes it possible to model different hydropower systems and connect them
with models from other libraries, e.g., with models of the power system or other power gen-
erating sources. This synergy of our library with other Modelica libraries makes it possible
to model the hydropower system starting from precipitations/reservoir to final consumer
of electricity. The application and validation of the developed library are presented for
case study measurements from the real Trollheim hydropower plant.

Various model analysis tools are implemented and tested for the OpenHPL hydropower
models. These analysis tools are encoded in open-source scripting languages Python
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and Julia. The practical use of existing APIs for running and controlling simulations of
OpenModelica models via Python or Julia is presented.

One of the studied analysis tools is an automatic linearization that is provided by the APIs,
and is tested for the hydropower models of different complexity. Opportunities to use the
linearized hydropower models for control analysis and synthesis are demonstrated.

Another studied analysis tool is a state estimation that provides the possibility to es-
timate quantities in the hydropower system that are of interest and cannot be directly
measured. The use of stochastic and deterministic approaches for the state estimation
are demonstrated. Two types of nonlinear Kalman filters, UKF and EnKF, are studied
and tested for the hydropower models for estimating the pressure and flow rate in vari-
ous positions. Alternatively, the reduced order nonlinear observer is developed for the
hydropower system.

The last studied analysis tool is related to a structure analysis of the linearized hydropower
models. This structure analysis is implemented based on directed graphs and provides
structural observability/controllability, which in turn gives a necessary requirement for
actual observability/controllability. It is also shown how the developed structure analysis
of the linearized hydropower models can be used for analysis related to state estimation
and control: observability is a requirement for state estimators to work properly, control-
lability is required for control design, and relative degree is important in the design of
nonlinear feedback controllers.
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Nomenclature

The nomenclature and abbreviations used in the thesis are listed below:

Symbol Explanation

ANN Artificial Neural Network
API Application Programming Interface
AS Norwegian, Aksje Selskap (company with limited (Ltd) responsibility)
CFD Computational Fluid Dynamics
DAE Differential Algebraic Equation
EKF Extended Kalman filter
EnKF Ensemble Kalman filter
EPFL French, École polytechnique fédérale de Lausanne
FME Norwegian, Forskningssentre for Miljøvennlig Energi
HBV Swedish, Hydrologiska Byråns Vattenbalansavdelning
HPP Hydro Power Plant
HydroCen Norwegian Research Centre for Hydropower Technology
KF Kalman Filter
KP Kurganov-Petrova
MOC Method of Characteristic
MPC Model predictive control
ODE Ordinary Differential Equation
OMJulia Julia API for OpenModelica
OMPython Python API for OpenModelica
OpenHPL Open Hydro Power Library
OpenIPSL Open-Instance Power System Library
PDE Partial Differential Equation
PDEModelica Modelica language extension for 1-dimensional PDEs
PID Proportional–Integral–Derivative
UKF Unscented Kalman filter
WHAMO Water Hammer and Mass Oscillation
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Ŵ Introduction

Ŵ.Ŵ Background

A transition towards more renewable energy sources is currently happening in Europe
and all over the world, with increasing use of flexible hydropower plants to compensate
for the highly varying production from intermittent energy sources such as wind and solar
irradiation. Flexible hydropower plants involve pumping water up into reservoirs during
periods of surplus intermittent power, and high head storage is the most efficient way to
store such surplus power.

Around 96% of generated electricity (138 GWh) in Norway is produced by hydropower
systems, which have a total capacity in excess of 30 GW; over 1500 hydropower plants
are in operation.1 This makes Norway the 7th largest hydropower producer in the world.2
The high head hydropower plants generate more than 75% of all electricity produced at
hydropower plants in Norway.

In addition to hydropower plants, power production from wind power plants in Norway is
increasing every year (13.4% increase from 2014 to 20153) due to this technology becom-
ing cheaper and more mature. With a long coastline, wind power has a huge potential
for producing power in Norway. On the other hand, this renewable energy source is inter-
mittent and creates considerable disturbances in the power grid. From this perspective,
hydropower can be used to compensate for disturbances from wind power.

To optimize the combination of intermittent power and stored power, the possibilities
for modelling and simulating the hydropower system play an important role in making
an efficient analysis tool for testing a designed controller for stability and performance
in different operating regimes. That is why the main part of this work is related to
the research of hydropower modelling and simulation with the emphasis on hydropower
library development using an open-source object-oriented, equation-based programming
language — Modelica.4 In addition, the study and development of various analysis tools
for hydropower models have been of interest.

1https://goo.gl/ftPPSk
2https://snl.no/vannkraft
3https://www.ssb.no/en/energi-og-industri/statistikker/elektrisitet/aar
4https://www.modelica.org/
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1 Introduction

Ŵ.ŵ State of the art

Modelling of the hydropower system has been an important research topic in countries
where hydropower generation plays a significant role, e.g., Norway, Sweden, China, Brazil,
Switzerland, etc. Much work has been done on detailed CFD modelling of different units of
the hydropower system to study what affects the hydropower plant operation, i.e., turbine
efficiency, the water hammer effect, cavitation problems, etc. On the other hand, use of
simplified hydropower models is considered for studies related to electricity production
from the hydropower system, e.g., studies of power systems. Similar simplified hydropower
models might be used for studies of hydropower control systems, however, the possibility
of improvements with more details for these models are advantage.

A few tools that can be used for hydropower modelling already exist. Examples of existing
software solutions include the WHAMO programme developed by the US Army Corps
of Engineers, the LVTrans software which is used in NTNU Trondheim, TOPSYS tool
used in Wuhan and Uppsala Universities, SIMSEN software developed by research group
in the EPFL5, and the Hydro Power Library (Modelica library) developed by Modelon.6
However, some of these mentioned tools are based on analogue models (models represented
by an electric circuit), others are not freely available due to commercial aspects, etc. A
detailed description of each of these software tools is provided in Section 2.2.

As well as the waterway model of the hydropower systems, a hydrological model for fore-
casting a runoff to water reservoirs has a significant role in the electricity production.
Various hydrological models exist in literature, e.g., the widely used HBV7 model. How-
ever, simulation of hydropower systems that consist of both hydrology and waterway parts
is a challenging task due to a significant difference in timescales for the hydrology and
waterway models.

Much work has also been done on modelling the electrical part of the hydropower system,
e.g., models for the generator and other elements of the electrical grid. Moreover, a
huge variety of tools/libraries for power system modelling and simulation exist and it
is of interest to use those tools instead of developing new models of electrical elements.
However, using such power system modelling libraries in combination with hydropower
waterway models can be challenging, because they are not designed to interact.

A variety of tools for analysis of dynamic systems for control studies have been presented
in the literature. Examples of these tools are automatic linearization, decomposition/de-
coupling of the system, state and parameter estimation, structural analysis, etc.

Open-source software is becoming more and more popular. This is because free software
can be developed in accordance with purely technical requirements and enables faster

5https://lmh.epfl.ch/
6https://www.modelon.com
7Hydrologiska Byråns Vattenbalansavdelning
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1.3 Objectives and scope

innovation and more flexible technology. Not least due to the fact that open-source
software is easy for everyone to use. The increasing focus on cost, especially in academia,
also makes open-source software more important. On the other hand, open-source software
has also some downsides, such as a less sophisticated user interface, it is slow to introduce
new capabilities and has no debugging requirements, etc.

Ŵ.Ŷ Objectives and scope

As described above, an increase of renewable energy sources with highly varying produc-
tion leads to a greater need for flexible hydropower plants to ‘balance’ the intermittent
production from renewable sources.. Hence, this study aims at developing a set of model
units relevant for hydropower systems, as well as studying possible tools for analysis of
these models for control purposes. These models and tools, in turn, can be used to im-
prove hydropower control systems by making them more adaptable and enabling them to
frequently changing power generation.

The hydropower unit models will be encoded in a Modelica library: Modelica is a multi-
domain and component-oriented modelling language that is suitable for complex system
modelling. This hydropower library should be able to interact with other libraries ‘down-
stream’ from the generator, e.g., including transmission and consumption. In order to
develop the library, OpenModelica8 is used as an open-source Modelica-based modelling
and simulation environment.

A commercial Hydro Power Library from Modelon exists, but the goal to develop a new
Modelica library is to make it open-source and sufficiently rich to enable realistic studies
in academia. In addition, it is of interest to include in the library some advanced models
of various hydropower units (e.g., various pipe fitting, mechanistic turbine models, etc.), a
method of discretization of PDEs for more complex models of conduits with elastic walls
and compressible water (e.g., the Kurganov-Petrova scheme) and also models for other
types of hydropower plants (e.g., open channel model for run-of-river hydropower plants).
In order to enable the study of the entire chain of the waterway, it is also of interest to
develop a hydrological model as a tool to describe the transport from precipitation in the
catchment of a reservoir, to the reservoir.

Developing various methods for efficient analysis of the models such as decomposition
into different timescales, decoupling into subsystems, and similar is also of aim of this
study. The developed methods should be implemented as tools. A possible way to do
this, is to develop the tools in Python9 or Julia10 (both are powerful open-source pro-
gramming languages), which can be interfaced to OpenModelica via an API. Examples of

8https://openmodelica.org/
9https://www.python.org

10https://julialang.org
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1 Introduction

tools for analysis should include automatic linearization, interface to Python/Julia control
libraries, graph-based large-scale analysis tools, as well as tools for analysing decomposi-
tion/decoupling of the system, control structures, etc.

The developed models/libraries, methods and tools should be tested in at least one case
study, preferably several case studies. The possibility of doing such a case study with Sk-
agerak Energi AS has been considered, but other possibilities such as the FME HydroCen
are also of interest.

Ŵ.ŷ Contributions

The contributions of this thesis are divided into three parts:

• A hydropower library: OpenHPL has been developed which provides the capabil-
ity for the modelling of hydropower systems of different complexity. The library
development includes the following units:

1. Various waterway units are modelled based on mass and momentum balances,
i.e., reservoirs, conduits, surge tank, fittings. A modern method for solving
more detailed models (PDEs) is implemented in the library, and enables the
modelling of waterway with elastic walls and compressible water as well as
open channel.

2. A hydrology model has been implemented and makes it possible to simulate
the water inflow to reservoirs.

3. Mechanistic models as well as simple look-up table turbine models are imple-
mented for the Francis and Pelton turbine types. The Francis turbine model
also includes a turbine design algorithm that gives all needed parameters for
the model, based on the turbine’s nominal operating values.

4. The capability for multiphysics connections and work with other libraries
is ensured, e.g., connecting with the Open-Instance Power System Library
OpenIPSL makes it possible to model the electrical part for the hydropower
system.

• Model analysis tools are tested for the hydropower library both in Python and
Julia using existing OpenModelica APIs for these programming languages. These
tools/APIs include:

1. Automatic linearization (available in APIs) that has been used and tested to
provide linear approximation of hydropower models with the standard time
invariant matrices A, B, C and D. This linearized hydropower model has been
used in control studies.

8



1.5 List of publications

2. State estimation with nonlinear Kalman filters for the developed hydropower
models. These estimation techniques can be used for state feedback control-
ler design or to provide more information about the hydropower plant than is
available solely from measurements, only. As an alternative, a nonlinear re-
duced order observer has been developed and tested for the hydropower model.

3. Structural analysis based on graph theory. This tool is used to clarify the
hydropower model structure and information about model controllability/ob-
servability, especially useful in cases with complex/large scale models.

• The application of OpenHPL to a real hydropower system is performed. The de-
veloped library is validated and tested by simulating a case study model of the
Trollheim hydropower plant and by fitting the model to real experimental data.
The OpenHPL has also been validated against a commercial Hydro Power Library
from Modelon for the case of modelling the Sundsbarm hydropower plant.

Ŵ.Ÿ List of publications

The research has resulted in papers for peer-reviewed journals and conferences:

Paper A. Vytvytskyi, L., & Lie, B. (2017). Comparison of elastic vs. inelastic pen-
stock model using OpenModelica. Proceedings of the 58th Conference on Simula-
tion and Modelling (SIMS58), 138, 20–28. Linköping University Electronic Press.
Doi:10.3384/ecp1713820.

Paper B. Vytvytskyi, L., & Lie, B. (2018). Mechanistic model for Francis turbines in
OpenModelica. IFAC-PapersOnLine, 51(2), 103–108. Doi:10.1016/j.ifacol.2018.03.018.

Paper C. Vytvytskyi, L., & Lie, B. (2018). Linearization for Analysis of a Hydropower
Model using Python API for OpenModelica. Proceedings of the 59th Conference on
Simulation and Modelling (SIMS59), 153, 216–221. Linköping University Electronic
Press. Doi:10.3384/ecp18153216.

Paper D. Vytvytskyi, L., & Lie, B. (2019). Combining Measurements with Models for
Superior Information in Hydropower Plants. Flow Measurement and Instrumenta-
tion. Doi:10.1016/ j.flowmeasinst.2019.101582.

Paper E. Vytvytskyi, L., Sharma, R., & Lie, B. (2019). Nonlinear observer for hydro-
power system. Accepted in Modeling, Identification and Control.

Paper F. Vytvytskyi, L., & Lie, B. (2019). Structural analysis in Julia for dynamic
systems in OpenModelica. Accepted for the 60th Conference on Simulation and
Modelling (SIMS60).
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1 Introduction

Paper G. Vytvytskyi, L., & Lie, B. (2019). OpenHPL for Modelling the Trollheim
Hydropower Plant. Energies, 12(12), 2303. Doi:10.3390/en12122303.

Other contributions during the PhD study are as follows:

• Splavska, V., Vytvytskyi, L., & Lie, B. (2017). Comparison of Mechanistic and
Table Look-up Turbine Models. Proceedings of the 58th Conference on Simulation
and Modelling (SIMS58), 138, 368–373. Linköping University Electronic Press.
Doi:10.3384/ecp17138368.

• Vytvytskyi, L. & Lie, B. (2018). Developing a Hydropower Modelica Library Hydro-
PowerUSN. The 10th Annual OpenModelica Workshop, 5 February 2018. Linköping
University, Sweden. Presentation.

• Vytvytskyi, L. (2019). Innovation and digitalization in hydropower production. The
10th annual Subsea Valley (SSV) Conference, “energy:connected’19”, 9–11 April
2019. Telenor Arena, Fornebu, Norway. Presentation.

Ŵ.Ź Outline

The structure of this thesis consists of two main parts. In the first part, the necessary
background to this research is presented. The second part provides all the scientific papers
selected for this thesis. The structure of the first part is as follows:

Chapter 2 gives a problem overview of this study. First, a detailed description of the
structure of a hydropower system is demonstrated to give the reader appropriate
knowledge about such systems. Then, an extensive literature review is presented to
indicate the current state of the art for the topics of this thesis.

Chapter 3 provides information about the methods that have been used for this
research. First, common rules for modelling and library development in Modelica are
discussed. Then other methods used in the thesis, such as a scheme for discretizing
PDEs, equations for Francis turbine modelling, state estimation techniques, etc.,
are briefly described. The description of each of the methods used cites the relevant
publication in which the methods have been discussed in details.

Chapter 4 describes the contribution of each scientific paper selected for this thesis.
Short summaries of each selected paper are given in this chapter.

Chapter 5 provides the work on hydrology modelling that has been done during the
PhD study and has not been published. First, a description of a hydrology model is
given. Then, simulation results of this hydrology model and its comparison to the
real data are presented.

10



1.6 Outline

Chapter 6 summarizes the thesis with the conclusions of the studies performed.
Finally, proposals for future work are described.
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ŵ Problem overview

ŵ.Ŵ System description

A hydropower station converts the kinetic and/or potential energy of water into electricity.
In mountainous countries (Norway, Nepal, New Zealand, Switzerland, etc.), this water is
typically collected and stored in reservoirs, with tunnels leading the relatively small flow
of water down a considerable height difference to the aggregated turbine and generator. In
countries dominated by large rivers (Ukraine, China, Canada, Sweden, Brazil, Paraguay,
Russia, Mozambique, etc.), dams are built across the river to provide a similar reservoir,
but here the height difference is much smaller, while the water flow rate is much higher.
The study of high head systems is the main focus.

A typical structure for a high head hydropower plant is depicted in Figure 2.1. Here,
water is transported from a reservoir, where it is stored, through a tunnel known as an
intake race/conduit/headrace closer to the powerhouse, where the turbine and generator
are installed. The intake race can be a considerable length, normally with a small slope.
After the intake race, the water flows down a steep slope with a relatively small flow
rate to the turbine through a pipe known as the penstock or pressure shaft. There is a
large pressure change in this pipe due to the big height difference. Moreover, the water
hammer (hydraulic shock) phenomenon can occur in the penstock due to the sudden
reduction of water flow in the system. The water hammer is simply a pressure wave
propagation/pulsation in the pipe due to a momentum change. Hence, a surge tank may
be installed at the point where the penstock is connected to the intake race, in order
to reduce the water hammer effect (pressure pulses) and keep the water mass oscillation
within limits. This surge tank can be constructed as a pipe and is then denoted a surge
shaft, but can also be variations such as an open or closed volume. It is also relatively
common to use a surge tank downstream from the turbine in order to decouple the mass
of the tail race from the rest of the mass.

Two types of turbine are common for high head hydropower systems. When the height
difference is large (300–4000 m), a Pelton turbine is used with a relatively small flow rate
(< 30 m3/s). Alternatively, with smaller height differences (40–600 m) and larger flow
rates (< 1000 m3/s), Francis turbines are preferred. The turbine is rotating a shaft which
also holds the rotor of the generator producing electricity to the power grid. Normally, a
synchronous generator is used.

13



2 Problem overview

Figure 2.1: Structure of the hydropower system [1].

After the turbine, the water can flow directly to a downstream lake or river, often denoted
as tail water, or the water can flow through a discharge/tail race if the powerhouse is
situated some distance from the tail water. Normally, a Francis turbine is installed below
the level of the tail water in order to increase the pressure at the outlet of the turbine to
reduce the possibility of cavitation.

ŵ.ŵ Literature review

This section provides an extensive literature review of the subject of this thesis. The
section consists of two main parts, where the current state of the art for modelling of the
hydropower system as well as available hydropower libraries and tools for modelling and
simulation are described first. Next, an overview of the model analysis techniques and
tools is presented.

ŵ.ŵ.Ŵ Hydropower modelling

Hydropower system modelling can mainly be divided into the following components: hy-
drology or runoff modelling, waterway modelling, turbine modelling, and finally modelling
of the electrical part including generator, grid, governor, etc.

14
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Precipitation

Precipitation takes a key place in the hydrological cycle and in a water balance equation.
Precipitation and air temperature information for a catchment area are the main inputs
to most hydrology models [2]. That is why it is important to have good meteorological
predictions for precipitation and air temperature in order to provide an accurate fore-
cast of runoff to reservoir. Moreover, correct measurements of these precipitations and
air temperatures are also crucial for calibrations and improvements in hydrology models.
It is possible to purchase ensembles of meteorological predictions as well as meteorolo-
gical archive data from the Norwegian Meteorological Institute1 or the Norwegian Water
Resources and Energy Directorate.2

Hydrology

A hydrological model for forecasting a runoff to reservoir in a catchment area plays a
significant role in the electricity production from hydropower stations. Common examples
of the hydrological model are different versions of the HBV model, as proposed in [3]–
[5]. Some of these runoff predictions based on the mass balance and physical laws have
been presented in [6], [7]. The HBV model is a widely used model in parts of the world
with precipitation in the form of snow, and is used for hydrological forecasting and runoff
simulation, for example as a tool when designing dams for the hydropower industry [8].
However, a large number of other hydrology models are also available and provide their
own unique characteristics and respective applications. A brief discussion of some of them
is given in [9].

Reservoir

Normally, dynamics of water storage reservoirs are considerably slow, with long time-
frames for water level varying. Consequently, a reservoir can simply be assumed to be an
open water tank with inlet and outlet water flows, and described by mass and momentum
balances for water level; or even simpler as a tank with a constant water level. In or-
der to get more detailed reservoir dynamics, a reservoir might be represented as an open
channel and described as a Saint Venant model that consists of PDEs, [10], [11]. Possible
discretization methods for simulating this open channel model are described in the next
subsection.

1https://www.met.no
2https://www.nve.no
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Waterway

In general, waterway dynamics of high head hydropower systems can be represented by the
model of the water flow in the pipe. Hence, the mass and momentum balances are used for
the modelling of the waterway units [12]–[14]. Depending on the desired level of accuracy,
models of the waterway unit can be described by ordinary differential equations (ODEs) in
cases with incompressible water and inelastic walls. Partial differential equations (PDEs)
appear for the more realistic cases with elastic walls and compressible water [15], e.g., for
units with large pressure variations.

A dynamic model for the more detailed description of the waterway dynamics has been
developed and studied in a previous work [14], where the Staggered grid scheme [16],
[17] was used for discretization of a part of the model with PDEs. Alternatively, PDEs
can be solved by the Method of Characteristics (MOC) [18], [19], by the orthogonal
collocation method [20]–[22], or by using other Finite Volume methods [23]–[25]. One
scheme for discretization is the Kurganov-Petrova (KP) scheme, described in [10], [26].
Comparison of the KP scheme with the Staggered grid scheme for an open channel model
using MATLAB was done in [11] and showed superior performance for the KP scheme.

In [27], a Modelica extension for modelling with partial differential equations, PDEMod-
elica, was proposed. An updated version of PDEModelica with implementation for Open-
Modelica was recently presented in [28]; however this extension is not fully completed.

The waterway models presented as a transfer function using the Laplace transformation
have also been presented in literature [13], [29], [30]. These models can therefore be
implemented in MATLAB/Simulink3,4 for simulation. Moreover, the description of how
the waterway models can be represented as analogue models is given in [31], [32].

The surge tank is a principal part of the hydropower waterway that reduces the water
hammer pressure and keeps the water mass oscillation within limits. Similarly to other
waterway units, the surge tank can be modeled using the mass and momentum balances
[12]–[14]. However, a closed surge tank might be considered in some cases and then its
model becomes more complicated and includes hydraulics and heat transfer calculations
[33].

In the case of run-of-river hydropower plants, the waterway is simply an open channel
and can be modelled by the Saint-Venant equations. The use of this open channel model
has been presented in previous studies [11], [34].

3https://www.mathworks.com/products/matlab.html
4https://www.mathworks.com/products/simulink.html
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2.2 Literature review

Turbine

The turbine is a vital part of the waterway, and this is where the potential-kinetic energy
of the water is converted to power that drives the rotation of the aggregate of the turbine
and the generator. Previous works on the development of a mechanistic model of a
Francis turbine based on the Euler turbine equation have been discussed in [1], [35]–[37].
In order to use a mechanistic model, the turbine geometry parameters are needed. These
geometry parameters can be found using a turbine design algorithm. A hydraulic design
of the runner and guide vanes of existing Francis turbines have been discussed in [38] and
[39]. Both of these studies are mainly based on research work by Brekke and publications
based on his experiences with developing and designing hydraulic turbines [40].

Alternatively, the Francis turbine can simply be modelled based on a valve characteristic
and the energy balance, as shown in [41]. Moreover, this valve-based model might also
be used for modelling other turbine types, i.e., Pelton or Kaplan turbines. However, this
simplified model is not able to simulate very large transients of the turbine and has low
accuracy for results of the turbine rotational speed.

Similarly to the Francis case, the Pelton turbine can also be modelled in detail based on the
Euler turbine equation that has been discussed in [1], [35], [42]. This mechanistic model
also requires the Pelton turbine geometry that can be found using the design algorithm
developed in [42], [43].

Empirical turbine models also exist and require fitting to experimental data. These em-
pirical models typically consist of look-up tables that show how turbine efficiency varies
with flow rate, control input, etc.

Electrical part

A synchronous generator is a key component of the hydropower plant from the electrical
point of view. Modelling and analysis of this generator type have been presented in
various works [12], [44], [45]. The generator and other components of the electrical part,
e.g., governor, electrical grid, loads, etc., have also been previously modelled and studied
for the hydropower system in [13], [14], [46], [47].

Timescales

If a model is built to include units for precipitation, hydrological transport to reservoir,
and waterways, the system exhibits multiple timescales, and this must be addressed in
order to provide efficient solutions depending on the model usage. Some of these tech-
niques, such as multirate methods and other approaches have been described for large
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power systems [48]. Otherwise, the standard timescale decomposition can be performed
[49].

Hydropower libraries

Various examples of software tools for hydropower modelling exists, and a basic overview
of some of them has been given in [30]. WHAMO (Water Hammer and Mass Oscillation)
is a modelling and simulation tool that provides dynamic simulation of fluid distribution
systems and hydropower plants, developed by U.S. Army Corps of Engineers, and presen-
ted in [50]. WHAMO uses an implicit finite difference method for simulating differential
equations, and PDEs in particular. The turbines in this application are based on tur-
bine look-up tables, which requires fitting a model to experimental data or use of static
characteristic curves for specific turbines.

The LVTrans5 tool is based on LabView6 for transient simulations of hydropower plants,
which was developed by Bjørnar Svingen at Rainpower7, and is used at NTNU [51].
LVTrans uses a MOC solver for simulation of partial differential equations. Turbine units
in LVTrans are described by physical models that only need the turbine nominal operating
values and do not need look-up tables for simulation.

Another tool, TOPSYS from Wuhan and Uppsala Universities, is based on Visual C++
and provides models for various components of HPPs [46], [52]. This software allows
simulation of elastic conduits with compressible water described by PDEs. Turbine models
in TOPSYS are based on look-up tables.

SIMSEN8 is a simulation tool for the analysis of electrical power networks, adjustable
speed drives and hydraulic systems, developed and used at EPFL [32]. This software uses
analogue models (RLC components) for modelling hydraulic elements. Turbine units in
SIMSEN are also modelled based on look-up tables.

The commercial Modelica Hydro Power Library9 from Modelon10 provides a framework for
modelling and simulating hydropower plant operations in a commercial Modelica-based
modelling and simulation environment — Dymola11 [53], [54]. This Modelica library uses
staggered grid for discretization and simulation of PDEs. Description of the turbines is
based on look-up tables for this Hydro Power Library.

5http://svingentech.no/index.html
6http://www.ni.com/en-no/shop/labview/labview-details.html
7https://www.rainpower.eu
8https://simsen.epfl.ch
9https://www.modelon.com/library/hydro-power-library

10https://www.modelon.com
11https://www.3ds.com/products-services/catia/products/dymola
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Another program exists for the hydraulic design of various hydropower plant units —
Alab.12 However, Alab is essentially a design tool. It may be used to find turbine look-up
tables.

Among these modelling and simulation tools for hydropower systems, only LVTrans is
currently open-source software and freely available. However LVTrans is based on and
requires the commercial tool LabView, and is thus not truly openly accessible.

Besides the hydropower libraries, a huge variety of software tools for power system model-
ling and simulation exists, e.g., commercial tools DIgSILENT PowerFactory13, PSS®E14,
EMTP-RV15, etc. Various Modelica power system libraries are also available and an
overview of some of them is given in [55]. Among these power system libraries, the
Open-Instance Power System Library (OpenIPSL16) is of particular interest as it is an
open-source library of power system component models written in the Modelica language
that can be used for power system dynamic analysis [56].

ŵ.ŵ.ŵ Model analysis tools

The presence of intermittent energy sources such as wind and solar-based energy in the
power grid dramatically increases the disturbance in energy systems. Increased disturb-
ance necessitates the use of more advanced control algorithms in order to achieve the
required performances in, for example, grid frequency and grid voltage. More advanced
control algorithms for large parts of the grid will require a structural analysis of the system,
system decomposition, etc. Therefore, a literature review on these analysis techniques and
tools is presented here.

The use of open-source programming languages, i.e., Python or Julia, is considered in
this study for developing various analysis tools. The free software languages enable faster
innovation and more flexible technology [57].

A Python API for OpenModelica, OMPython17, already exists and provides possibilities
for controlling simulations of OpenModelica models via Python [58]. Python in turn,
gives much broader possibilities for plotting, analysis and optimization compared to what
is possible in OpenModelica (e.g., using Python packages matplotlib, numpy, scipy, etc.).

The Julia API of OpenModelica, OMJulia, is similar to OMPython. The OMJulia pack-
age18 has the capability to run simulations in Julia [59]. Julia in turn gives rich possibilities
12http://www.alab.no/Alab-Hydropower-Software
13https://www.digsilent.de/en/powerfactory.html
14https://goo.gl/15KJg6
15http://www.emtp-software.com/page/overview
16https://github.com/OpenIPSL/OpenIPSL
17https://www.openmodelica.org/doc/OpenModelicaUsersGuide/latest/ompython.html
18https://www.openmodelica.org/doc/OpenModelicaUsersGuide/latest/omjulia.html
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for plotting, analysis and optimization (e.g., using Julia packages Plots.jl, LightGraph.jl,
JuMP.jl, etc.). In addition, models of various dynamic systems can be directly mod-
elled in Julia using the DifferentialEquations.jl19 [60], [61] and the ControlSystems.jl20

packages.

Automatic linearization

Even though almost all processes in the real world are nonlinear in nature, nonlinear
theory for analysing nonlinear models is far less developed than the theory for linear
models. Therefore, model linearization is important in order to have efficient analysis
tools for nonlinear models, such as hydropower models.

Automatic linearization of OpenModelica models is available in the OMPython and
OMJulia [58]. Basic mathematics and control theory needed to model, analyse and design
feedback systems have been presented in [62]–[65]. Based on these methods, the linear-
ized hydropower model can be further tested and analyzed for control purposes using a
Python21 package — python-control (The Python Control Systems Library).22 python-
control is a Python module, where basic operations for analysis and design of feedback
control systems are implemented.

Similarly to the OMPython, OpenModelica with OMJulia can be used for the model lin-
earization [59]. Alternatively, a dynamic system is modelled directly in Julia with the
DifferentialEquations.jl package [60], [61], and can then be linearized using the Forward-
Diff.jl package23 [66]. In Julia, the ControlSystems.jl package can further be used for
testing and analysis of the linearized model for control purposes.

State and parameter estimation

Full state information on the model of a dynamic system is needed to design an advanced
feedback controller such as model predictive control (MPC) or state feedback control. In
practice, states are not available, but must be inferred by combining measurements with a
dynamic model. Such state estimation has a value in itself, i.e., without feedback control,
in that state estimation can be considered a soft sensor for estimating quantities that can
not be measured directly.

Modern state estimation theory appeared in the middle of the 20th century, and since
then the data assimilation idea has spread to almost all areas of engineering and science.
19https://github.com/JuliaDiffEq/DifferentialEquations.jl
20http://juliacontrol.github.io/ControlSystems.jl/latest
21https://www.python.org
22https://sourceforge.net/projects/python-control
23https://github.com/JuliaDiff/ForwardDiff.jl
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2.2 Literature review

A basic presentation of a variety of state estimation techniques (standard KF, EKF, UKF,
etc.) for a general system is provided in [67]. The hydropower plant model can be highly
nonlinear, and application of the widely used EKF can lead to difficulties in Jacobian
computation. Moreover, the EKF relies on a linear approximation to propagate the mean
and covariance of the states, and this can cause unreliable estimates. At the same time,
the UKF and EnKF are much simpler to use as no Jacobian needs to be computed:
the linearization problem is avoided by using the unscented transformation and Monte
Carlo simulations of the nonlinear model, respectively [68], [69]. These two methods
allow the approximation of the variation of the mean and covariance of random variables
that propagate through the nonlinear model. An implementation of the UKF to estimate
states of a hydropower plant that balances the uncertainty in pressure measurements, has
been demonstrated in [70]. The use of the EnKF to predict runoff or groundwater flow
for hydrology models that are slightly related to hydropower systems is given in [71] and
[72].

State estimation is traditionally used with mechanistic models. However, state estimation
can also be used with data-driven models, e.g., artificial neural networks (ANN). See
for example [73], [74]. An application of ANN for estimation of hydropower plant water
inflow is provided in for example [75], [76]. However, data-driven models provide a physical
interpretation only for the inputs and outputs of the system, while for mechanistic models,
internal states and auxiliary variables also have a physical interpretation. This means that
with a mechanistic model, it is possible to find internal quantities in the system with some
certainty. In data-driven models, internal quantities have no physical interpretation unless
they are calibrated during an extended and complex experimental phase.

As an alternative to the KF based on a stochastic approach, an observer based on a
deterministic approach can be used for the state estimation, and was first proposed by
[77] for linear systems. Extension of the linear observer design for nonlinear systems has
been presented in [78]. Although a huge variety of techniques for designing nonlinear
observer exist [79]–[82], the design of nonlinear observers is still a challenging task.

Structural analysis

Model-based analysis of state observability and controllability is important for control
design, and it is of interest to consider tools for aiding such analysis. Classically, observ-
ability and controllability properties might be checked using the well-known tests based
on rank conditions [67], [83]. However, numerical problems can arise for the rank compu-
tations in complex, large-scale systems. Structural observability and controllability based
on the system structure can be used in such cases due to the simplicity of these methods.
In addition, the relative degree of the system indicates how directly control inputs affect
outputs, and can also be expressed based on the system structure. Assuming linear mod-
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els, analysis tools based on graph theory can be implemented in Julia, for example, using
the LightGraphs.jl package.24

Basic graph theory for different engineering applications is provided in [84]. Structural
modelling and analysis of complex systems are described by [83], [85]–[88]. Based on this
theory, large-scale systems can be further tested and analysed for control and parameter
estimation purposes. In [89], such a state estimation and optimal control study for an
industrial copper electrowinning process using Python and JModelica25 is discussed.

24https://github.com/JuliaGraphs
25https://jmodelica.org/
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Ŷ Methods

Ŷ.Ŵ Modelling in Modelica

Using open-source Modelica software facilitates the mathematical modelling of the dynam-
ics of components from various domains. Moreover, such components from, for example,
hydraulic, mechanical, electrical, control and other domains, can be connected together
to create a multiphysical formulation that can be easily solved using a Modelica tool.
Developed unit models can then be combined into subsystems, systems, or even architec-
tures. The key to Modelica’s technical success is its support for a wide range of modelling
formalisms that allow the description of both continuous and discrete behaviour framed
in the context of hybrid differential-algebraic equations [90]. All this makes Modelica an
object-oriented modelling language, with support for creating and reusing library units.

Using the Modelica language, a library for modelling the hydraulic part of the hydropower
system — OpenHPL was developed. This hydropower library consists of drag and drop
elements that describe different units of the hydropower system such as reservoir, conduits,
surge tank and turbine. These elements can be connected and structured in a flow sheet
in the same way as the hydropower plant, see the hydropower structure in Fig. 2.1 and
the model flow sheet in Fig. 3.1. In this model flow sheet, all drag and drop elements
can be specified with appropriate geometry of the hydropower plant by double-clicking on
the elements. Connectors that join each element contain information about the pressure
in the connector and mass flow rate that flows through the connector — similar to the
connection in an electrical circuit with voltage and current, or similar to the idea of
potential and flow in Bond Graph models.

A more detailed overview of the mathematical models and methods used in this library
for the waterway components is given in selected Paper A, Part II, as well as in [91] and
the library user guide [92]. Paper G, Part II in turn provides an overview of the whole
library and shows the application of OpenHPL to a real hydropower system and validation
of the library with real experimental data.
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Figure 3.1: Flow sheet of the model of the hydropower system in OpenModelica. Modelled using
OpenHPL.

Ŷ.ŵ Solving PDEs

In this work, some unit models are described by PDEs, a result of inclusion of additional
details to these models such as water compressibility and pipe shell elasticity. Model-
ica in turn provides possibilities to solve ODEs and DAEs in time, however PDEs are
not supported. Thus, this thesis includes studies for discretizing PDEs into DAEs, in
other words: discretizing PDEs into semi-discrete models which are ODEs or DAEs in
time. From a dynamical systems viewpoint, a PDE has an infinite-dimensional state
space, which is approximated by the finite-dimensional state space of a high-dimensional
ODE/DAE [93]. There are many discretization techniques for PDEs, but from previ-
ous work, [11], it was observed that the semi-discrete KP scheme shows good results for
hyperbolic PDEs such as those involved in water flow. The KP scheme is a modern,
high-quality and well-balanced scheme [10], and is chosen as a good candidate for PDEs
discretization in Modelica.

A detailed description of the KP scheme together with some examples of use is given in
[10]. An overview of the KP scheme implementation in Modelica and a comparison with
simpler models are given in Paper A, Part II, as well as in the library user guide [92].
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Ŷ.Ŷ Turbine Euler equation and design algorithm

Instead of using an empirical turbine model that requires extensive experiments on real
turbines, a simple mechanistic Francis turbine model based on the Euler turbine equation
is considered in this thesis. Detailed descriptions of this Euler turbine equation and its
use for the Francis turbine modelling are given in [1], [35].

The mechanistic turbine model still contains a number of design parameters which must be
found. However, the design parameters have a physical interpretation, and algorithmic
design rules exist for choosing these parameters based on information such as nominal
water head and nominal flow rate for the hydropower plant. Such a design algorithm is
provided in detail in [40].

A detailed overview of the mechanistic Francis turbine model implementation in Model-
ica with the Francis turbine design algorithm is presented in Paper B and Paper G of
Part II.

Ŷ.ŷ State estimation techniques

Popular state estimation methods include the classic Kalman Filter (KF) with a wide
range of extensions that apply depending on model type, computational effort, etc. Due to
nonlinearities in the hydropower model, nonlinear types of KF such as UKF and EnKF are
considered in this thesis. The classical nonlinear estimator, the EKF, is also widely used.
However, the EKF assumes the existence of the model state Jacobian, and has relatively
poor accuracy due to the linear approximation used in the Kalman gain computation.
On the other hand, the UKF and EnKF take more advantage of the nonlinear model in
the Kalman gain computation, which theoretically leads to better performances. Detailed
descriptions of these nonlinear KF techniques and their application are provided in [67]–
[69].

The KF is based on a stochastic system description. Alternatively, an observer based on
a deterministic approach is also used for state estimation/observation in this thesis. This
alternative is of particular interest for nonlinear systems such as the hydropower one,
because the standard linear KF only provides an optimum solution for linear systems,
[94]. In addition, a nonlinear observer can lead to significant reduction of computational
effort compared to a KF. Such observers can quickly find an estimate of the states and
provide these as an input to fast nonlinear control algorithms. On the other hand, the
proof of convergence is non-trivial for nonlinear observers. A description and the uses of
these nonlinear observers are given in [78]–[81].

A detailed overview of nonlinear state estimation techniques (UKF, EnKF, and reduced
nonlinear observer) for the hydropower models and their implementation in Python using
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the Python API OMPython for OpenModelica is discussed in Paper D and Paper E of
Part II.

Ŷ.Ÿ Structural observability and controllability

In control theory for dynamic systems, information about observability and controllability
of states play a key role in evaluating the possibility to observe states from outputs, and
use inputs to move states to a desired position, respectively. Automatic determination
of observability and controllability is possible, in particular for linear models where ob-
servability and controllability gramians are typically considered. In the case of large scale
systems, such as complex models of regional energy systems, standard analysis becomes
challenging. For large-scale systems, structural analysis based on directed graphs is an
interesting alternative: structural observability (or: controllability) is a necessary require-
ment for actual observability (or: controllability). Directed graphs can be set up directly
for linear models, but can also be extracted from nonlinear models. More details of the
structural modelling and analysis of complex systems are described in [83], [85], [89].

An overview of structural analysis for hydropower models and its implementation in Julia
is provided in Paper F, Part II. Here, use of the LightGraphs.jl package for the work with
graphs and the OMJulia package for OpenModelica model integration is also described.
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ŷ Summary of the papers

The investigations of this thesis are described in detail in the following seven papers.
Summaries of each of these papers are provided in this chapter. The complete papers are
provided in Part II.

ŷ.Ŵ Paper A - Comparison of penstock models

In this paper, the comparison between different penstock models for the modelling and
simulation of a high head hydropower system is explored. The Kurganov-Petrova second
order central upwind scheme is implemented to discretize the more complicated penstock
model with compressible water and elastic walls that is described by PDEs. The models
for simulating the hydropower system with different scenarios have been developed and
simulated in OpenModelica using OpenHPL.1 This in-house hydropower library has been
validated against an already existing commercial Hydro Power Library.

Based on three simulation scenarios, it is shown that the system with an inelastic penstock
model exhibits somewhat simpler dynamics. However, it has the advantage that the
simulation time is only one-third of the same system with an elastic penstock model
(discretized by the KP scheme). It is also observed that the wave propagation, which is
taken into account in the elastic penstock model, affects the system. Despite all these
differences, the inelastic penstock model can perhaps be used for control design problems
due to its simplicity, since simulation is less time-consuming and accuracy is reasonably
good. Clearly, a model-based controller based on a simple model should be tested on a
more rigorous model, and, if necessary, re-tuned in order to ensure good performance.
For a more detailed and accurate design, the elastic penstock model could be used in the
controller, due to better representation of the system dynamics resulting from the inclusion
of the speed of the wave propagation in the model. Even better dynamic representation
of the system can be reached by using the elastic model for the conduit. Then the delay
caused by the speed of the wave propagation leads to more dramatic changes in the system
dynamics.

Our limited experience in this study indicates that the simpler model appears to cover
the worst case due to higher amplitude of the oscillation just after a disturbance, even

1The library name has changed over the years and can differ in this and other papers.

27



4 Summary of the papers

though it does not show proper dynamics. The systems with elastic and inelastic models
do not behave in the same way for the outlet turbine pressure, and the amplitude of the
first oscillation after disturbance can differ. This can be very important for a cavitation
study.

ŷ.ŵ Paper B - Francis turbine model

The Francis turbine model based on the Euler equation given in [1] is presented in this
paper. In order to simulate this mechanistic model, a set of turbine geometry data is
needed to specify the model parameters. To this end, a turbine design algorithm that can
calculate the geometry base on the nominal turbine parameters such as net head, flow
rate and power production is also proposed.

The turbine design algorithm shows reasonable results for the turbine geometry paramet-
ers in comparison to the results from the Alab software. There is a small difference in
the inlet runner width and blade angle, which is caused by a different philosophy of blade
shape — the runner cross-section area increases from inlet to outlet by 10% for the Alab
software, while it is the opposite for the design algorithm. However, these contrasts in the
designed geometry are actually minor and the design algorithm can be used for defining
all the geometry parameters for the mechanistic Francis turbine model. Exceptions apply
to the friction term coefficients, which should be further studied in order to develop an
algorithm for their calculation with respect to the turbine nominal operational values.

The presented Francis turbine model shows good results that fit the Alab model quite well,
especially for the turbine shaft power. There is some deviation in the turbine efficiency
curves for both case studies, which may be caused by differences in the design or efficiency
and friction terms calculation. The Alab tool does not include the whole hydropower
system dynamics for the calculation, while the mechanistic turbine model uses the system
dynamics (it uses the real/dynamic net head of the system instead of the nominal static
head). For a better comparison, the turbine efficiency from the mechanistic model has
been calculated in the same way as in Alab. However, the simulations have been carried
out with the whole hydropower plants (dynamic system), which has probably led to the
deviation in the turbine efficiency curves. Nevertheless, this Francis turbine model can
be further used for different studies of the high head hydropower system.

ŷ.Ŷ Paper C - Automatic model linearization

The possibility of automatic linearization of OpenModelica models through Python using
the Python API is explored in this paper.
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4.4 Paper D - Combining Measurements with Models

Two cases with different model complexity for the hydropower system are linearized in or-
der to show the linearization capability of the Python API. Despite the model complexity,
the linearization algorithm finds the state space matrices A, B, C, D.

After linearization, linear theory could be further used for model analysis and synthesis.
Examples of analysis are presented by creating a Bode plot and designing a simple PI
controller, using the already existing packages in Python (numpy and python-control).
The Bode diagram has been plotted for two cases of the hydropower system in order
to show the frequency response of the models. The possibility of PI controller design is
then shown for the two cases. The designed PI controller is also tested for the original
(nonlinear) models in OpenModelica.

Besides the presented examples of linear analysis, many more other possibilities for ana-
lysis and synthesis of the linearized model could be used, such as sensitivity or stability
analyses, etc.

ŷ.ŷ Paper D - Combining Measurements with Models

It is shown in this paper that state estimation based on the assimilation of a mechanistic
model and measured data could be used to improve the information for hydropower plants.
Nonlinear UKF and EnKF estimators are developed in Python via the OMPython for
OpenHPL-based models in OpenModelica. The estimation results from both the UKF
and EnKF are presented. It is clearly observed that the UKF and EnKF estimates show
good results for the penstock flow rate. Specifically, the results are promising for the
cases where the flow rate is not measured. The estimates from the UKF and EnKF for
the surge tank flow rate and water height deviate more from the model simulations than
the estimates for the penstock flow rate. However, the results for these other states are
still useful.

In general, both the UKF and the EnKF appear to give good results when the estimators
use correct information about covariance matrices — whether there is random disturbance
or not. In real life, the ‘correct’ information about covariance matrices is not known.

When the estimator assumes a larger disturbance covariance than the real system has,
the estimates become noisy. This is to be expected: assuming too large disturbance
covariance is akin to assuming too low measurement noise covariance, which will lead to
too much trust in the measurements, hence a too large Kalman gain, and ‘bleeding’ of
measurement noise into the estimates. It is interesting to observe that the UKF appears
to give poorer estimates than the EnKF for this case. A possible explanation for this is
that since the EnKF uses more particles than the number of sigma points in the UKF,
the EnKF tends to smooth out this noise in a superior way to that of the UKF.
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4 Summary of the papers

Both the UKF and the EnKF give good results with a single pressure measurement (inlet
turbine pressure or manifold node pressure); the UKF works fine with either pressure
measurement, while the EnKF works best with the manifold node pressure measure-
ment.

A case with two measurements, the turbine flow rate and the inlet turbine pressure, has
also been considered. Combining two measurements leads to good performance for both
estimators, and is an improvement on the single measurement. However, two measure-
ments at different locations may be more informative, and should also be considered for
a future study.

In almost all cases, the state covariance (uncertainty) converges faster for the UKF than
for the EnKF.

Regarding the choice of estimator algorithm, it is hard to make a final decision. The UKF
has an advantage for low order models with regard to computational speed, but both the
UKF and the EnKF are straightforward to parallelize, and with modern multicore/multi-
threading processors this advantage is perhaps not vital. The EnKF appears to handle
incorrect assumptions about covariances better; this is also an important feature.

ŷ.Ÿ Paper E - Nonlinear observer for hydropower system

The design and proof of convergence for the reduced order nonlinear observer for the
simplified hydropower system is presented in this paper. This observer is designed to
estimate the surge tank flow rate using the measurements from two other states: the
penstock flow rate and the surge tank water height. The observer was implemented in
OpenModelica and added to our in-house hydropower library (OpenHPL). A number of
simulations were then run in Python using the Python API for OpenModelica in order to
study the designed observer.

The dynamic simulations were performed to show the observer behaviour under the pres-
ence of input disturbance. Moreover, the influence of the measurement noise on the
observer was also presented for dynamic simulations. The simulation demonstrated that
the performance of the reduced order nonlinear observer mostly depends on one observer
gain. Furthermore, it has been shown that the observer with only the penstock flow rate
measurement shows promising results that are not affected by the measurement noise.

Nevertheless, the model showed that in the case with measurements from the more de-
tailed/realistic hydropower model, the observer with only one measurement gives a poor
performance. Adding another measurement for the observer leads to better estimates
(lower offset). This improvement shows that both measurements are important for the
observer’s performance, and that a trade-off is required between speed of convergence and
ability to reduce noise (noise amplification).
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4.6 Paper F - Structural analysis

This paper also shows that a reduced order nonlinear observer can be designed and used
for state estimation in a hydropower system. The design of the observer is based on
a simplified model with certain assumptions. This lowers the complexity in the design
of the observer. When the observer is tested against the simplified model, the estim-
ates are proper without any offsets. However, the observer is also tested against data
from a more detailed/complex hydropower model where simplifying assumptions are not
considered. Under such conditions, the observer has to be re-tuned. With a properly cal-
ibrated/tuned reduced order observer, the observer can still provide satisfactory estimates
of the unmeasured state.

ŷ.Ź Paper F - Structural analysis

This paper explores the possibilities of using graph theory methods for structural analysis
of dynamic systems. Although the chosen examples hardly qualify as complex/large-
scale, graph methods scale up well to very large systems such as regional/national power
grids. The presented methods are implemented in Julia using the LightGraphs.jl and
GraphPlot.jl packages. Using the OpenHPL hydropower library in OpenModelica and
OMJulia for OpenModelica, the structural analysis methods are tested on hydropower
models of different complexity.

The results of testing the developed structural analysis functions look reasonable and can
be further used for analysis related to state estimation and control: observability is a
requirement for state estimators to work properly, controllability is required for control
design, and relative degree is important in the design of (nonlinear) feedback controllers.
One experience with the developed tools is that sometimes it can be hard to make a good
visualization of the graph structure of a complex (large-scale) system: it can be hard
to see the whole picture of the system structure (small subsystems are not easily seen)
using circular layout for the graph plotting. However, the user can do some testing of
different layout types for the graph plotting to find the most appropriate one. Moreover,
the graph can be stored in a large image with a higher resolution in order to see the
system structure more clearly. In addition, developers of LightGraphs.jl and GraphPlot.jl
packages are planning to improve the plotting possibilities of graphs in future, for example
by improving the display of self loop edges, etc.

In summary, this paper has explored some possibilities with structural analysis. Further
work should be put into streamlining the functions into a package, with better use of
Julia coding conventions, integration with other modelling tools, integration with control
packages, etc.
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4 Summary of the papers

ŷ.ź Paper G - Case study

In this paper, the use of the Modelica hydropower library, OpenHPL, for hydropower
system modelling is presented. The hydropower library provides hydropower system unit
models of different complexity that can be used to create a model of the hydropower
system with different accuracy, depending on the user’s needs. Models of various com-
plexity are presented in this study for the case of the Trollheim hydropower plant. The
experimental data from the hydropower plant is also presented in order to validate the
developed hydropower models.

The experimental data is used first for library element tuning, whereby the friction loss
coefficients of the Francis turbine model (the Francis element) are tuned. In addition,
the Francis turbine design algorithm presented in paper B is improved with analytical
expressions for the friction loss coefficients as functions of the nominal turbine head.

Another parameter such as roughness height of pipe units of the modelled hydropower
system is also tuned for each unit. The simulation showed that this roughness para-
meter affects the transient dynamics amplitude and damping of the inlet turbine pressure.
Moreover, the draft tube unit presented by the simple Pipe element is also included in the
hydropower model. This draft tube element affects the outlet turbine pressure dynamics
and is also tuned. These tuned parameters are then used for the hydropower models of
different complexity.

Finally, the hydropower model results are compared with the measured data. Despite the
model complexity, all the hydropower models show good fitting with the experimental
results. Some small deviations exist between the models and measured results, but these
are believed to be relative insignificant.
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Ÿ Unpublished results - Hydrology model

The widely used HBV model for runoff/inflow forecasting is studied here [6], [7]. This
hydrology model has been implemented in OpenModelica and added to our in-house
hydropower library — OpenHPL. The developed hydrology model is also calibrated and
validated with real data from a catchment area of the the Sundsbarm hydropower plant.
The calibration and validation were carried out in Python using the Python API for
running the developed hydrology model in OpenModelica.

First, a brief description of the HBV hydrology model is presented here. Then, the
simulation results of the developed model are presented and compared to the real data.

Ÿ.Ŵ Hydrology model

Similarly to many other hydrological models, the HBV model is based on the land phase of
the hydrological (water) cycle, see Figure 5.1. The figure shows that the HBV model con-
sists of four main water storage components connected in a cascade form. Using a variety
of weather information, such as air temperature, precipitation and potential evapotran-
spiration, the dynamics and balances of the water in the presented water storages are
calculated. Hence, the runoff/inflow from some defined catchment areas can be found [4],
[7].

The model is developed for each water storage component to define dynamics and balances
of the water. In addition, the catchment area is divided into elevation zones (usually
not more than ten) where each zone has the same area. The air temperature and the
precipitation are provided for each elevation zone. Hence, all calculations within each
water storage component are performed for each elevation zone.

Ÿ.Ŵ.Ŵ Snow routine

In the snow routine segment, the snow storage as well as snow melt are computed. This
computation is performed for each elevation zone [4]. Using the mass balance [7], the
change in the dry snow storage volume Vs,d, is found as follows:

dVs,d

dt
= V̇p,s −V̇d2w (5.1)
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5 Unpublished results - Hydrology model

Figure 5.1: Structure of the HBV model.

Here, the flow of the precipitation in the form of snow is denoted as V̇p,s. This precipit-
ation in the form of snow is defined from the input precipitation flow, V̇p, based on the
information about the air temperature, T , a threshold temperature for snow melts, TT,
and for the area that is not covered by lakes (the fractional area covered by lakes, aL, is
used):

V̇p,s =

{
V̇pKCRKCS(1−aL), if T ≤ TT

0, if T > TT
(5.2)

Precipitation correction coefficients KCR and KCS are also used here, for the rainfall and
snowfall precipitations, respectively. Then, the flow of the precipitation in the form of
rain is defined as follows:

V̇p,r =

{
V̇pKCR(1−aL), if T > TT

0, if T ≤ TT
(5.3)

The flow of the melting snow (melting of snow from dry form to water form), V̇d2w, can
be found using the following expression based on the degree-day factor Kdd and the area
of the elevation zone Ae:

V̇d2w =

{
AeKdd(T −TT)(1−aL), if T > TT and Vs,d > 0
0, otherwise

(5.4)
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5.1 Hydrology model

Finally, the flow out of the snow routine to the next soil moisture segment, V̇s2s, is found
as a sum of flows of precipitation in the form of rain, and the melted snow:

V̇s2s = V̇p,r +V̇d2w (5.5)

It should be noted that a simplification related to the threshold temperature, TT, is
assumed here. This threshold temperature describes both the snow melt and rainfall
to snowfall transition temperatures in the presented model. In reality, this threshold
temperature might differ for each of these processes. In addition, a storage of snow in
water form is not considered here, mostly due to the simplification with the threshold
temperature.

Ÿ.Ŵ.ŵ Soil moisture routine

In the soil moisture segment, the water storage in the ground (soil) is found together
with actual evapotranspiration from the snow-free areas [4]. The net runoff to the next
segment (upper zone) is also defined here. Using the mass balance [7], the volume of the
soil moisture storage, Vs,m, is found as follows:

dVs,m

dt
= V̇s2s −V̇s2u −αeV̇s,e (5.6)

Here, V̇s2u is the net runoff to the next segment (the upper zone). V̇s,e is actual evapotran-
spiration from the soil, that is taken into account only for the snow-free areas (zones).
To define these snow-free zones, coefficient αe is used and equals one for snow-free areas
and zero for covered-by-snow areas. The actual evapotranspiration can be found from
the potential evapotranspiration, V̇e, volume of the soil moisture storage, Vs,m, the area of
the elevation zone Ae, and the field capacity — threshold soil (ground) moisture storage,
gT:

V̇s,e =

{
Vs,m
AegT

V̇e, if Vs,m < AegT

V̇e, if Vs,m ≥ AegT
(5.7)

The potential evapotranspiration, V̇e, is defined as the input to the hydrology model,
similarly to the air temperature and precipitations.

The output of the soil moisture segment — the net runoff to the next segment, V̇s2u, can
be found based on the field capacity, gT, as follows:

V̇s2u =


(

Vs,m
AegT

)β

V̇s2s, if 0 ≤Vs,m < AegT

V̇s2s, if Vs,m ≥ AegT

(5.8)

Here, β is an empirical parameter for specifying the relationship between the flow out
of the snow routine, the soil moisture storage, and the net runoff from the soil moisture.
Typically, β ∈ [2,3], which leads to a nonlinearity in Eq. 5.8.
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5 Unpublished results - Hydrology model

Ÿ.Ŵ.Ŷ Runoff routine

The upper and lower zones from Figure 5.1 are combined into one segment — the runoff
routine. In this segment, the runoff from the catchment area is found based on the outflow
from the soil moisture. The effects of the precipitation to and evapotranspiration from
lakes in the catchment area are also taken into account here [4].

The upper zone characterizes components with quick runoff. The following mass balance
is used for the upper zone description:

dVu,w

dt
= V̇s2u −V̇u2l −V̇u2s −V̇u2q (5.9)

Here, Vu,w is the water volume in the upper zone that depends on the saturation threshold,
sT, which defines the surface (fast) runoff, V̇u2s, and the fast runoff, V̇u2q. V̇u2b is the runoff
to the lower zone and is defined by the percolation capacity, KPC, for the area that is not
covered by lakes:

V̇u2l = Ae(1−aL)KPC (5.10)
The surface runoff, V̇u2s, can be found using the the saturation threshold, sT, and the
water volume in the upper zone, Vu,w:

V̇u2s =

{
a1(Vu,w −AesT), if Vu,w > AesT

0, if Vu,w ≤ AesT
(5.11)

Here, a1 is a parameter that represents the recession constant for the surface runoff. A
similar recession constant, a2, is used for the fast runoff, V̇u2q, calculations:

V̇u2q = a2 min(Vu,w,AesT) (5.12)

The lower zone characterizes the lake and the ground water storages and defines the base
runoff from the catchment area. The following mass balance equation is used for the lower
zone description:

dVl,w

dt
= V̇u2l +aLV̇p −V̇l2b −aLV̇e (5.13)

The water volume in the lower zone is denoted as Vl,w. As mentioned previously, V̇p and
V̇e are the precipitation and the potential evapotranspiration flows, respectively. aL is the
fractional area covered by lakes. V̇l2b is the base runoff from the lower zone that can be
found as follows:

V̇l2b = a3Vl,w (5.14)
Here, a3 is the recession constant similar to a1 and a2.

The total runoff from the catchment, V̇tot, is a sum of the base, quick, surface runoffs for
each elevation zones, and is defined as follows:

V̇tot =
n

∑
i=1

(V̇l2b,i +V̇u2s,i +V̇u2q,i) (5.15)
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5.2 Results and discussion

Here, the base V̇l2b,i, quick V̇u2q,i, and surface V̇u2s,i runoffs are first summed up for each
of the n elevation zones and then these sums of the base, quick and surface runoffs are
added together.

Ÿ.ŵ Results and discussion

The presented hydrology model is encoded and then simulated in OpenModelica. The
input data for the hydrology model is provided for the catchment of the Sundsbarm hy-
dropower plant for a 12-year period. The provided data includes everyday measurements
for the air temperature, precipitation and potential evapotranspiration for each of the
elevation zones. The actual runoff from the catchment is also provided. A description of
the Sundsbarm catchment area is also available with the values for areas of each elevation
zone and area of lakes. This catchment area description is given in Table 5.1.

Table 5.1: Catchment area for the Sundsbarm hydropower plant.
Height zone From altitude, m.a.s.l. To altitude, m.a.s.l. Area, m2 Lake area, m2

1 603.0 702.0 41.3 15.43
2 702.0 743.0 41.3 3.97
3 743.0 793.0 41.3 1.79
4 793.0 826.0 41.3 0.81
5 826.0 868.0 41.3 1.27
6 868.0 917.0 41.3 1.44
7 917.0 967.0 41.3 1.03
8 967.0 1017.0 41.3 2.32
9 1017.0 1099.0 41.3 1.31
10 1099.0 1430.0 41.3 0.57

Total 603.0 1430.0 413.0 29.94

All model parameters are listed in Table 5.2, where a short description, value ranges and
the tuned values for each parameter are provided. The tuned parameter values are found
using the least squared error method for fitting the model results (runoff) with the real
measured data.

Simulations of the hydrology model are run over a 12-year period, from 1 January 2005
to 31 December 2017, with a sampling time of one day. All volumes of water storage
are initialized to zero except initial values of the volume of dry snow that are set to a
small amount of snow for all elevation zones due to the simulations starting in the winter
season. As mentioned above, the least squared error method is performed in order to
calibrate the model parameters by fitting the model runoff with the measured data. The
hydrology model simulation results for the runoff from the Sundsbarm catchment area are
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5 Unpublished results - Hydrology model

Table 5.2: Parameters for the hydrology model.
Name Description Value range Tuned value Unit

TT Threshold temperature [-1.0, 2.0] -0.398 °C
Kdd Degree-day factor [3.0, 6.0] 3.14 mm

◦C·Day
KCR Precipitation correction for

rainfall
[1.05, 1.2] 1.05 —

KCS Precipitation correction for
snowfall

[1.15, 1.5] 1.2 —

gT Field capacity in soil mois-
ture routine

[75, 300] 100 mm

β Parameter in soil moisture
routine

[1.0, 4.0] 2.0 —

sT Threshold level for quick
runoff in upper zone

[10, 40] 40 mm

a1 Recession constant for the
surface runoff in upper zone

[0.05, 0.15] 0.122 1
Day

a2 Recession constant for the
quick runoff in upper zone

[0.1, 0.5] 0.42 1
Day

KPC Percolation from upper zone
to lower zone

[0.5, 1.0] 0.6 mm
Day

a3 Recession constant for the
base runoff in lower zone

[0.0005, 0.002] 0.0016 1
Day

shown in Figure 5.2, where measurements of the runoff are also presented for comparison.
The presented simulation results are taken from simulations of the developed hydrology
model where the previously tuned parameters values are used (values from Table 5.2).

Figure 5.2 demonstrates that the hydrology model gives reasonable results with good
fitting of the real measurements, with the R2 error function being equal to 0.817. The
developed hydropower model is included in OpenHPL. The library ensures connection of
the hydrology model with the reservoir of the hydropower system and gives the oppor-
tunity to model and simulate either a separate hydrology model or the whole hydropower
system starting from precipitations/catchment area up to electricity generation.
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5.2 Results and discussion

Figure 5.2: Simulation results of the hydrology model for the runoff.
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Ź Conclusions and future work

In this thesis, research has been conducted on the modelling and simulation of hydropower
systems. In addition, the developed hydropower models have been analysed for control
purposes. This chapter summarizes the contributions with respect to two main topics:
hydropower modelling and model analysis. Recommendations for future work are also
provided.

Ź.Ŵ Hydropower library

The hydropower libraryOpenHPL has been developed in this work and consists of math-
ematical models of various hydropower system units:

• Models for the waterway units of the hydropower system have been developed and
tested. The hyperbolic PDE solver based on the KP scheme is implemented in the
library. OpenHPL provides possibilities for modelling various conduits with different
complexity (including water compressibility, wall elasticity), e.g., the intake race,
penstock and discharge race. Specific models for the surge tank and the reservoir
have been developed for OpenHPL. Based on real experimental data, validation and
application of all these waterway models have been carried out. In addition, a model
for open channel flow is also included in the library, and enables the modelling of
run-of-river hydropower systems, as well as reservoirs with more details.

• Mechanistic models for Francis and Pelton turbines based on the Euler equation are
included in the library. A simplified turbine model based on a look-up table for the
efficiency is also given and can be used for both mentioned turbine types. A Francis
turbine design algorithm has been developed and tested. This design algorithm
provides all needed parameters for the mechanistic Francis turbine model based on
the nominal operating parameters. Validation and application of the Francis turbine
model have been performed using real measurements as well as data from Alab.

• Connection to power system Modelica libraries is ensured, and gives a wide range
of possibilities for modelling the hydro-mechanical part of the hydropower system
together with the electrical part. A good option among various power system librar-
ies is OpenIPSL, which contains many different models of synchronous generators,
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6 Conclusions and future work

governors and other power grid components. In addition, simple generator and
governor models have been encoded inOpenHPL.

• The HBV hydrology model for runoff estimation has also been developed in the
library. Connection between this hydrology model and the reservoir is ensured.
Calibration of the developed HBV model has been performed using real data from
the Sundsbarm hydropower plant catchment. However, the tuned parameters are
not general and must be re-calibrated for other catchments.

All these developed models in OpenHPL provide the capability to model the hydropower
system starting from precipitations/reservoir to the final consumer of electricity. The
library is an open-source product that can be run in both free OpenModelica and com-
mercial Dymola Modelica based modelling and simulation environments, as well as other
Modelica tools.

Ź.ŵ Model analysis tools

Various model analysis tools have been developed and tested in Python and Julia for
the hydropower models in OpenModelica. The Python and Julia APIs for executing and
controlling simulations in OpenModelica have been used. The following methods have
been tested:

• Automatic linearization from the APIs has been tested for hydropower models of
various complexity. The simulation showed that the linearization algorithm provides
accurate linear approximation and returns correct linear time invariant matrices A,
B, C and D. As an example, classical linear control and synthesis (Bode plot and PID
controller design) has been applied and demonstrated for the linearized hydropower
systems.

• Various nonlinear state estimation techniques have been studied and tested for the
hydropower models. The implementation and use of nonlinear estimators such as
Ensemble and Unscented Kalman filters have been demonstrated for estimating the
states of the hydropower system based on water flow and/or pressure measurements.
It has been shown that the combination of a mathematical model and available
measurements provide good results and can be used for estimating states that are
not directly measured in the hydropower system.

• Also, a deterministic reduced order nonlinear observer has been studied. The design
and performance of this observer for estimating one of the states using the measure-
ments from two other states have been shown. The results of the developed observer
look promising, and the observed states can be used as an input to fast, nonlinear
control algorithms.
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6.3 Future work

• Structural analysis tools based on graph theory have been explored and developed
for the hydropower models. It has been shown how these analysis tools can test
structural observability and controllability as well as a relative degree of the sys-
tem, based on the directed graph of the system structure. The results of testing the
developed structural analysis functions look reasonable and can be used for analysis
related to state estimation and control: observability is a requirement for state es-
timators to work properly, controllability is required for control design, and relative
degree is important in the design of linear and nonlinear feedback controllers.

Ź.Ŷ Future work

Based on the experience from the presented research work, a few topics are proposed for
future studies:

• For cavitation studies, a description of two-phase liquid/vapour water can be in-
cluded either for all the waterway models or only locally for low pressure units
(turbine outlet/draft tube).

• Work on development of a Pelton turbine design algorithm to define all needed
geometry parameters for the Pelton mechanistic model is a possibility for research.
Moreover, testing and validation of this Pelton turbine mechanistic model with
experimental data are of interest.

• Study of the reversible turbine-pump is also of interest. Such turbines can be used
in pump power systems, i.e., pumping water up into reservoirs during periods of
surplus intermittent energy.

• The developed library can also be extended with a mechanistic Kaplan turbine
model, and experiments of Kaplan turbine/run-of-river system might be carried
out.

• OpenHPL can also be extended with models for closed surge tanks. In addition,
the effect of the position of the surge tank in the hydropower system might be of
interest to study.

• Work on modelling the waterway of the hydropower system can be extended by
taking into account the water temperature variation in the system.

• Study of the hydrology model can be extended to include the use of the Kalman
filters, e.g., EnKF, in order to estimate the HBV model parameters.

• Work on developing model analysis tools for the hydropower models with studies
on sensitivity or stability analysis as well as on design/implementation of advanced
control, e.g., model predictive control.
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Abstract 
The possibility for modelling and simulating 
hydropower systems as accurately as possible take an 
important role in order to develop a control structure and 
to make efficient analysis tools for testing a designed 
controller for stability and performance in different 
operating regimes. Both the simulation time for such 
models as well as the accuracy are important. 

A high head hydropower system is considered for this 
study. The pipe with the main part of the height drop is 
known as pressure shaft or penstock, and it can be 
modeled with two levels of accuracy which have been 
compared in this studying. A simple model with one 
nonlinear ODE considers inelastic walls of the penstock 
and incompressible water. A more realistic model for 
large pressure variations assumes a penstock with elastic 
walls and compressible water column in the penstock. 
This more detailed model of a penstock is described 
with two nonlinear PDEs which have been solved using 
the Kurganov-Petrova scheme. 

Comparing results from these two models it can be 
concluded that the simple ODE model shows by and 
large the same results as the PDE model with just 
slightly smoothed dynamics. Obviously, the simulation 
time for the inelastic penstock model is considerably 
smaller. Both models show reasonable results and can 
be further used for control synthesis and analysis. In 
cases where the time consumption is most important, the 
simple ODE model for the penstock is preferred. On the 
other hand, for more accurate studies the 
elastic/compressible model for the penstock or even for 
other waterway units, such as conduit, is more useful. 

The modeling part for both cases was done in 
OpenModelica using our own hydropower library, 
where all models for different units of the hydropower 
system have been developed and collected.  
Keywords:    high head hydropower, penstock/pressure 
shaft, Kurganov-Petrova scheme, OpenModelica 

1 http://lvk.no/LVK/Fagomrader/Vannkraftproduksjon/ 
Nokkeltall---Oversikt-over-konsesjonssystemet-for  
2 https://snl.no/vannkraft 
3 https://no.wikipedia.org/wiki/Liste_over_vannkraftverk_ 
i_Norge  

1 Introduction 
1.1 Background 
A transition towards more renewable energy sources is 
currently happening in Europe and all over the world, 
with increasing use of flexible hydropower plants to 
compensate for the highly changing production from 
intermittent energy sources such as wind and solar 
irradiation. Flexible hydropower plants involves 
pumping water up into reservoirs during surplus of 
intermittent power, and high head storage is the most 
efficient way to store such surplus power. 

Around 96% of generated electricity (138 GWh) in 
Norway is produced by hydropower systems, which 
have a total capacity over 30 GW; over 1500 
hydropower plants are operated1. With these values, 
Norway occupies the 7th place among the hydropower 
producers in the world2. Among the power plants, the 
high head hydropower plants generate more than 75% 
of all electricity produced from hydropower in Norway3.  

In addition to hydropower plants, the number of wind 
power plants in Norway increase from year to year 
(13.4% increase in 2015 with respect to 20144) due to 
this technology becoming cheaper and more mature. 
With long coast line, wind power has a huge potential 
for producing power in Norway5. On the other hand, this 
renewable energy source is intermittent and create 
considerable disturbances in the power grid. From this 
perspective, hydropower can be used to compensate for 
disturbances from the wind power.  

To optimize the combination of intermittent power 
and stored power, the possibilities for modelling and 
simulating the hydropower system as accurately as 
possible take an important role in order to make an 
efficient analysis tool for testing a designed controller 
for stability and performance in different operating 
regimes (Sharefi, 2011). 

4 http://www.ssb.no/en/energi-og-
industri/statistikker/elektrisitet/aar  
5 http://www.vindportalen.no/Vindportalen/Vindkraft/ 
Vindkraft-i-Norge  
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1.2 Previous work 
High head plants typically collect and store water in 
reservoirs in the mountains, with tunnels leading the 
relatively small flow of water down a considerable 
height difference to the aggregated turbine and 
generator. A dynamic model for such a hydropower 
system has been developed and studied in a previous 
work (Sharefi, 2011), where the Staggered grid scheme 
was used for discretization of a part of the model with 
partial differential equations (PDEs). Another scheme 
for discretization is the Kurganov-Petrova (KP) scheme, 
described in (Sharma, 2015; Kurganov & Petrova, 
2007). The comparison of this KP scheme with 
Staggered grid for an open channel model using Matlab 
was done in (Vytvytskyi, et al., 2015). In  (Saldamli, 
2006) a Modelica extension for modeling with partial 
differential equations, PDEModelica, was proposed. An 
updated version of PDEModelica with implementation 
for OpenModelica was recently presented in (Silar, et 
al., 2017); this extension is not fully completed, though. 
In addition, a commercial Modelica library for 
hydropower system exists (Hydro Power Library from 
Modelon AB6), and has been used for modeling a high 
head hydropower plant in (Winkler, et al., 2011). 

1.3 Overview of paper 
In this work, a simple model of a hydropower system 
described with ordinary differential equations (ODEs) is 
compared with a more realistic model described with 
PDEs in order to find what accuracy level is needed in 
control synthesis. The current work uses the semi-
discrete KP scheme implemented in Modelica for 

6 http://www.modelon.com/products/modelica-
libraries/hydro-power-library  

solving the hyperbolic PDEs, which is a novelty 
compared to the commercial Hydro Power Library.  

The paper is structured as follows: Section 2 gives a 
system description of the high head hydropower system. 
Section 3 consists of formulation and discretization of 
the model. Then simulation with validation and 
comparison of the different model complexities are 
described in Section 4. Finally, discussion and 
conclusions are given in Section 5.  

2 System description 
A typical structure for the high head hydropower plant 
is depicted in Figure 17. Here, the water is transported 
from a reservoir, where it is stored, through a tunnel 
known as intake race / conduit / headrace closer to the 
powerhouse where the turbine and generator is installed. 
The conduit can have considerable length, normally 
with a small slope.  

After the conduit, the water flows down with a steep 
slope and a relatively small flow rate to the turbine 
through a pipe known as the penstock or pressure shaft. 
There is large pressure change in this pipe due to the big 
height difference. At the point where the penstock is 
connected to the intake race, a surge tank may be 
installed to reduce the water hammer pressure variation 
and keep the mass oscillation within limits. This surge 
tank can be constructed as a pipe and is then denoted a 
surge shaft, but can also be variations such as an open 
or closed reservoir.  
After the turbine, the water can flow directly to a 
downstream lake or river, often denoted tail water, or the 

7 Agu, C., E., Vytvytskyi, L., Lie, B. (2016) Project, 
FM1015 Modelling of Dynamic Systems. University 
College of Southeast Norway, Porsgrunn, Norway. 

 
 
 Figure 1. Structure of the high head hydropower plant. 
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water can flow through a discharge race if the 
powerhouse is situated some distance from the tail 
water. Normally the turbine is installed below the level 
of the tail water in order to increase the pressure at the 
outlet of the turbine to reduce the possibility of 
cavitation. 

Two types of turbines are common for high head 
hydropower systems. When the height difference is 
large (300 – 4000 m), a Pelton turbine is used with 
relatively small flow rate (<30 m3/s). Alternatively, with 
smaller height differences and large flow rates, Francis 
turbines are preferred. In our simulations, a Francis 
turbine is used, and the control of the flow rate through 
the turbine is done by manipulating the guide vane. 

The turbine is rotating an axis which also holds the 
rotor of the generator producing electricity to the power 
grid. Normally, a synchronous generator is used. 

2.1 Geometry 
For simulations in this paper, the data from the 
Sundsbarm hydropower plant in Telemark, Norway is 
used with data provided in (Winkler, et al., 2011), see 
Table 1 and Table 2. 

Table 1. The waterway geometry of Sundsbarm 
hydropower plant. 

Waterway 
unit 

Height 
difference, m 

Length, m Diameter, m 

Reservoir 48 – –  
Conduit 23 6600 5.8 
Penstock 428.5 600 3 
Surge tank 120 140 3.4 
Discharge 
race 

0.5 600 5.8 

Tail water 5 – –  

Table 2. The turbine geometry of Sundsbarm hydropower 
plant. 

Turbine 
type 

Nominal 
head, m 

Nominal flow 
rate, m3/s 

Nominal 
power, MW 

Francis 460 24.3 104.4 

3 Modeling and discretization 
3.1 Model presentation 
Models for all of the waterway units can be described 
with mass and momentum balances. For the mechanical 
part (turbine with aggregate), a simplified energy 
balance is used assuming that the turbine behaves as a 
simple valve. All of these models for different units of 

8 Modelica® is a non-proprietary, object-oriented, 
equation based language to conveniently model complex 
physical systems. https://www.modelica.org  
9 OpenModelica is an open-source Modelica-based 
modeling and simulation environment intended for 

the hydropower system have been developed and 
collected for our own hydropower Modelica8 library 
that can be used in either OpenModelica9 or Dymola10.  

In this paper, a more detailed description is presented 
for the models that will be compared, namely a 
simplified pipe (tunnel) model that can be used for the 
penstock and a more realistic model with compressible 
water and elastic walls of the penstock. 

3.1.1 Waterway pipe (tunnel) 
In some of the waterway units such as conduit, there are 
only small pressure variations due to the small slope 
angle (height difference between inlet and outlet of the 
component). That is why the model for these units can 
be simplified by considering incompressibility of the 
water and inelasticity of the walls. A sketch of the pipe 
with all needed terms for modeling is shown in Figure 
2. 

H
L

Fg

Ff

ṁin

ṁout

p1

p2

Din

Dout

θ

              
Figure 2. Model for flow through a pipe. 

In the case of incompressible water, mass in the filled 
pipe is constant, and: 

𝑑𝑑𝑑𝑑 
𝑑𝑑𝑑𝑑

= 𝑚̇𝑚𝑖𝑖𝑖𝑖 − 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜 = 0 (1) 

Here, the mass of the water in the pipe is 𝑚𝑚 =  𝜌𝜌𝜌𝜌 =
𝜌𝜌𝜌𝜌𝐴̅𝐴, where 𝜌𝜌 is the water density, 𝑉𝑉 – the volume of the 
water in the pipe, 𝐿𝐿 – the length of the pipe and 𝐴̅𝐴 – the 
averaged cross section area of the pipe that defined from 
averaged pipe diameter 𝐷𝐷�. The inlet and outlet mass 
flow rates are equal with 𝑚̇𝑚𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑉̇𝑉𝑖𝑖𝑖𝑖 and 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑡𝑡 = 𝜌𝜌𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜 
respectively, where 𝑉̇𝑉𝑖𝑖𝑖𝑖 = 𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜 – the inlet and outlet 
volumetric flow rates in the pipe. 
The momentum balance for this simplified model can 
be expressed as: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑀̇𝑀𝑖𝑖𝑖𝑖 − 𝑀̇𝑀𝑜𝑜𝑜𝑜𝑜𝑜 + 𝐹𝐹𝑝𝑝 + 𝐹𝐹𝑔𝑔 + 𝐹𝐹𝑓𝑓 (2) 

Here, the momentum of the water in the pipe is 𝑀𝑀 =
𝑚𝑚𝑚𝑚, where 𝑣𝑣 is the average water velocity and can be 
define as 𝑣𝑣 = 𝑉̇𝑉

𝐴̅𝐴� . The inlet and outlet momentum flow 

industrial and academic usage. 
https://www.openmodelica.org  
10 Dymola is a commercial complete tool for modeling 
and simulating integrated and complex systems; is based 
on the Modelica open standard language. 
http://www.modelon.com/products/dymola  
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rates are 𝑀̇𝑀𝑖𝑖𝑖𝑖 = 𝑚̇𝑚𝑖𝑖𝑖𝑖𝑣𝑣𝑖𝑖𝑖𝑖 and 𝑀̇𝑀𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 

respectively, where 𝑣𝑣𝑖𝑖𝑖𝑖 = 𝑉̇𝑉𝑖𝑖𝑖𝑖
𝐴𝐴𝑖𝑖𝑖𝑖
�  and 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 =

𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜
�  are the velocities in the inlet and outlet of the 

pipe respectively and are equal in a case with constant 
diameter of the pipe (𝐴𝐴𝑖𝑖𝑛𝑛 = 𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜). 𝐹𝐹𝑝𝑝 – the pressure 
force, due to the difference between the inlet and outlet 
pressures 𝑝𝑝1 and 𝑝𝑝2 and can be calculated as follows: 
𝐹𝐹𝑝𝑝 = 𝐴𝐴𝑖𝑖𝑖𝑖𝑝𝑝1 − 𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝2. There is also gravity force that is 
defined as 𝐹𝐹𝑔𝑔 = 𝑚𝑚𝑚𝑚 cos𝜃𝜃, where 𝑔𝑔 – the gravitational 
acceleration and 𝜃𝜃 – angle of the pipe slope that can be 
defined from ratio of height difference and length of the 
pipe. The last term in the momentum balance is friction 
force, which can be calculated as 𝐹𝐹𝑓𝑓 = −1

8
𝐿𝐿𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝐷𝐷�𝑣𝑣|𝑣𝑣| 

using Darcy friction factor 𝑓𝑓𝐷𝐷. 

3.1.2 Penstock with elastic walls and compressible 
water 

Unlike the conduit, the penstock has considerable 
pressure variation due to a considerable height drop. 
Thus, to make model for the penstock more realistic, 
compressible water and elastic walls of the penstock 
should be taken into account. To express the 
compressibility/elasticity, some compressibility 
coefficients which show the relationship between 
pressure, water density and pipe inner radius, are used. 

According to (Sharefi, 2011), isothermal 
compressibility 𝛽𝛽𝑇𝑇 is defined as follows: 

𝛽𝛽𝑇𝑇 =
1
𝜌𝜌
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 (3) 

Here 𝜌𝜌 and 𝑝𝑝 denote density and pressure, respectively. 
Assuming that the isothermal compressibility is 
independent of the pressure, this equation can be 
rewritten in a way that is convenient to calculate fluid 
density at different pressures: 

𝜌𝜌 = 𝜌𝜌atm𝑒𝑒𝛽𝛽𝑇𝑇(𝑝𝑝−𝑝𝑝atm) (4) 
Here 𝑝𝑝atm is the atmospheric pressure and 𝜌𝜌atm is the 
water density at atmospheric pressure. The relation 
between density and pressure from this equation can be 
seen in Figure 3. 

Figure 3 shows fairly linear dependency of the 
density with respect to the pressure in the range that is 
normal in hydropower plants. That is why the previous 
equation (4) can be simplified as follows: 

𝜌𝜌 ≈ 𝜌𝜌atm�1 + 𝛽𝛽𝑇𝑇(𝑝𝑝 − 𝑝𝑝atm)� (5) 
In the same way, the relation between pressure and pipe 
cross section area can be defined using equivalent 
compressibility coefficient 𝛽𝛽𝑒𝑒𝑒𝑒 due to the pipe shell 
elasticity (Sharefi, 2011); after simplification the 
relation looks as follows: 

𝐴𝐴 ≈ 𝐴𝐴atm�1 + 𝛽𝛽𝑒𝑒𝑒𝑒(𝑝𝑝 − 𝑝𝑝atm)� (6) 
Here 𝐴𝐴atm is the pipe cross section area at atmospheric 
pressure. 

               
Figure 3. Variation of density with respect to pressure. 

In reference to (Sharefi, 2011), it is also possible to 
define a linear relationship for the product of density and 
cross sectional area that change with pressure. 

𝐴𝐴 ∙ 𝜌𝜌 = 𝐴𝐴atm𝜌𝜌atm�1 + 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡(𝑝𝑝 − 𝑝𝑝atm)� (7) 
Here 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 is the total compressibility due to water 
compressibility and pipe shell elasticity (𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛽𝛽𝑒𝑒𝑒𝑒 +
 𝛽𝛽𝑇𝑇), and is related to the speed of sound in water inside 
the pipe. 

Hence, using the previous equations for the 
relationship between density of the water, cross 
sectional area of the pipe, and pressure in the pipe, 
ODEs (1) and (2) for mass and momentum balances can 
be further developed into the PDEs: 

𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −
𝜕𝜕𝑚̇𝑚
𝜕𝜕𝜕𝜕

 
𝜕𝜕𝑚̇𝑚
𝜕𝜕𝜕𝜕

= −
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑚̇𝑚𝑣𝑣 + 𝐴𝐴𝐴𝐴) + 𝜌𝜌𝜌𝜌𝜌𝜌 cos𝜃𝜃

−
1
8
𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋|𝑣𝑣| 

(8) 

3.2 Model discretization 
There are many discretization techniques for PDEs, but 
from previous work (Vytvytskyi, et al., 2015) it was 
observed that the well-balanced second order 
Kurganov-Petrova (KP) scheme shows reasonably good 
results for hyperbolic PDEs. The KP scheme is therefore 
also chosen for discretization of the model for the elastic 
penstock with compressible water. The detailed 
development of the KP scheme is shown in (Kurganov 
& Petrova, 2007) with some run-of-river case studies in 
(Sharma, 2015; Vytvytskyi, et al., 2015; Dissanayake, et 
al., 2016; Dissanayake, et al., 2017). 

Firstly, PDEs (8) for the elastic penstock model 
should be presented in vector form as a standard 
formulation for KP scheme (Sharma, 2015): 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑆𝑆 (9) 

with: 𝑈𝑈 = [𝑝𝑝, 𝑚̇𝑚]𝑇𝑇– vector of conserved variables, 

𝐹𝐹 = � 𝑚̇𝑚
𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡

, 𝑚̇𝑚𝑣𝑣 + 𝐴𝐴𝐴𝐴�
𝑇𝑇
– vector of 

fluxes,     

𝑆𝑆 = �0, 𝜌𝜌𝜌𝜌𝜌𝜌 cos𝜃𝜃 − 1
8
𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋|𝑣𝑣|�

𝑇𝑇
– source 

terms vector. 
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The result of discretizing the elastic penstock model 
using the KP scheme is the semi-discrete (time 
dependent ODEs) central-upwind scheme and can be 
written in the following from: 

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑈𝑈�𝑖𝑖(𝑡𝑡) = −

𝐻𝐻𝑖𝑖+12
(𝑡𝑡)−𝐻𝐻𝑖𝑖−12

(𝑡𝑡)

∆𝑥𝑥
+ 𝑆𝑆𝑖̅𝑖(𝑡𝑡) (10) 

Here, 𝑈𝑈�𝑖𝑖 is the cell center averaged values while 𝐻𝐻𝑖𝑖±1
2
 – 

the central upwind numerical fluxes at the cell 
interfaces, are defined as: 

𝐻𝐻𝑖𝑖+12
(𝑡𝑡) =

𝑎𝑎𝑖𝑖+12
+ 𝐹𝐹 �𝑈𝑈𝑖𝑖+12

− � − 𝑎𝑎𝑖𝑖+12
− 𝐹𝐹 �𝑈𝑈𝑖𝑖+12

+ �

𝑎𝑎𝑖𝑖+12
+ − 𝑎𝑎𝑖𝑖+12

−

+
𝑎𝑎𝑖𝑖+12
+ 𝑎𝑎𝑖𝑖+12

−

𝑎𝑎𝑖𝑖+12
+ − 𝑎𝑎𝑖𝑖+12

− �𝑈𝑈𝑖𝑖+12
+ − 𝑈𝑈𝑖𝑖+12

− � 

𝐻𝐻𝑖𝑖−12
(𝑡𝑡) =

𝑎𝑎𝑖𝑖−12
+ 𝐹𝐹 �𝑈𝑈𝑖𝑖−12

− � − 𝑎𝑎𝑖𝑖−12
− 𝐹𝐹 �𝑈𝑈𝑖𝑖−12

+ �

𝑎𝑎𝑖𝑖−12
+ − 𝑎𝑎𝑖𝑖−12

−

+
𝑎𝑎𝑖𝑖−12
+ 𝑎𝑎𝑖𝑖−12

−

𝑎𝑎𝑖𝑖−12
+ − 𝑎𝑎𝑖𝑖−12

− �𝑈𝑈𝑖𝑖−12
+ − 𝑈𝑈𝑖𝑖−12

− � 

(11) 

Here 𝑎𝑎𝑖𝑖±1
2

±  are the one-side local speeds of propagation, 
and can be defined as the smallest and the largest 
eigenvalues of the Jacobian 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 of the system. These 

eigenvalues become: 

𝜆𝜆1,2 =
𝑣𝑣 ± �𝑣𝑣2 + 4𝐴𝐴

𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡
2

 
(12) 

From these eigenvalues, it can be deduced that the speed 

of sound is given as 𝑐𝑐 = � 𝐴𝐴
𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡

, thus confirming 

that the total compressibility factor 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 is related to the 
speed of sound. 

3.3 Operational data and parameters 
The complete set of models for different units of the 
hydropower system now consists of a number of ODEs 
that can be simulated in OpenModelica or Dymola with 
the der operator for 𝑑𝑑 𝑑𝑑𝑑𝑑�  using the dassl solver 
algorithm with simulation interval time equal to 0.4 s 
and tolerance 1e-4. All operational parameters for 
simulation are given in Table 3. 

4 Simulation 
Firstly, basic simulations of the system with various 
penstock models (inelastic and elastic penstock) are 
done to validate the models from our own library with a 
commercial one. Then, a more detailed comparison of 
models with different penstock complexities is given for 
various simulation scenarios. 

Table 3. Parameters for simulating the high head 
hydropower system. 

Variable Value Unit Comments 

𝑔𝑔 9.81 m/s2 Acceleration due to 
gravity 

𝜌𝜌 (𝜌𝜌atm) 997 kg/m3 Density of water 

𝜇𝜇 0.89e-3 Pa∙s Dynamic viscosity of 
water 

𝜖𝜖 1.5e-5 m Pipe roughness height 
𝛽𝛽𝑇𝑇 4.5e-10 Pa-1 Water compressibility 
𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 1.003e-9 Pa-1 Total compressibility 
𝑝𝑝atm 1.013e5 Pa Atmospheric pressure 

∆𝑥𝑥 60 m Cell length for 
penstock discretization 

𝐶𝐶𝑉𝑉 3.7 m3/s Turbine valve capacity 

𝜂𝜂ℎ 0.9 – Turbine hydraulic 
efficiency 

𝜂𝜂𝑒𝑒 0.99 – Electricity generator 
efficiency 

𝐽𝐽𝑎𝑎 2e5 kg∙m2  Moment of inertia of 
the aggregate 

𝑘𝑘𝑓𝑓,𝑏𝑏 1e3 W∙s2 

 rad2 
Friction factor in the 
aggregate bearing 

4.1 Validation 
It is of interest to validate the developed models with the 
commercial Hydro Power Library in order to check that 
our own library shows reasonable results; some basic 
simulation is done for this validation. The scenario for 
this simulation is a simple turbine guide vane (valve) 
opening after time 30 s from 10% over a period of 30 s 
to 100%. The block diagrams for the hydropower 
systems using the Hydro Power Library and our own 
developed models are shown in Figure 4.  

In case of both libraries, the turbine is presented as a 
simple valve. That is why the turbine valve capacity 
together with the pipe roughness height should be set to 
similar or equivalent values. After some tuning of these 
variables for our in-house models, the results of the 
simulation fits the results from the Modelon Hydro 
Power Library reasonably well and are shown in Figure 
5: the pressure drop variations through the turbine are 
presented for different cases.  

From Figure 5, it is seen that the system with simple, 
inelastic penstock shows smother dynamics after the 
beginning of disturbance (at time after 30 sec.), while 
some small oscillation take part in the results for the in-
house elastic penstock model and using the Modelon 
Hydro Power Library. It should also be noted that the 
simulation time for the system with inelastic penstock is 
around one third of the two other models. 
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Figure 4. Block diagrams for hydropower system using 
Hydro Power Library (upper) and in-house library 
(lower).  

            
Figure 5. Validation of simulation results from own 
developed models (elastic and inelastic penstock) with 
Hydro Power Library. 

4.2 Comparison 

4.2.1 First simulation scenario 
With the rudimentary validation in the previous section, 
a more detailed comparison of models with different 
penstock complexities can be studied. Firstly, the 
simulation scenario with sudden and small closing of the 
turbine guide vane (valve) is considered. Here, the 
systems are being simulated for 2000 s and the 
disturbance is applied at 600 s, when the valve is closed 
by 5% within 1 s. The results of simulation of the 
inelastic and the compressible/elastic models are 
presented in Figure 6, where plots are zoomed and 
shows just the time interval around disturbance (550 – 
750 sec.)11. In this figure the comparison of the pressure 
drop through the turbine (upper plot) and volumetric 
flow rate on the turbine (lower plot) are given for both 

11 The disturbance is not applied earlier in order to reach 
the steady state for the systems. 

cases: systems with elastic and inelastic penstock 
models.  

We observe smoother dynamics after disturbance for 
the inelastic penstock for both pressure drop and 
volumetric flow rate in Figure 6, which is similar to the 
validation case. From a power production perspective, 
this difference looks insignificant and may be neglected 
for control purposes if we take into account that the 
simulation time for a system with elastic penstock 
model is 3 times longer. On the other hand, it may be 
extremely important to observe these pressure 
oscillations to avoid cavitation and wear and tear of the 
turbine. That is why the outlet turbine pressure is also 
presented (see Figure 7) in order to compare models 
with elastic and inelastic penstock from the perspective 
of the cavitation problem. 

          
Figure 6. Comparison of simulation results for the 
systems with elastic vs. inelastic penstock models. 

               
Figure 7. Comparison of the outlet turbine pressure for 
the systems with elastic vs. inelastic penstock models. 
Figure 7 shows the same smoother dynamics with the 
simple inelastic penstock model, but the amplitude of 
the first oscillation is slightly higher for the model with 
elastic penstock.   

4.2.2 Second simulation scenario 
It is of interest to check another simulation scenario to 
see the effect of the penstock model complexity: a 
system without surge tank, but with the same 
disturbance as in the previous case (5% turbine valve 
closing at time 600 s). The results of simulating this 
scenario is shown in Figure 8, where only the 
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comparison of the pressure drop through the turbine is 
presented; the volumetric flow rate through the turbine 
shows similar results as in the previous simulation. 

From Figure 8, it is seen that amplitudes of the first 
oscillation are different: in the system with inelastic 
penstock model the pressure drop rise higher after the 
disturbance than in the system with elastic penstock 
model. This difference can be related to the speed of 
increasing the pressure drop after disturbance: the 
pressure drop rises faster in the case with inelastic 
penstock model.  

               
Figure 8. Comparison of the simulation results for the 
systems without surge tank. 

It is also of interest, for these two penstock models, 
to see the difference at the outlet pressure from the 
turbine, which takes an important role in cavitation 
studies: due to the difference between the pressure drops 
through the turbine, here a point is to check from which 
side, inlet/outlet, of the turbine this difference was 
caused. Thus, this outlet turbine pressure is compared in 
Figure 9, where the simulation scenario is still the same 
(system without surge tank and 5% closing of the guide 
vane at time 600 s). Here, it is observed that the 
dynamics slightly differ between the system with elastic 
and inelastic penstock models, but the amplitude of the 
oscillation just after the disturbance is similar. This 
means that the inlet pressure to the turbine causes the 
difference in the turbine pressure drop.  

The wave propagation is taken into account in the 
system with elastic penstock model and that is why 
models take some longer time for the turbine pressure 
drop to reach the maximum amplitude of the first 
oscillation after the disturbance, while in the system 
with inelastic penstock model all variables change 
simultaneously through the whole system. This can be 
observed in Figure 10, where the volumetric flow rate 
through the conduit is compared for cases with elastic 
vs. inelastic penstock models. Here, the flow rate 
through the conduit for the system with inelastic 
penstock starts to decrease at the time (600 s) when the 
disturbance occurs, while around half a second is needed 
for the wave in the system with elastic penstock model 
to reach the conduit. 
 

              
Figure 9. Comparison of the outlet turbine pressure for 
the systems without surge tank. 

               
Figure 10. Comparison of the wave propagation in the 
systems with elastic vs. inelastic penstock models. 

4.2.3 Third simulation scenario 
In the last scenario, the effect of the wave propagation 
in the longest part of the hydropower system is studied. 
For this case, the elastic penstock model with 
compressible water is used for the conduit and the 
penstock units; the disturbance is the same as it was in 
the previous two scenarios. The simulations are done for 
both systems with (see Figure 11) and without (see 
Figure 12) surge tank and the turbine pressure drop is 
compared with the results for the previous two 
scenarios. It should be noted that the elastic model for 
the conduit is discretize with the same step length as for 
the penstock (60 m) and it leads to dramatic increasing 
of the simulation time, around 20-30 times. 

From Figure 11, it is seen that the results for all three 
cases look almost the same. The system with the elastic 
conduit shows slightly more oscillatory results, but in 
general, there are no difference in overall dynamics. On 
the other hand, the dynamics differ substantially for the 
system without surge tank; the case with elastic conduit 
give a rather different behavior, which can be seen in 
Figure 12. Here, the oscillations after the disturbance 
need more time to reach a new steady state (compared 
to two other cases) and the amplitude of the first 
oscillation for the elastic conduit case is lower than for 
systems with elastic or inelastic penstock models. 
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Figure 11. Comparison of the elastic conduit for the 
system with surge tank. 

The longer oscillation time for the system with elastic 
penstock and conduit models is caused by the water 
wave moving back and forth (up and down) through the 
whole system. This is actually one of the reasons of 
using the surge tank: to keep mass oscillations within the 
limits: the oscillations in the system with surge tanks are 
much smother and their amplitude variation is smaller. 

               
Figure 12. Comparison of the elastic conduit for the 
system without surge tank. 
It is also of interest to compare the behavior of the outlet 
turbine pressure for the elastic model of the conduit.  
Thus, the comparisons have been done for both systems 
with and without the surge tank and results are shown in 
Figure 13 and Figure 14. Both figures show that the 
model with both the elastic conduit and penstock 
behaves more oscillatory, and at the same time, reaches 
the maximum amplitude values similar to the model 
with just the elastic penstock.   

               
Figure 13. Comparison of the outlet turbine pressure for 
the systems with surge tank. 

               
Figure 14. Comparison of the outlet turbine pressure for 
the systems without surge tank. 

5 Discussion and conclusion 
In this paper, the comparison of different penstock 
models for modeling and simulation of a high head 
hydropower system has been explored. The Kurganov-
Petrova second order central upwind scheme has been 
implemented to discretize the more complicated 
penstock model with compressible water and elastic 
walls that is described by PDEs. This scheme has been 
implemented in Modelica and collected into an in-house 
library together with all other models for the 
hydropower elements. Then the models for simulating 
the hydropower system with different scenarios have 
been developed and simulated in OpenModelica. This 
in-house hydropower library has been validated with an 
already existing commercial Hydro Power Library. 

Based on three simulation scenarios, it can be 
concluded that the system with inelastic penstock model 
exhibits a somewhat simpler dynamics, but on the other 
hand it has an advantage in the simulation time which is 
only one third of the same system but just with elastic 
penstock model (discretized by KP scheme). It is also 
observed that the wave propagation, which is taken into 
account in the elastic penstock model, affects the 
system, in particular the one without a surge tank. This 
effect leads to longer oscillations but also a smaller 
amplitude just after the disturbance (system without the 
surge tank). Despite all these difference, the inelastic 
penstock model can perhaps be used for control design 
problems due to the simplicity of this model, being less 
time consuming for simulation and reasonably good 
accuracy. Clearly, a model based controller based on a 
simple model should be tested on a more rigorous 
model, and, if necessary, re-tuned in order to ensure 
good performance. For a more detailed and accurate 
design, the elastic penstock model could be used in the 
controller, due to better representation of the system 
dynamics, which is caused by including the speed of the 
wave propagation to the model. Even better dynamic 
representation of the system can be reached by using the 
elastic model for the conduit. Then the delay caused by 
the speed of the wave propagation leads to more 
dramatic changes in the system dynamics (well 
observed in Figure 12).  
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Finally, our limited experience indicates that the 
simpler model appears to cover the worst case due to 
higher amplitude of the oscillation just after disturbance, 
even though it does not show proper dynamics. The 
systems with elastic and inelastic models do not behave 
in the same way for the outlet turbine pressure, the 
amplitude of the first oscillation after disturbance can 
differ, and this can be extremely important for a 
cavitation study. 
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Abstract: Often, simulation tools use an empirical turbine model, typically based on look-up
tables for turbine efficiency. Such look-up tables can be based on dimensionless hill charts which
again require experimental data, or can be directly fitted to experimental data. Thus, empirical
models require extensive experiments on real turbines, and it is not straightforward to adapt
such models to other systems.
Instead of using an empirical model, it is of interest to use a simple mechanistic model based
on the Euler equations for the Francis turbine. Such a simple mechanistic model still holds
a number of design parameters which must be found. However, the design parameters have a
physical interpretation, and algorithmic design rules exist for choosing these parameters based
on information such as nominal water head and nominal flow rate for the hydropower plant. In
consequence, the use of such a mechanistic model enables simulation of hypothetical systems
with reasonable accuracy, without having to wait until the system is built.
This paper describes as the mechanistic model and a design algorithm for the Francis turbine.
The results of the design algorithm and model dynamics (shaft power and hydraulic efficiency)
are also compared to designs and turbine behaviors found from the commercial turbine design
software Alab. These comparisons show good fitting (using a least squares error method)
that leads to a good confidence in both the design algorithm, and the mechanistic model.
The dynamics comparison is done by simulating two different turbine descriptions using
OpenModelica and our in-house hydropower library.

Keywords: High head hydropower, Francis turbine, mechanistic model, design algorithm,
OpenModelica.

1. INTRODUCTION

1.1 Background

The possibility for modelling and simulating hydropower
systems as accurately as possible take an important role in
order to develop a control structure and to make efficient
analysis tools for testing a designed controller for stability
and performance in different operating regimes. The focus
is aimed at a high head hydropower system in this case,
due to its importance in Norway.

1.2 Previous work

The turbine is a vital part of the waterway, and this is
where the potential-kinetic energy of the water is con-
verted to power that drives the rotation of the aggregate
of the turbine and the generator. The generator then
produces electricity, which is delivered to the electric grid.
This paper extends previous work by presenting a simple
mechanistic model of a Francis turbine, Dixon and Hall
(2013), Lie (2017), Giosio et al. (2017), Splavska et al.
(2017) together with an algorithm for selecting model
parameters.

Gogstad (2012) and Eltvik (2013) have discussed a hy-
draulic design of the runner and guide vanes of existing
Francis turbines. The current study is mostly based on

research works of Brekke, and publications based on his
experience on developing and designing hydraulic turbines,
Brekke (2001).

A commercial Modelica library for hydropower system
exists (Hydro Power Library from Modelon AB 1 ), where
an empirical turbine model based on look-up tables for
turbine efficiency, is used. Some work on modeling a
waterway for the high head hydropower system using
OpenModelica has already been presented, Vytvytskyi
and Lie (2017).

1.3 Overview of paper

A presentation of the mechanistic Francis turbine model
is given together with a design algorithm for the Francis
turbine that enables simulation with limited information
about the turbine geometry as for existing and for hypo-
thetical hydropower systems. In addition, the mechanistic
turbine model is implemented in an in-house Modelica
library; this is an alternative approach compared to the
commercial Hydro Power Library, where an empirical tur-
bine model based on look-up tables is used.

The paper is structured as follows: Section 2 gives sys-
tem description of the typical Francis turbine, with case
studies. Section 3 includes formulation of the mechanistic
1 https://goo.gl/5bLdwC
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that leads to a good confidence in both the design algorithm, and the mechanistic model.
The dynamics comparison is done by simulating two different turbine descriptions using
OpenModelica and our in-house hydropower library.

Keywords: High head hydropower, Francis turbine, mechanistic model, design algorithm,
OpenModelica.

1. INTRODUCTION

1.1 Background

The possibility for modelling and simulating hydropower
systems as accurately as possible take an important role in
order to develop a control structure and to make efficient
analysis tools for testing a designed controller for stability
and performance in different operating regimes. The focus
is aimed at a high head hydropower system in this case,
due to its importance in Norway.

1.2 Previous work

The turbine is a vital part of the waterway, and this is
where the potential-kinetic energy of the water is con-
verted to power that drives the rotation of the aggregate
of the turbine and the generator. The generator then
produces electricity, which is delivered to the electric grid.
This paper extends previous work by presenting a simple
mechanistic model of a Francis turbine, Dixon and Hall
(2013), Lie (2017), Giosio et al. (2017), Splavska et al.
(2017) together with an algorithm for selecting model
parameters.

Gogstad (2012) and Eltvik (2013) have discussed a hy-
draulic design of the runner and guide vanes of existing
Francis turbines. The current study is mostly based on

research works of Brekke, and publications based on his
experience on developing and designing hydraulic turbines,
Brekke (2001).

A commercial Modelica library for hydropower system
exists (Hydro Power Library from Modelon AB 1 ), where
an empirical turbine model based on look-up tables for
turbine efficiency, is used. Some work on modeling a
waterway for the high head hydropower system using
OpenModelica has already been presented, Vytvytskyi
and Lie (2017).

1.3 Overview of paper

A presentation of the mechanistic Francis turbine model
is given together with a design algorithm for the Francis
turbine that enables simulation with limited information
about the turbine geometry as for existing and for hypo-
thetical hydropower systems. In addition, the mechanistic
turbine model is implemented in an in-house Modelica
library; this is an alternative approach compared to the
commercial Hydro Power Library, where an empirical tur-
bine model based on look-up tables is used.

The paper is structured as follows: Section 2 gives sys-
tem description of the typical Francis turbine, with case
studies. Section 3 includes formulation of the mechanistic
1 https://goo.gl/5bLdwC
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Fig. 1. Structure of the Francis turbine2.

turbine model. The presentation of the turbine design
algorithm together with turbine design results from the
commercial software Alab are presented in Section 4. Then
simulation with validation and tuning of the developed
model is described in Section 5. Finally, discussion and
conclusions are given in Section 6.

2. SYSTEM DESCRIPTION

2.1 Overview

A typical structure for the high head hydropower plant has
been described in Vytvytskyi and Lie (2017), where the
emphasis is on the waterway. A typical Francis turbine for
the high head hydropower plants is studied in the current
paper. This turbine is used for a wide range of height
differences (40 − 600m) and flow rates (10 − 700m3/s).
A common presentation of the Francis turbine is as shown
in Fig. 1 2 .

From Fig. 1 it is observed that water first flows into the
spiral case in order to make the flow rate approximately
the same for each opening pair of guide vanes. Then the
water flows through the controlled guide vanes – the guide
vanes steer the water at a certain angle towards the runner
blades. In the runner, the water proceeds through the
blades which leads to turbine rotation and leads to a
pressure drop through the runner. Then the water flows
out through the draft tube. The turbine is rotating around
an axis connected to a shaft which also holds the rotor of
the generator producing electricity to the power grid.

2.2 Geometry

In this paper, two cases are used for the mechanistic
turbine model study. Sundsbarm hydropower plant in
Telemark, Norway is one of the case studies, where ge-
ometry data have been published earlier, Vytvytskyi and
Lie (2017), and is presented in tables 1 and 2. Another
hydropower system with available data is artificial, Val̊amo
(2016), and the geometry data are in tables 3 and 4.

Vytvytskyi and Lie (2017) give all needed general opera-
tional parameters for simulations.

3. MODELING AND PARAMETRIZATION

The waterway models have been assembled in an in-house
Modelica library and used previously for the study of
2 https://goo.gl/VjUnrH

Table 1. The waterway geometry. Sundsbarm
plant, Vytvytskyi and Lie (2017)

Waterway
unit

Height
difference, [m]

Length,
[m]

Diameter,
[m]

Reservoir 48 – –
Intake race 23 6600 5.8
Penstock 428.5 600 3
Surge tank 120 140 3.4
Discharge 0.5 600 5.8
Tail water 5 – –

Table 2. The turbine nominal operational val-
ues. Sundsbarm plant, Vytvytskyi and Lie

(2017)

Turbine
type

Nominal
head, [m]

Nominal flow
rate, [m3/s]

Nominal
power, [MW]

Francis 460 24.3 104.4

Table 3. The waterway geometry. Artificial
plant, Val̊amo (2016)

Waterway
unit

Height
difference, [m]

Length,
[m]

Diameter,
[m]

Reservoir 48 – –
Intake race 15.5 3000 5
Penstock 133 300 4
Penstock 89 200 3
Surge tank 120 140 3.4
Discharge 0.5 600 5.8
Tail water 5 – –

Table 4. The turbine nominal operational val-
ues. Artificial plant, Val̊amo (2016)

Turbine
type

Nominal
head, [m]

Nominal flow
rate, [m3/s]

Nominal
power, [MW]

Francis 270 20.76 52.85

penstock model complexity, Vytvytskyi and Lie (2017).
This paper emphasizes the formulation of the Francis
turbine model and a design algorithm for this turbine.

3.1 Model presentation

Lie (2017) gives a mechanistic model for the Francis
turbine based on the Euler turbine equations. The key
quantities of the model are shown in Fig. 2, and the shaft
power Ẇs produced in the Francis turbine is defined as
follows:

Ẇs = ṁω
(
R1

V̇

A1
cotα1 −R2

(
ωR2 +

V̇

A2
cotβ2

))
. (1)

Here, ṁ and V̇ are the mass and volumetric flow rate
through the turbine, respectively, ω is the angular velocity
of the runner. R1 and R2 are the inlet and outlet radiuses
of the runner, respectively. A1 and A2 are the inlet
and outlet cross sectional areas, respectively, and can be
defined using runner dimensions: R1, R2, and w1 which is
the inlet width/height of the runner/blades. α1 is the inlet
guide vane angle that is given by a control signal. β2 is the
outlet blade angle.

The total work rate Ẇt removed through the turbine is:

Ẇt = Ẇs + Ẇft +∆pvV̇ . (2)
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Fig. 2. Key quantities in the Francis turbine model, with
blade angles β1 and β2. The water effluent comes out
from the paper plane, Lie (2017).

Here, ∆pv is the pressure loss across the guide vane due
to friction, and is often neglected. The total work rate
might be also formulated based on Bernoulli’s law: Ẇt =
∆ptrV̇ + 1

2ṁV̇ 2( 1
A2

0
− 1

A2
2
), from where the total pressure

loss across the turbine ∆ptr can be defined; A0 is the inlet
cross section area to the spiral case. Ẇft – the friction term
that represents various friction losses within the turbine is
calculated as follows:

Ẇft = kft,1V̇ (cot γ1 − cotβ1)
2

+kft,2V̇ cot2 α2 + kft,3V̇
2.

(3)

Here, kft,1, kft,2 and kft,3 are friction coefficients that
represent shock, whirl, and pipe friction losses, respec-
tively. These coefficients are tuning parameters for the
mechanistic Francis turbine model. β1 is the inlet blade
angle which in the nominal operation condition should be
equal to the angle of the relative velocity γ1 to achieve
an influent no-shock condition (the angle of the relative
velocity is define from: cot γ1 = cotα1− ωR1

V̇
A1). To satisfy

the no-whirl effluent condition, angle α2 should be equal
0. This angle is defined as cotα2 = cotβ2 +

ωR2

V̇ /A2
.

The efficiency of the turbine can be defined as follows:

η =
Ẇs

Ẇt

(4)

4. TURBINE DESIGN

4.1 Turbine design algorithm

Geometry parameters for the Francis turbine must be
found in order to use the mechanistic turbine model as
presented above. These parameters, such as blade angles or
runner dimensions can be found from design data. Usually,
for real (in use) turbines these data are unavailable due
to trade confidentiality. Thus it is of interest to develop
a design algorithm that can be used to define all the
geometry parameters. The structure of this algorithm is
shown in Fig. 3, where the input and output values for the
design algorithm are presented.

Fig. 3. Block diagram that describes the turbine design
algorithm (inputs and outputs).

Brekke (2001) presents a design algorithm for Francis
turbine. As input data for the calculation, nominal net
head Hn and volumetric flow rate V̇n are used. A possible
turbine design algorithm is as follows, ref. Fig. 2:

(1) Choose the outlet blade angle β2 and reference ve-
locity vω,2. These values are usually in the interval,
Gogstad (2012):

158◦ ≤ β2 ≤ 165◦

35m/s ≤ vω,2 ≤ 42m/s
(5)

Here, the outlet angle and reference velocity take
higher values for higher heads. Brekke (2001) suggests
that these values may be chosen as β2 = 162.5◦ and
vω,2 = 41m/s.

(2) Define the outlet runner cross section area A2 (radius
R2) and adjust it together with reference velocity vω,2

to the normal synchronous rotational speed.
First, the meridional velocity is defined as:

vr2 = − vω,2

cotβ2
, (6)

then outlet radius can be define from outlet cross
sectional area (A2 = πR2

2):

vr2 =
V̇

A2
⇒ R2 =

√
V̇

πvr2
(7)

Then the turbine rotational speed n [RPM] can be
calculated from the angular velocity (ω = πn

30 ):

vω,2 = ωR2 ⇒ n =
30vω,2

πR2
(8)

After this the turbine speed should be reduced to
the nearest synchronous speed (depends on number

of pole pairs p in the generator: n = 60f
p , where fre-

quency f is constant 50Hz) and then the outlet radius
with the reference velocity should be recalculated in
reverse order, using (8), (7) and (6).
Normally the information about the turbine rota-
tional speed is available, so the outlet runner ra-
dius and the reference velocity can be found directly
from (6), (7) and (8).

(3) Choosing the inlet runner dimension, inlet cross sec-
tion area A1 (radius R1 and width w1).
The inlet radius can be defined from the reference
velocity vω,1 as follows:

R1 =
vω,1

ω
=

30vω,1

πn
(9)

Here, the reference velocity can be chosen from the
range for reduced value vω,1 ∈ [0.7, 0.75], Eltvik
(2013), which is dimensionless and expressed as:

vω,1 =
vω,1√
2gH

(10)
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Fig. 2. Key quantities in the Francis turbine model, with
blade angles β1 and β2. The water effluent comes out
from the paper plane, Lie (2017).

Here, ∆pv is the pressure loss across the guide vane due
to friction, and is often neglected. The total work rate
might be also formulated based on Bernoulli’s law: Ẇt =
∆ptrV̇ + 1

2ṁV̇ 2( 1
A2

0
− 1

A2
2
), from where the total pressure

loss across the turbine ∆ptr can be defined; A0 is the inlet
cross section area to the spiral case. Ẇft – the friction term
that represents various friction losses within the turbine is
calculated as follows:

Ẇft = kft,1V̇ (cot γ1 − cotβ1)
2

+kft,2V̇ cot2 α2 + kft,3V̇
2.

(3)

Here, kft,1, kft,2 and kft,3 are friction coefficients that
represent shock, whirl, and pipe friction losses, respec-
tively. These coefficients are tuning parameters for the
mechanistic Francis turbine model. β1 is the inlet blade
angle which in the nominal operation condition should be
equal to the angle of the relative velocity γ1 to achieve
an influent no-shock condition (the angle of the relative
velocity is define from: cot γ1 = cotα1− ωR1

V̇
A1). To satisfy

the no-whirl effluent condition, angle α2 should be equal
0. This angle is defined as cotα2 = cotβ2 +

ωR2

V̇ /A2
.

The efficiency of the turbine can be defined as follows:

η =
Ẇs

Ẇt

(4)

4. TURBINE DESIGN

4.1 Turbine design algorithm

Geometry parameters for the Francis turbine must be
found in order to use the mechanistic turbine model as
presented above. These parameters, such as blade angles or
runner dimensions can be found from design data. Usually,
for real (in use) turbines these data are unavailable due
to trade confidentiality. Thus it is of interest to develop
a design algorithm that can be used to define all the
geometry parameters. The structure of this algorithm is
shown in Fig. 3, where the input and output values for the
design algorithm are presented.

Fig. 3. Block diagram that describes the turbine design
algorithm (inputs and outputs).

Brekke (2001) presents a design algorithm for Francis
turbine. As input data for the calculation, nominal net
head Hn and volumetric flow rate V̇n are used. A possible
turbine design algorithm is as follows, ref. Fig. 2:

(1) Choose the outlet blade angle β2 and reference ve-
locity vω,2. These values are usually in the interval,
Gogstad (2012):

158◦ ≤ β2 ≤ 165◦

35m/s ≤ vω,2 ≤ 42m/s
(5)

Here, the outlet angle and reference velocity take
higher values for higher heads. Brekke (2001) suggests
that these values may be chosen as β2 = 162.5◦ and
vω,2 = 41m/s.

(2) Define the outlet runner cross section area A2 (radius
R2) and adjust it together with reference velocity vω,2

to the normal synchronous rotational speed.
First, the meridional velocity is defined as:

vr2 = − vω,2

cotβ2
, (6)

then outlet radius can be define from outlet cross
sectional area (A2 = πR2

2):

vr2 =
V̇

A2
⇒ R2 =

√
V̇

πvr2
(7)

Then the turbine rotational speed n [RPM] can be
calculated from the angular velocity (ω = πn

30 ):

vω,2 = ωR2 ⇒ n =
30vω,2

πR2
(8)

After this the turbine speed should be reduced to
the nearest synchronous speed (depends on number

of pole pairs p in the generator: n = 60f
p , where fre-

quency f is constant 50Hz) and then the outlet radius
with the reference velocity should be recalculated in
reverse order, using (8), (7) and (6).
Normally the information about the turbine rota-
tional speed is available, so the outlet runner ra-
dius and the reference velocity can be found directly
from (6), (7) and (8).

(3) Choosing the inlet runner dimension, inlet cross sec-
tion area A1 (radius R1 and width w1).
The inlet radius can be defined from the reference
velocity vω,1 as follows:

R1 =
vω,1

ω
=

30vω,1

πn
(9)

Here, the reference velocity can be chosen from the
range for reduced value vω,1 ∈ [0.7, 0.75], Eltvik
(2013), which is dimensionless and expressed as:

vω,1 =
vω,1√
2gH

(10)
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Fig. 4. The turbine efficiency and power curves in respect
to the turbine volumetric flow (Alab design results).

From Brekke (2001) it is common to use vω,1 = 0.725.
Regularly, an acceleration of the flow through the
runner is desirable, in order to avoid back flow in the
runner. That is why the outlet meridional velocity
can be chosen approximately ten percent higher than
inlet.

vr2 = 1.1vr1 (11)

Then the inlet runner width w1 can be calculated
from the inlet cross sectional area (A1 = 2πR1w1):

vr1 =
V̇

A1
⇒ w1 =

V̇

2πR1vr1
(12)

Here, it should be noted that the blade thickness
could be included for improving calculation of the
inlet cross section area, e.g., 10% of the perimeter,
Brekke (2001).

(4) The inlet blade angle β1 can be found as follows:

tan (180◦ − β1) =
vr1

vω,1 − vt1
(13)

Here, vt1 is the tangential velocity and can be defined
from dimensionless value vt1 = 0.48/vω,1, using (10)
to convert from dimensionless value, Brekke (2001).

4.2 Alab design

In order to validate the Francis turbine model and the
turbine design algorithm, commercial software Alab 3 is
used. Alab is a tool for hydraulic design of power plants
with all possible units, including a turbine design module
for various turbine types.

Using the values of the turbine nominal operational regime
for the case studies (as mentioned in Fig. 3), the Francis
turbines have been designed in Alab, where all possible
geometry information are provided together with data in
a table form for the turbine flow rate, efficiency, and power.
These data can be used to compute the turbine efficiency
and power curves with respect to the turbine volumetric
flow as shown in Fig. 4. It should be noted that the
turbine efficiency from Alab is not dynamic, but is found
by simply dividing the shaft power by the nominal total
work: ηt = Ẇs/Ẇ

n
t , where Ẇn

t = ρgHnV̇ and Hn is the
nominal static net head of the system.

3 https://goo.gl/mYDHFx

4.3 Turbine parameters (design results)

Following the turbine design algorithm, the geometry
parameters of the Francis turbine have been calculated
for the two case studies. The results are shown in tables 5
and 6, where the parameters from Alab are presented as
well.

Table 5. Turbine geometry parameters for the
Sundsbarm hydropower plant

Design β2, [◦] R2, [m] R1, [m] w1, [m] β1, [◦]

Algorithm 162.5 0.777 1.32 0.25 117.15
Alab 162.4 0.775 1.32 0.2 109.23

Table 6. Turbine geometry parameters for the
artificial hydropower plant

Design β2, [◦] R2, [m] R1, [m] w1, [m] β1, [◦]

Algorithm 162.5 0.737 1.01 0.3 111
Alab 163.2 0.773 1.01 0.26 109.98

The calculated parameters for both case studies look
similar when comparing the turbine design algorithm and
the results from the Alab software. Some differences are
observed for the inlet runner width w1 and blade β1; this
may be caused by a different philosophy for blade shape
mentioned by Brekke (2001), where the outlet meridional
velocity is chosen 10% higher than the inlet, which is an
opposite to the strategy in the Alab software calculation 4 ;
Alab suggests the outlet meridional velocity is 10% lower.

5. SIMULATION

For two case studies, the whole hydropower plants are
simulated with geometries that are given in tables 1 and 3
in order to get dynamic results of the Francis turbine
behavior. All simulations are done in OpenModelica using
a Python API, Lie et al. (2016), where the wider range of
possibilities for plotting, analysis and optimization exist
(using Python packages numpy, matplotlib, and scipy).

It is of interest to tune the Francis turbine model for both
case studies in order to get turbine efficiency and shaft
power curves comparable to Alab results. The simulations
of the Francis turbine model are done both for the turbine
geometries given from Alab and the design algorithm.
However, the model fitting is done just for the mechanistic
turbine model with the Alab designed geometry parame-
ters.

First, the mechanistic turbine model for both cases have
been tuned manually (changing the friction term coeffi-
cients). Then, in order to improve the manually tuned
parameters, a further tuning is performed using a least
squares error (LSE) method, which is simply an optimiza-
tion problem for minimizing the sum of squared errors be-
tween the model results and reference values. In this case,
the turbine shaft power is compared to the mechanistic
model and Alab results. Optimal values for the friction
term coefficients can be found with this method using the
manually fitted results as initial values. The least squares
error method is easily implemented using function leastsq
from the Python package scipy.optimize.

4 https://goo.gl/UJikNj
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Fig. 5. The turbine shaft power (upper) and efficiency
(lower) curves from the mechanistic model tuned by
LSE method and designed in Alab (Sundsbarm case:
kft,1 = 7.1 · 105, kft,2 = 1, kft,3 = 1.57 · 104).

Sundsbarm case: The set of simulations have been done
in order to get the turbine shaft power and efficiency curves
(changing the turbine guide vane opening in order to vary
the turbine volumetric flow rate). Then these curves have
been compared with relevant ones from Alab (the turbine
efficiency has been calculated in the same way as it is done
in Alab).

After this, the mechanistic model for the Sundsbarm study
with the turbine geometry data from the Alab software has
been fitted with the least squares method. After the LSE
tuning of the mechanistic model, the objective function
(sum of squares error) has been reduced by 20% (from
64.73 to 51.90). The results of the tuned Francis turbine
model are shown in Fig. 5 (upper plot) for the turbine
shaft power, where the tuned values of the friction term
coefficients are given in the figure caption. The results for
the turbine efficiency are also presented in Fig. 5 (lower
plot).

The friction term variations with turbine flow rate are
shown in Fig. 6 to better understand their effect on the
turbine efficiency and shaft power. This figure shows how
the terms affect the friction loss in the turbine depending
on the volumetric flow rate.

Artificial plant case: The same manual tuning of the
mechanistic Francis turbine model has been done for the
second case study. After that the least squares fitting of the
mechanistic Francis turbine model with turbine geometry
data from the Alab software has been performed. Here,
the sum of squares error has been reduced by 52% (from
45.34 to 21.65). The results of the turbine shaft power
and efficiency from the LSE tuned mechanistic model are
presented in Fig. 7 upper and lower plots, respectively. The
tuned values of the friction term coefficients for the second
case study are also given in the figure caption.

Here, as with the Sundsbarm study, the curves of the
turbine shaft power from the mechanistic model fit well

Fig. 6. Simulation results for the turbine friction terms
variations in respect to the turbine flow rate (Francis
turbine model with Alab designed geometry parame-
ters).

Fig. 7. The turbine shaft power from the mechanistic
model tuned by LSE method and designed in Alab
(Val̊amo’s case: kft,1 = 1.3·105, kft,2 = 0, kft,3 = 4.4·
103).

the curve designed in Alab (see upper plots Fig. 5 and 7).
At the same time, the turbine efficiency curves show a
bit bigger deviation from the Alab results (see lower plots
Fig. 5 and 7).

For both case studies, the variation between the efficiency
curves from the mechanistic Francis turbine model and
Alab software may be caused by differences in the design
or efficiency calculation and terms that affect it (friction
terms). That is why the turbine shaft power looks better
than the turbine efficiency when comparing the fitting of
the model.

6. DISCUSSION AND CONCLUSIONS

To this end, the Francis turbine model based on Euler
equations given in Lie (2017) has been presented. In
order to simulate this mechanistic model, a set of turbine
geometry data for parametrization is needed. To handle
this, the turbine design algorithm that can calculate the
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Fig. 5. The turbine shaft power (upper) and efficiency
(lower) curves from the mechanistic model tuned by
LSE method and designed in Alab (Sundsbarm case:
kft,1 = 7.1 · 105, kft,2 = 1, kft,3 = 1.57 · 104).

Sundsbarm case: The set of simulations have been done
in order to get the turbine shaft power and efficiency curves
(changing the turbine guide vane opening in order to vary
the turbine volumetric flow rate). Then these curves have
been compared with relevant ones from Alab (the turbine
efficiency has been calculated in the same way as it is done
in Alab).

After this, the mechanistic model for the Sundsbarm study
with the turbine geometry data from the Alab software has
been fitted with the least squares method. After the LSE
tuning of the mechanistic model, the objective function
(sum of squares error) has been reduced by 20% (from
64.73 to 51.90). The results of the tuned Francis turbine
model are shown in Fig. 5 (upper plot) for the turbine
shaft power, where the tuned values of the friction term
coefficients are given in the figure caption. The results for
the turbine efficiency are also presented in Fig. 5 (lower
plot).

The friction term variations with turbine flow rate are
shown in Fig. 6 to better understand their effect on the
turbine efficiency and shaft power. This figure shows how
the terms affect the friction loss in the turbine depending
on the volumetric flow rate.

Artificial plant case: The same manual tuning of the
mechanistic Francis turbine model has been done for the
second case study. After that the least squares fitting of the
mechanistic Francis turbine model with turbine geometry
data from the Alab software has been performed. Here,
the sum of squares error has been reduced by 52% (from
45.34 to 21.65). The results of the turbine shaft power
and efficiency from the LSE tuned mechanistic model are
presented in Fig. 7 upper and lower plots, respectively. The
tuned values of the friction term coefficients for the second
case study are also given in the figure caption.

Here, as with the Sundsbarm study, the curves of the
turbine shaft power from the mechanistic model fit well

Fig. 6. Simulation results for the turbine friction terms
variations in respect to the turbine flow rate (Francis
turbine model with Alab designed geometry parame-
ters).

Fig. 7. The turbine shaft power from the mechanistic
model tuned by LSE method and designed in Alab
(Val̊amo’s case: kft,1 = 1.3·105, kft,2 = 0, kft,3 = 4.4·
103).

the curve designed in Alab (see upper plots Fig. 5 and 7).
At the same time, the turbine efficiency curves show a
bit bigger deviation from the Alab results (see lower plots
Fig. 5 and 7).

For both case studies, the variation between the efficiency
curves from the mechanistic Francis turbine model and
Alab software may be caused by differences in the design
or efficiency calculation and terms that affect it (friction
terms). That is why the turbine shaft power looks better
than the turbine efficiency when comparing the fitting of
the model.

6. DISCUSSION AND CONCLUSIONS

To this end, the Francis turbine model based on Euler
equations given in Lie (2017) has been presented. In
order to simulate this mechanistic model, a set of turbine
geometry data for parametrization is needed. To handle
this, the turbine design algorithm that can calculate the
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geometry base on the nominal turbine parameters such as
net head, flow rate and power production has been also
proposed.

The turbine design algorithm shows reasonable results of
the turbine geometry parameters in comparison to the
results from the Alab software. There is a small difference
in the inlet runner width and blade, which is caused
by a different philosophy of blade shape – the runner
cross section area increases from inlet to outlet by 10%
for the Alab software, while it is the opposite for the
design algorithm. However, these contrasts in the designed
geometry are actually minor and the design algorithm can
be used for defining all the geometry parameters for the
mechanistic Francis turbine model. Exceptions are for the
friction term coefficients that should be further studied in
order to develop an algorithm for their calculation with
respect to the turbine nominal operational values.

The presented Francis turbine model shows good results
that fit the Alab model quite well, especially for the turbine
shaft power. There is some deviation in the turbine effi-
ciency curves for both case studies, which may be caused
by differences in the design or efficiency and friction terms
calculation. The Alab tool does not include the whole
hydropower system dynamics for the calculation, while
the mechanistic turbine model uses the system dynamics
(use the real/dynamic net head of the system instead
of the nominal static head). As mentioned, for better
comparison, the turbine efficiency from the mechanistic
model has been calculated in the same way as it is done in
Alab. However, the simulations have been done with the
whole hydropower plants (dynamic systems) that probably
has lead to the deviation in the turbine efficiency curves.
Nevertheless, this Francis turbine model can be further
used for different studies of the high head hydropower
system.
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Abstract
Even though almost all processes in the real world are de-
scribed by nonlinear models, nonlinear theory for analysis
of these models is far less developed than the theory for
linear models. Therefore model linearization is important
in order to make efficient analysis tools for these models.

This paper describes the possibility of automatic lin-
earization in Python for a hydropower system modeled in
OpenModelica using our in-house hydropower Modelica
library OpenHPL. Linearization is made using a Python
API. Simple uses of the linearized model for analysis and
synthesis are indicated.
Keywords: linearization, hydropower, Python API, Open-
Modelica

1 Introduction
1.1 Background
A transition towards more renewable energy sources is
currently taking place in Europe and all over the world.
This situation leads to increase in the use of flexible hy-
dropower plants to compensate the highly changing pro-
duction from intermittent energy sources such as wind and
solar irradiation. A high head hydropower system is con-
sidered for this study, because it takes up the main part of
all hydropower plants in Norway.

The possibility for modelling and simulating this hy-
dropower system takes an important role in order to make
efficient analysis tools for testing a designed controller for
stability and performance in different operating regimes.
One of such analysis tools can provide automatic lin-
earization; an approximate linear model allows for the use
of linear theory for analysis and synthesis which is much
better developed than nonlinear theory.

1.2 Previous Work
Basic mathematics and control theory needed to model,
analyze, and design feedback systems are provided in (As-
tröm and Murray, 2010). Based on these methods, the lin-
earized hydropower model can be further tested and an-
alyzed for control purposes using a Python1 package —
python-control (The Python Control Systems Library)2.

1https://www.python.org
2https://goo.gl/MtbYtf

python-control is a Python module, where basic opera-
tions for analysis and design of feedback control systems
are implemented.

A Python API3 for OpenModelica4 already exists that
provides possibilities for controlling simulations of the
OpenModelica models via Python (Lie et al., 2016).
Python in turn gives much wider possibilities for plotting,
analysis, and optimization (e.g., using Python packages
matplotlib, numpy, scipy, etc.).

Some work on modeling a waterway for the high head
hydropower system together with a generator, the Fran-
cis turbine, and a governor, has already been done using
OpenModelica (Vytvytskyi and Lie, 2017, 2018). Unit
models have been assembled in our in-house Modelica5

library OpenHPL6.

1.3 Overview of Paper
In this paper, the main contribution is investigation of how
modern computer tools can make the workflow of anal-
ysis and design, including linearization and linear con-
trol analysis/design. This is the first paper that demon-
strates how linearization can be done using the Python API
for “non-academic” hydropower models of different com-
plexity. Model implementation is done in OpenModelica
using the OpenHPL library.

The paper is structured as follows: Section 2 gives a
system description of a high head hydropower system.
Section 3 gives an overview of the modeling tools and a
presentation of the hydropower model. Then automatic
linearization and a simple PI controller design are de-
scribed in Sections 4 and 5. Finally, discussion and con-
clusions are given in Section 6.

2 System Description
High head plants typically collect and store water in reser-
voirs in mountains, with tunnels leading the relatively
small flow of water down a considerable height differ-
ence to the aggregated turbine and generator. The electric-
ity, produced by the generator, is then transferred through
power lines to consumers. A typical structure for the high

3https://goo.gl/Qyjqq2
4https://openmodelica.org
5https://www.modelica.org
6Open Hydro Power Library is developed by the first author within

his PhD study.
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head hydropower plant is depicted in Figure 1 (Vytvytskyi
and Lie, 2017).

For simulations in this paper, the data from the Sunds-
barm hydropower plant in Telemark, Norway is used with
data provided in (Winkler et al., 2011), see Table 1 and 2.

Table 1. The waterway geometry of Sundsbarm hydropower
plant.

Waterway
unit

Height
difference, m

Length, m Diameter, m

Reservoir 48 — —
Conduit 23 6600 5.8
Penstock 428.5 600 3
Surge tank 120 140 3.4
Discharge
race

0.5 600 5.8

Tail water 5 — —

Table 2. The turbine geometry of Sundsbarm hydropower plant.

Turbine
type

Nominal
head, m

Nominal flow
rate, m3/s

Nominal
power, MW

Francis 460 24.3 104.4

3 Modeling
3.1 Modeling Tools
All modeling is done in OpenModelica, which is an open-
source Modelica-based modeling and simulation environ-
ment intended for industrial and academic usage7.

For modeling the hydropower system, library
OpenHPL is used. This is an in-house hydropower
library, where different parts of the waterway compo-
nents, such as reservoir, conduit, surge tank and turbine,
have been assembled. In this library, different waterway
components of the hydropower system are described by
both mass and momentum balance, and could include
compressible/incompressible water or elastic/inelastic
pipe walls. A better overview of the mathematical models
and methods used in this library is giving in (Vytvytskyi
and Lie, 2017; Splavska et al., 2017).

In addition, our hydropower library can also be con-
nected with other open source Modelica libraries such
as OpenIPSL8 (Open-Instance Power System Library),
where a much wider variety of power system components
are presented. Together, the OpenHPL and OpenIPSL li-
braries give a possibility to develop a model for the whole
hydropower system that starts from the water in the reser-
voir and ends with the different electrical loads. Lineariza-
tion also works for more complex/detailed models than

7Some tutorials exist for Modelica — http://book.xogeny.
com, and OpenModelica — https://goo.gl/76274H

8http://openipsl.readthedocs.io/en/latest

used here (e.g., a model for the whole hydropower sys-
tem), but space limitations restrict our presentation to sim-
pler cases.

3.2 Model Presentation
In this study, two cases of complexity for this system are
considered:

1. Simplified system with incompressible water and in-
elastic pipe.

2. More complex system that includes water compress-
ibility and pipe shell elasticity in the penstock.

Both these cases are straightforward to implement in
OpenModelica using the OpenHPL library. A block di-
agram that is relevant for both cases of the hydropower
system is presented in Figure 2. For simplicity, the wa-
ter levels in reservoir and tail water are considered to be
constant.

In both cases, the model has one input — turbine gate
opening — utr, and one output — turbine volumetric flow
rate — V̇tr.

4 Linearization
4.1 Overview
The Python API (Lie et al., 2016) provides a lineariza-
tion function that allows approximation of nonlinear DAE
models in OpenModelica to linear state space models in
Python.

First, the Modelica model is instantiated in Python us-
ing the OMPython package and the following command:

hps_s=ModelicaSystem("OpenHPL.mo","
OpenHPL.Tests.HPLiniarization","
Modelica") // for simpler model

hps_kp=ModelicaSystem("OpenHPL.mo","
OpenHPL.Tests.HPLiniarizationKP","
Modelica") // for complex model

After this, the input signal and simulation options are
set in Python for the simulation. Before linearization, the
model parameters are set to steady state values. Automatic
linearization is done from Python, where the matrices for
the general state-space representation of a linear system
are given using the following command:

As,Bs,Cs,Ds = hps_s.linearize() // for
simpler model

Akp,Bkp,Ckp,Dkp = hps_kp.linearize() // for
complex model

4.2 Simple Model
First, the simple hydropower model is linearized. Through
linearization, the state-space matrices A, B, C and D are
generated:
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Figure 1. Structure of the high head hydropower plant.

Figure 2. Model of the hydropower system.

A =

−4.4 3.4 ·10−4 7.7 ·10−6

4.2 −4.0 ·10−3 −1.1 ·10−5

0.0 997 0.0

 (1)

B =

 110.45
−106.62

0.0

 (2)

C =
[
1.0 0.0 0.0

]
(3)

D =
[
0.0
]

(4)

Information about the state, input and output vari-
ables and their order for the linearized simple model can
checked in Python using the following commands:
hps_s.getLinearInputs() // for inputs
hps_s.getLinearOutputs() // for outputs
hps_s.getLinearStates() // for states

As mentioned above, this model has one input u = utr
and one output y = V̇tr. The linearization algorithm gives

a state vector with 3 elements: x = [V̇p,V̇s,ms]
T . Here, V̇p

and V̇s are the volumetric flow rates in the penstock and
surge tank respectively, ms is the water mass in the surge
tank. The linearization algorithm has actually considered
two more states (the water masses in the reservoir and tail
water). However, due to assumption of the constant water
level in those compartments, their rows in the A matrix are
zero vectors and can be neglected.

As seen, for this simpler case the linear model is of
low order. It is also known that the system is asymptoti-
cally stable if all eigenvalues of the A matrix have negative
real parts. Using the following command from the numpy
package, we find the eigenvalues:

linalg.eig(As)

The eigenvalues of A matrix are as follows:
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eig(A) =

 −4.367
−0.003+0.06 j
−0.003−0.06 j

 (5)

4.3 Complex Model
Next, the more complex hydropower model has been lin-
earized in the same way as was presented for the simpler
case. The state-space matrices are presented below in sim-
plified form due to their shape:

A =

4.17 . . . 0.0
...

. . .
...

0.0 . . . 0.0

 ∈ R22×22 (6)

B =

0.0
...

0.0

 ∈ R22×1 (7)

C =
[
0.0 . . . 0.0

]
∈ R1×22 (8)

D =
[
0.036

]
(9)

The inputs, outputs and states for the linearized com-
plex model are also provided using the following com-
mands:
hps_kp.getLinearInputs() // for inputs
hps_kp.getLinearOutputs() // for outputs
hps_kp.getLinearStates() // for states

The input and output are the same as for the sim-
pler case. However in this case, the model consists
of 22 states that make it more space demanding, x =
[ṁp,i, pp,i,V̇s,ms]

T . Here, two states are also relevant for
the surge tank: the volumetric flow rate, V̇s, and the water
mass, ms. On the other hand, the penstock now is de-
scribed by 20 equations — 10 for the mass flow rate —
ṁp,i) and 10 for the pressure — pp,i (here, i is a cell num-
ber in range from 1 to n, where n is a number of discretiza-
tion points of the penstock). This is due to using the Finite
Volume method for the discretization of the more complex
model with compressible water and elastic pipe walls (the
penstock is divided in ten cells here).

In the same way as it was done for the previous simpler
case, the eigenvalue analysis of A matrix could be per-
formed. We found that this more complex system is also
asymptotically stable.

4.4 Bode Plot Comparison
After the hydropower model has been linearized and the
(A,B,C,D) matrices for the general state-space represen-
tation are defined for the two cases, some further analysis
for the linearized system might be done. For control pur-
poses, the frequency response of a system (Bode plot) can
be interesting.

To plot this frequency response, the following com-
mands from the python-control package in Python can be
used:

sys = ss(A,B,C,D)
mag, phase, omega = bode_plot(sys, dB=True)

As an alternative, the transfer function H(s) of the sys-
tem could be found from:

H(s) =C(sI−A)−1B+D (10)

Here, s is the Laplace operator and for the frequency
response, define s = jω , where ω is frequency in radians.
After this, the Bode plot for the linearized hydropower
system can be plotted. The Bode diagram for the two cases
of the linearized hydropower model are shown in Figure 3.

Figure 3. Comparison of Bode plot for two cases of the hy-
dropower system.

5 Design of PI Controller
Using the python-control package in Python, a simple PI
controller for the linearized hydropower models could be
designed and tuned.

First, the step response of the control signal for the lin-
earized hydropower model is found for the two cases, us-
ing the following command:

sys_s = ss(As,Bs,Cs,Ds) // simple system
youts, Ts = step(sys_s)
sys_kp = ss(Akp,Bkp,Ckp,Dkp) // complex

system
youtkp, Tkp = step(sys_kp)

The results of the control signal step response for both
the simple and the complex linearized models are shown
in Figure 4.

After this, a PI controller Cr(s) =
Kps+Ki

s is tuned.
Then, the controller transfer function is defined in

Python using the control package and connected to the
hydropower system via feedback using the following com-
mands:

CrPI = tf([[[Kp, Ki]]],[[[1., 0.]]])
Trs = feedback(sys_s*CrPI,1)
youts, Ts = step(Trs)
Trkp = feedback(sys_kp*CrPI,1)
youtkp, Tkp = step(Trkp)
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Figure 4. Comparison of the step response for the simple and
complex linearized models.

The results of the step response for the reference value
for the PI controller that control the hydropower system
for the two cases are shown in Figure 5 and Figure 6. For
the two cases, the step response is done for two sets of
controller parameters.

Figure 5. Step response for the simpler model with PI controller.

Finally, the designed and tuned PI control could be
checked on the original (nonlinear) hydropower model in
OpenModelica. The results of the step test for the output
and input are shown in Figure 7 — for the simpler case
and Figure 8 — for the more complex case.

6 Discussion and Conclusions
The possibility of automatic linearization of OpenModel-
ica models through Python using the Python API has been
presented in this paper.

Two cases with different model complexity for the hy-
dropower system have been linearized in order to show
the linearization capability of the Python API. Despite the
model complexity, the linearization algorithm finds the
state space matrices A, B, C, D.

After linearization, linear theory could be further used
for the model analysis and synthesis. Examples of analysis
has been presented by creating a Bode plot and designing

Figure 6. Step response for the complex model with PI con-
troller.

Figure 7. Step test for the nonlinear hydropower model, simpler
case.

a simple PI controller, using the already exist packages in
Python (numpy or python-control). The Bode diagram has
been plotted for two cases of the hydropower system in
order to show the frequency response of the models. Then
the possibility of PI controller design has been shown for
the two cases. The designed PI controller has also been
tested for the original (nonlinear) models in OpenModel-
ica.

Besides the presented examples of linear analysis,
many more other possibilities for analysis and synthesis
of the linearized model might be used, such as sensitivity
or stability analyses, etc.
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Abstract

Water flow and pressure measurements play essential roles in the operation of hydropower plants. For all methods of
measuring flow and pressure, there is a level of uncertainty with regards to sensor noise and sensor failure. In addition,
measurements in key locations are hard to obtain. A combination of measurements with a mathematical model of a
hydropower plant can be used to improve information about and operation of the hydropower system.

This paper describes the possibility of using nonlinear estimators such as Ensemble or Unscented Kalman filters
in order to estimate the states of the hydropower system based on water flow and/or pressure measurements. The
implementation of the estimators is done in Python using a Python API for operating OpenModelica simulations,
where the hydropower system is modeled using an in-house hydropower Modelica library — OpenHPL.

Keywords: Nonlinear state estimation, modelling, hydropower, OpenModelica.

1. Introduction

1.1. Background

A transition towards more renewable energy sources
is currently taking place in Europe and elsewhere. This
situation leads to an increase in the use of flexible
hydropower plants to compensate for the profoundly
changing production from intermittent energy sources
such as wind and solar irradiation. For this reason, the
maintenance and optimal management of existing hy-
dropower plants has become a crucial task.

Optimal operation strongly depends on accurate
knowledge and monitoring of the ongoing processes via
measuring critical quantities of a hydropower system.
However, in many cases, some of these quantities of in-
terest cannot be directly measured. Therefore, it is of
interest to consider a combination of available measure-
ments with a mathematical model to estimate the needed
quantities and improve the quality of information in hy-
dropower plants.

Popular state estimation methods include the Kalman
filter (KF) with a wide range of extensions that apply de-
pending on model type, computational effort, etc. Due
to nonlinearities in the hydropower model, nonlinear
types of KF such as Unscented (UKF) and Ensemble
(EnKF) Kalman filters are considered in this study. The
classical nonlinear estimator, the Extended Kalman fil-

ter (EKF), is widely used, too. However, the EKF as-
sumes the existence of the model state Jacobian, and
has relatively poor accuracy due to the linear approxi-
mation used in the Kalman gain computation. On the
other hand, the UKF and EnKF take more advantage of
the nonlinear model in the Kalman gain computation,
and theoretically leads to better performances.

1.2. Previous work

Modern state estimation theory appeared in the mid-
dle of the 20th century, and since then the data assimi-
lation idea has spread to almost all areas of engineering
and science. The basic presentation of a variety of state
estimation techniques (standard KF, EKF, UKF, etc.) for
a general system is provided in Simon (2006); Julier and
Uhlmann (1997). The EnKF is a technique for state and
parameter estimation, Evensen (2009). An implemen-
tation of the UKF to estimate states of a hydropower
plant that balances the uncertainty in pressure measure-
ments, has been demonstrated in Zhou and Glemmes-
tad (2012). The use of the EnKF to predict runoff or
groundwater flow for hydrology models that are slightly
related to hydropower systems is given in Zou et al.
(2017) and Shi et al. (2012).

State estimation is traditionally used with mechanis-
tic models. However, state estimation can also be used
with data driven models, e.g., artificial neural networks
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(ANN). See, e.g., Murphy (2012); Farrell and Poly-
carpou (2006). An application of ANN for estimation
of hydropower plant water inflow is provided in, e.g.,
Stokelj and Golob (2000); Sacchi et al. (2007). How-
ever, data driven models provide a physical interpre-
tation only for the inputs and outputs of the system,
while for mechanistic models, internal states and aux-
iliary variables also have a physical interpretation. This
means that with a mechanistic model, it is possible to
find internal quantities in the system with some cer-
tainty. In data driven models, internal quantities have no
physical interpretation unless they are calibrated during
an extended and complex experimental phase.

Vytvytskyi and Lie (2017, 2018) discuss work on
modeling a waterway for high head hydropower sys-
tems together with a generator, the Francis turbine,
and a governor using OpenModelica1. Unit models
have been assembled in our in-house Modelica2 library
OpenHPL.

A Python API3 for OpenModelica already exists
which provides possibilities for controlling simulations
of the OpenModelica models via Python4, Lie et al.
(2016). Python in turn, gives much broader possibili-
ties for plotting, analysis, and optimization compared to
what is possible in OpenModelica.

1.3. Overview of paper
The main contribution of this paper is an investigation

of the possibility of state estimation for a hydropower
system using nonlinear Kalman filters. Model imple-
mentation is done in OpenModelica using the OpenHPL
library. The estimators are implemented in Python and
use the Python API for OpenModelica.

The paper is structured as follows: Section 2 gives
a description of the hydropower system. Details of
the Ensemble and Unscented Kalman filters are pre-
sented in Section 3. Section 4 gives an overview of the
OpenHPL library and a presentation of the hydropower
model. The results of combining the measurements and
models for the hydropower system are described in Sec-
tions 5. Finally, discussion and conclusions are given in
Section 6.

2. System description

A high head hydropower system is considered for this
study, due to its significance in Norway. High head

1https://openmodelica.org
2https://www.modelica.org
3https://goo.gl/Qyjqq2
4https://www.python.org

hydropower systems are also more useful for compen-
sating intermittent power than run-of-river systems are,
due to their larger buffer capacity from their reservoir.

2.1. System geometry

High head plants typically collect and store water in
reservoirs in mountains, with tunnels leading the rela-
tively small flow of water down a considerable height
difference to the aggregated turbine and generator. The
electricity produced by the generator is then transferred
through power lines to consumers. A typical structure
for a high head hydropower plant is depicted in Fig. 1,
Vytvytskyi and Lie (2017).

For simulations in this paper, data from the Sunds-
barm hydropower plant in Telemark, Norway is used
with data taken from Vytvytskyi and Lie (2017), see Ta-
bles 1 and 2.

Table 1: The waterway geometry of the Sundsbarm hy-
dropower plant.

Waterway
unit

Height
difference, [m]

Length,
[m]

Diameter,
[m]

Reservoir 48 — —
Intake race 23 6600 5.8
Penstock 428.5 600 3
Surge tank 120 140 3.4
Discharge 0.5 600 5.8
Tail water 5 — —

Table 2: The turbine geometry of the Sundsbarm hydropower
plant.

Turbine
type

Nominal
head, [m]

Nominal flow
rate, [m3/s]

Nominal
power, [MW]

Francis 460 24.3 104.4

2.2. Typical measurements

Typically, measurements from the electric part of hy-
dropower plants are readily available in control systems.
Also, water levels (main reservoir and tail water, surge
tank) are often available.

In this study, a hydropower model of the waterway 
is considered, assuming constant water level in reser-
voirs and with additional simplifications introduced in a 
later section. Water flow and pressure measurements in 
the waterway units are of interest. In real hydropower 
plants, only a few of these quantities are measured, e.g., 
pressure measurements before or after the turbine, water 
flow rate before the turbine, e tc. The turbine flow rate
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Figure 1: Overview of the structure of a high head hydropower plant.

can sometimes also be approximated from the turbine
characteristics.

Typically, the accuracy of the pressure measurements
in hydropower plants is in the order of 1%. The flow
rate measurement errors can be less precise and are in
the range of 1 − 10%, depending on how the measure-
ments are done. For simplicity, an accuracy of 1% is
assumed for both pressure and flow rate measurements
in this work.

We consider three cases of measurements: the tur-
bine flow rate only i s measured for one c ase, the inlet 
turbine pressure or the manifold node pressure only is 
available for the second case, and for the third case, both 
the flow rate and the inlet turbine pressure are measured. 
It should be noted that for the last case with a combina-
tion of two measurements, the “less expensive” solution 
of two measurements at the same position is chosen, —
less expensive in the sense that these will be cheaper to 
install and maintain.

3. State estimation methods

3.1. Overview

As mentioned above, the hydropower plant model can
be highly nonlinear, and use of the widely applied EKF
can lead to difficulties in Jacobian computation. More-
over, the EKF rely on a linear approximation to propa-
gate the mean and covariance of the states and this can
cause unreliable estimates, Simon (2006). At the same
time, the UKF and EnKF are much simpler to use as no
Jacobian needs to be computed. Also, they avoid the

linearization problem due to use of the unscented trans-
formation and Monte Carlo simulations of the nonlin-
ear model, respectively. These two methods allow ap-
proximating the variation of the mean and covariance of
random variables that propagate through the nonlinear
model.

In Modelica, models are described as differential and
algebraic equations (DAEs), with differential and alge-
braic variables. OpenModelica by default transforms
the DAEs into state space form with auxiliary variables:
states are typically a subset of the differential variables,
while the auxiliary variables are the remaining vari-
ables.

Below, a more detailed description of both the UKF
and EnKF are given for a nonlinear dynamic system of
the form:

xk = f (xk−1, uk−1,wk−1)
yk = g(xk, uk, vk) (1)

where, wk ∼ N(w̄k,Wk), vk ∼ N(v̄k,Vk), x1 ∼

N(x̄1, X1).
Here, x ∈ Rnx is the state vector with initial state x1

which is normally distributed. u is a deterministic input
signal vector, and y ∈ Rny is a measurement vector. w
and v are vectors of random disturbance and measure-
ment noise, respectively. The disturbance and noise are
also assumed normally distributed.

In addition, the notations x̂k|k−1 and x̂k|k are intro-
duced. Here, x̂k|k−1 is the best possible estimate of xk

when information (i.e., sensor signal values) up to and
including time index k − 1 is used, i.e., x̂k|k−1 uses mea-
surements y1, . . . , yk−2, yk−1; x̂k|k−1 is denoted the a pri-
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ori estimate. Likewise, x̂k|k is the best possible estimate
of xk when information up to and including time index k
is used, i.e., x̂k|k uses the measurements y1, . . . , yk−1, yk;
x̂k|k is denoted the a posteriori estimate. It follows that
estimate x̂k|k should be better/more accurate than esti-
mate x̂k|k−1.

The covariance estimate of the states is indicated with
symbol Xk, thus Xk|k−1 is the covariance of x̂k|k−1, while
Xk|k is the covariance of x̂k|k. It follows that Xk|k−1 ≥ Xk|k.

3.2. Ensemble Kalman filter

The Ensemble Kalman filter is based on the use of
Monte Carlo simulation of the nonlinear system in or-
der to calculate the cross and innovation covariances.
Contrary to the EKF, the EnKF does not need Jacobians
in the computation.

First, the initial state is assumed to be normally dis-
tributed. Hence, realizations/particles of the state are
randomly generated in the form of xi

1|1 ∼ N(x̄1, X1),
i ∈ {1, . . . , np} where np is the number of these real-
izations/particles. Next, np realizations/particles of the
state propagates, xi

k|k−1 = f (xi
k−1|k−1, uk−1,wi

k−1), and
measurements yi

k|k−1 = g(xi
k−1|k−1, uk−1, vi

k−1) are simi-
larly computed. Disturbance wi

k and measurement noise
vi

k are also randomly generated.
The complete EnKF algorithm is given by the follow-

ing steps:

1. EnKF initialization, k = 1:

• draw random initial particle values, i ∈
{1, . . . , np}:

xi
1|1 ∼ N(x̄1, X1) (2)

• a posteriori state estimate:

x̂1|1 =
1
np

np∑
i=1

xi
1|1 (3)

• a posteriori covariance estimate:

X1|1 = 1
np−1

∑np

i=1(xi
1|1 − x̂1|1)

×(xi
1|1 − x̂1|1)T (4)

2. Propagation step, k = 2, 3, . . .:

• draw random disturbance, i ∈ {1, . . . , np}:

wi
k ∼ N(w̄k,Wk) (5)

• a priori state estimate, i ∈ {1, . . . , np}:

xi
k|k−1 = f (xi

k−1|k−1, uk−1,wi
k−1)

x̂k|k−1 = 1
np

∑np

i=1 xi
k|k−1

(6)

• a priori covariance estimate:

Xk|k−1 = 1
np−1

∑np

i=1(xi
k|k−1 − x̂k|k−1)

×(xi
k|k−1 − x̂k|k−1)T (7)

3. Information update, k = 2, 3, . . .:

• draw measurement noise, i ∈ {1, . . . , np}:

vi
k ∈ N(v̄k,Vk) (8)

• measurement and innovation, i ∈ {1, . . . , np}:

yi
k|k−1 = g(xi

k|k−1, uk, vi
k)

ŷk|k−1 = 1
np

∑np

i=1 yi
k|k−1

(9)

• cross and innovative covariances:
Zk|k−1 = 1

np−1
∑np

i=1(xi
k|k−1 − x̂k|k−1)

×(yi
k|k−1 − ŷk|k−1)T (10)

Ek|k−1 = 1
np−1

∑np

i=1(yi
k|k−1 − ŷk|k−1)

×(yi
k|k−1 − ŷk|k−1)T (11)

• Kalman gain:

Kk = Zk|k−1E
−1
k|k−1 (12)

• a posteriori state estimate, i ∈ {1, . . . , np}:

xi
k|k = xi

k|k−1 + Kk(yk − yi
k|k−1)

x̂k|k = 1
np

∑np

i=1 xi
k|k

(13)

• a posteriori covariance estimate:

Xk|k = 1
np−1

∑np

i=1(xi
k|k − x̂k|k)

×(xi
k|k − x̂k|k)T (14)

Based on the similarity to bootstrap statistics, Efron
(1982), the number of realizations/particles should be
equal to, or greater than 50 in order to provide reason-
ably accurate estimates of mean and covariance. Obvi-
ously, it is required that np ≥ min

(
ny, nx

)
to avoid rank

loss in the innovation covariance matrix Ek|k−1 and the
state covariance matrices Xk|k−1 and Xk|k.

3.3. Unscented Kalman filter
The main idea of the UKF is closely related to the

EnKF in the point that a set of realizations/particles are
transformed through the nonlinear system, then their re-
sults are collected to estimate state mean and covari-
ance. However, in the EnKF the set of np realiza-
tions/particles is randomly generated, whereas in the
UKF these points are created based on certain determin-
istic rules and denoted sigma points, Simon (2006).

The sigma points for state vector x ∈ Rnx could be
defined based on the mean x̄ and covariance X of the
states by the following algorithm:

xi = x̄ + x̃i, i ∈ {1, . . . , 2nx} (15)
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where

x̃i = (
√

nxX)T
i , i ∈ {1, . . . , nx}

x̃nx+i = −(
√

nxX)T
i , i ∈ {1, . . . , nx}

(16)

where
√

nxX is the Cholesky root5 of nxX, i.e.,
(
√

nxX)T ×
√

nxX = nxX, while (
√

nxX)i is the ith row
of
√

nxX.
In addition to the unscented transformation, other

possible transformations exist, e.g., the simplex trans-
formation, the spherical transformation, and others, Si-
mon (2006); Julier and Uhlmann (2004). These addi-
tional transformations might be applied when computa-
tional savings are of interest, or if there are more statis-
tics of the noise, etc.

Similarly to the EnKF, the UKF algorithm can be de-
scribed as follows:

1. The UKF initialization, k = 1:

• a posteriori state estimate:

x̂1|1 = x̄1 (17)

• a posteriori covariance estimate:

X1|1 = X1 (18)

2. Propagation step, k = 2, 3, . . .:

• find sigma points:

xi
k−1|k−1 = x̂k−1|k−1 + x̃i,

i ∈ {1, . . . , 2nx}
(19)

where

x̃i = (
√

nxXk−1|k−1)T
i ,

i ∈ {1, . . . , nx}

x̃nx+i = −(
√

nxXk−1|k−1)T
i ,

i ∈ {1, . . . , nx}

(20)

• a priori state estimate, i ∈ {1, . . . , 2nx}:

xi
k|k−1 = f (xi

k−1|k−1, uk−1)
x̂k|k−1 = 1

2nx

∑2nx
i=1 xi

k|k−1
(21)

• a priori covariance estimate:

Xk|k−1 = 1
2nx

∑2nx
i=1(xi

k|k−1 − x̂k|k−1)
×(xi

k|k−1 − x̂k|k−1)T + Wk
(22)

3. Information update, k = 2, 3, . . .:

• measurement and innovation, i ∈

{1, . . . , 2nx}:

yi
k|k−1 = g(xi

k|k−1, uk)
ŷk|k−1 = 1

2nx

∑2nx
i=1 yi

k|k−1
(23)

5Using Python package numpy, the Cholesky decomposition can
be found by the numpy.linalg.cholesky() function.

• cross and innovative covariances:

Zk|k−1 = 1
2nx

∑2nx
i=1(xi

k|k−1 − x̂k|k−1)
×(yi

k|k−1 − ŷk|k−1)T (24)

Ek|k−1 = 1
2nx

∑2nx
i=1(yi

k|k−1 − ŷk|k−1)
×(yi

k|k−1 − ŷk|k−1)T + Vk
(25)

• Kalman gain:

Kk = Zk|k−1E
−1
k|k−1 (26)

• a posteriori state estimate:

x̂k|k = x̂k|k−1 + Kk(yk − ŷk|k−1) (27)

• a posteriori covariance estimate:

Xk|k = Xk|k−1 − KkEk|k−1KT
k (28)

It is seen that the number of sigma points equals twice
the number of states. This means that for systems with
few states, the UKF needs lower computation effort than
the EnKF does. It is clearly assumed that ny ≤ 2nx to
avoid rank loss in Ek|k−1.

It should be noted that in the measurement update,
Eq. 23, the previously defined sigma points xi

k|k−1 from
Eq.(21) have been used for similarity with the EnKF al-
gorithm and to save computational effort. However, the
unscented transformation, based on the defined a pri-
ori state, x̂k|k−1, and covariance, Xk|k−1, estimate, can be
used to create new sigma points for the measurement
update. The use of these new sigma points can increase
the performance of the estimator for nonlinear measure-
ments, Simon (2006).

Both the EnKF and UKF algorithms have been im-
plemented in Python for further use with the model of
the hydropower system.

4. Modelling

As mentioned above, a dynamic model of the water-
way of a hydropower plant is used in this study. All
modelling is done in OpenModelica, which is an open
source Modelica-based modelling and simulation envi-
ronment intended for industrial and academic usage6.

4.1. Hydropower library
For modelling the hydropower system, library

OpenHPL is used. This is an in-house hydropower li-
brary, where different parts of the waterway components
such as reservoir, conduit, surge tank, and turbine have

6Some tutorials exist for Modelica — http://book.xogeny.

com, and OpenModelica — https://goo.gl/76274H
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been assembled. In this library, different waterway com-
ponents of the hydropower system are described by both
mass and momentum balances, and could include com-
pressible/incompressible water or elastic/inelastic pipe
walls. A more detailed overview of the mathemati-
cal models and methods used in this library is given in
Vytvytskyi and Lie (2017); Splavska et al. (2017).

4.2. Model presentation

In this study, a simplified system with incompressible
water and inelastic pipe is considered. A block diagram
that is relevant for this hydropower model is presented
in Fig. 2. Here, the block diagram consists of drag and
drop elements from OpenHPL that are structured in the
same way as in the hydropower plant, compare with
Fig. 1. These elements are also specified with appro-
priate geometry from Tables 1 and 2. Connectors that
join each element hold information about the pressure
in the connector and mass flow rate that flows through
the connector — similar to the connection in the electri-
cal circuit with voltage and current.

For simplicity, the water levels in the reservoir and
tail water are assumed to be constant. Regarding the
model states, they consist of volumetric flow rates in the
penstock, V̇p, and surge tank, V̇s, and the water height
in the surge tank, hs. The model has one input — tur-
bine gate opening utr, and a few variables might be con-
sidered as measured outputs — turbine volumetric flow
rate, V̇tr (equals the flow rate in the penstock V̇p), pres-
sure before the turbine (end of the penstock), ptr1, and
pressure in the manifold node (beginning of the pen-
stock), pn.

This hydropower model can be further used for as-
similation with measured data. Using the Python API
for OpenModelica, state estimation of this hydropower
model is carried out in Python.

5. Results

5.1. Simulation overview

A number of cases for the measured output signal of
the model are considered. In two cases, the output is
described by only one measured variable. For a third
case, two measured outputs are used in order to see if
the combination of several measurement can improve
the performance of the estimators. The following three
cases are considered:

1. Measuring flow — using turbine volumetric flow
rate, V̇tr, as the measured output, which means that
one of the states is measured (turbine volumetric

flow rate is the same as the flow rate in the pen-
stock).

2. Measuring pressure — using either pressure before
the turbine, ptr1, or pressure in the manifold node,
pn.

3. Measuring both flow and pressure — using turbine
volumetric flow rate, V̇tr, together with the inlet
turbine pressure, ptr1.

Measurement data from a real hydropower plant has
not been available. Instead, synthetic/artificial measure-
ments from hydropower model simulations are used.
Hence, for all cases below, the hydropower model is first
simulated separately to get appropriate synthetic mea-
surements. Next, measurement noise, vk, is added to
the uncorrupted simulated measurement signal and then
these synthetic measurements are used for the estimator
simulations. Here, the measurement noise covariance
is assumed from the accuracy of the measurements and
depends on the nominal value of the measured variable.
The mean of the measurement noise vk is the same for
all the cases, v̄k = 0, but the noise covariances Vk are
different for each case and are as follows:

• Turbine volumetric flow rate, V̇tr, measurement —
with nominal value approximately 20 m3/s and ac-
curacy 1%; the measurement noise covariance is
Vk = 0.004, and vk ∼ N(0, 0.004).

• Inlet turbine pressure, ptr1, measurement — nomi-
nal value is approximately 50 bar and the accuracy
is 1%; the measurement noise covariance is set to
Vk ≈ 0.03, and vk ∼ N(0, 0.03).

• Manifold node pressure, pn, measurement — nom-
inal value is ca. 8 bar and the accuracy is 1%;
the measurement noise covariance is set to Vk ≈

0.0007, and vk ∼ N(0, 0.0007).

Additive random disturbance, wk, is used in selected
simulations to create the synthetic measurements. For
simplicity, this random disturbance is given zero mean
w̄k = 0 and covariance Wk = 0.0001 for all states, i.e.
wk ∼ N(0, 0.0001) — when used. When not used, wk ≡

0.
Assumed covariances are important design choices in

the estimator. For optimal estimates, the covariances
in the estimator should be equal to the covariances in
the real, but unknown, random disturbances and noises.
Here, synthetic measurements are used, and for that (un-
realistic) case, the true covariances to use in the estima-
tor are known. To test the robustness of the estimator,
disturbance covariance in the estimator is set to either
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Figure 2: Block diagram of the model of the hydropower system in OpenModelica. Modeled using OpenHPL.

zero or Wk = 10−4 — thus, the disturbance covariance
used in the estimator may deviate from that used for
drawing random disturbances for the synthetic measure-
ments. Random measurement noise is always present,
and perfect assumption of measurement covariance is
used.

For all cases, the simulations start from steady state 
and last for 60 s with a sample time of 0.5 s. A distur-
bance occurs at time 20 s with a closing of the turbine 
valve: in real systems, the turbine valve is ramped up 
and down to avoid excessive water hammer effects; in 
this study, we have used a more informative step 
change. To limit the damaging effect of water hammer, 
we have used a 3% step change. The initial state 
covariance is the same for all states, X1 = 0.01. Results 
of state es-timation for all cases are shown below, and 
Table 3 in Section 6 gives a description of all of the 
simulations with a summary of the estimation results.

The number of realizations/particles for the EnKF is
set to np = 50 for all EnKF simulations in this study.
The number of UKF sigma points is known from the
number of the model states and equals 6. The difference
between the number of sigma points for the UKF and
the number of realizations/particles for the EnKF leads
to approximately ten times faster simulation time for the
UKF.

5.2. Flow measurement
First, a comparison of estimates from the two KF al-

gorithms (UKF and EnKF) and the model simulations is
done for the hydropower system with correct knowledge
of zero random disturbance, see Fig. 3.

Note that the information about the measurement
noise is used in the estimators, for more details see Ta-
ble 3. The results from the auxiliary variables (pressures

ptr1 — before the turbine and pn — in the manifold) are
also shown in the figure for clarity. These auxiliary vari-
ables reflect the states because they are functions of the
states. Furthermore, uncertainty ranges for the state es-
timates for both the UKF and EnKF are demonstrated
by the filled area between two boundaries with the same
but transparent color as for the related state estimates.
These boundaries are calculated as two standard devia-
tions of the state estimates, where the standard deviation
is found as the square root of the diagonal element (vari-
ance) of the covariance matrix Xk|k.

Figure 3 shows that the UKF provides better esti-
mates than the EnKF for two states (surge tank flow
rate V̇s, and water height hs) that are not measured. It
is also seen that the uncertainty range for the state es-
timates converges faster for the UKF than the EnKF,
which might be a reason of the UKF’s better perfor-
mance.

To ensure that both the UKF and EnKF provide
proper steady state results, a steady state simulation
(with constant input signal utr) for an extended period of
800 s is performed for this case only, with the flow mea-
surement, and without random disturbance, see Fig. 4.
Here, the initial value for one of the estimator states de-
viates slightly from steady state in order to show that es-
timators results converge to the correct steady state val-
ues. From Fig. 4 it is seen that the EnKF needs a shorter
time to converge to the steady state than the UKF.

In order to show the impact of the random disturbance
on the UKF and EnKF, the estimators have been run
with the same synthetic measurements, but with incor-
rectly assumed disturbance covariance Wk ≥ 0 in the
estimator, see Table 3. The comparison of the estima-
tors with and without disturbance covariance is shown
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Figure 3: State and auxiliary variable comparisons for the UKF and
EnKF without random disturbance in the synthetic data, and with cor-
rect assumption of disturbance covariance in the estimators. Turbine
flow rate is measured.

Figure 4: Steady state simulation. State and auxiliary variable com-
parisons for the UKF and EnKF without random disturbance in the
synthetic data, and with correct assumption of disturbance covariance
in the estimators. Turbine flow rate is measured.
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Figure 5: State and auxiliary variable comparisons for the UKF with
too large disturbance covariance and UKF1 with correct disturbance
covariance. Turbine flow rate is measured.

in Fig. 5 for the UKF and in Fig. 6 for the EnKF. In
both figures, the estimators with disturbance covariance
Wk > 0 are marked as “UKF” or “EnKF” and labels
“UKF1” or “EnKF1” are used for the estimators with
disturbance covariance Wk ≡ 0.

Both Fig. 5 and Fig. 6 show that assuming too large
disturbance covariance in the UKF and EnKF makes
the estimates more noisy; essentially, assuming larger
disturbance covariance is equivalent to assuming lower
measurement covariance, thus trusting the measurement
too much, with more measurement noise “bleeding”
through to the estimates. An interesting side result is
that the estimation results of the UKF assuming incor-
rect disturbance covariance are much poorer than for the
UKF with correct disturbance covariance.

Next, estimates of the UKF and EnKF are compared

Figure 6: State and auxiliary variable comparisons for the EnKF with
too large disturbance covariance and EnKF1 with correct disturbance
covariance. Turbine flow rate is measured
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Figure 7: State and auxiliary variable comparisons for the UKF and
EnKF with measurement noise and random disturbance in the syn-
thetic measurements, and correct assumption of disturbance covari-
ance in the estimators. Turbine flow rate is measured.

together with the model simulation for the hydropower
system when the synthetic measurements include ran-
dom disturbance wk and correct disturbance covariance
Wk is used in the estimators. For more details see Ta-
ble 3. The results of this comparison are shown in Fig. 7.
It is seen from the figure that the state estimates from the
EnKF are close to the model results, while the UKF es-
timates have more deviation in comparison to the model
results.

5.3. Pressure measurement

In addition to the use of the flow rate measurement
for the estimators, it is of interest to see how the UKF
and EnKF behave when a pressure measurement is used.
Both the inlet turbine ptr1 and the manifold node pn

pressures are of interest as measurements. The same set
of dynamic simulations that have been done for the flow
rate measurement case are performed for the case with
pressure measurements. The use of the measured inlet
turbine pressure for state estimation is first presented,
and then the same state estimates are found based on
the manifold node pressure measurement.

5.3.1. Measuring the inlet turbine pressure
Initially, the comparison of estimates from the UKF

and the EnKF are done for the hydropower system with-
out random disturbance in the synthetic measurement
and with correct assumption of disturbance covariance
in the estimators, see Fig. 8. As when measuring the
flow rate, information about the measurement noise is
also added to the estimators, see Table 3.

Figure 8 shows that the UKF provides a bit better es-
timates with lower variation with the model simulations
than the EnKF for the states V̇s and hs. The estimates of
the penstock flow rate look promising for both estima-
tors.

Similarly, as for the case with measuring the flow
rate, it is of interest to see the impact of incorrectly as-
sumed disturbance covariance on the UKF and EnKF;
the estimators have been run with the same pressure
measurement as in the previous simulation, but with too
large assumed disturbance covariance, see Table 3. The
comparison of the estimators with too large assumed
disturbance covariance (UKF/EnKF) and with correct
disturbance covariance (UKF1/EnKF1) are shown in
Fig. 9 for the UKF and Fig. 10 for the EnKF.

From Figs. 9 and 10, it is seen that too large assumed
disturbance covariance causes additional fluctuations in
the estimates for both the UKF and the EnKF. However,
this too large disturbance covariance assumption has
less detrimental effect on the EnKF than on the UKF.

Next, the estimates with the UKF and EnKF with cor-
rectly assumed measurement noise and disturbance co-
variance are compared with the synthetic model simula-
tion for the hydropower system. The results of this com-
parison are shown in Fig. 11. This figure shows that the
EnKF estimates deviate less from the model simulation
than the UKF estimates. The estimates of the penstock
flow rate is good for both estimators.

5.3.2. Measuring the manifold pressure
Next, the use of the manifold node pressure as the

measurement is studied as an alternative to measuring
the inlet turbine pressure. The comparison of estimates
from two KF algorithms (UKF and EnKF) is done first
for the hydropower system without random disturbance
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Figure 8: State and auxiliary variable comparisons for the UKF and
EnKF with measurement noise and without random disturbance +

correctly assumed disturbance covariance in estimators. Inlet turbine
pressure is measured.

Figure 9: State and auxiliary variable comparisons for the UKF with
too large disturbance covariance and UKF1 with correct disturbance
covariance. Inlet turbine pressure is measured.
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Figure 10: State and auxiliary variable comparisons for the EnKF with
too large disturbance covariance and EnKF1 with correct disturbance
covariance. Inlet turbine pressure is measured.

Figure 11: State and auxiliary variable comparisons for the UKF and
EnKF with correctly assumed covariances. Inlet turbine pressure is
measured.
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Figure 12: State and auxiliary variable comparisons for the UKF and
EnKF without random disturbance in the synthetic data, and with cor-
rect assumption of disturbance covariance in the estimators. Manifold
pressure is measured.

and with correct assumption of the disturbance covari-
ance. The results are shown in Fig. 12; for more detailed
simulation description see Table 3.

The UKF and EnKF estimates show low deviation
from the model simulations. Some variation between
the EnKF and UKF results is observed for the water
height estimates of the surge tank, where the EnKF is
closer to the model simulations. In the next compar-
isons, a too large covariance is assumed in the estima-
tors, see Fig. 13 and Fig. 14. Similarly to the previ-
ous simulations, assuming too large disturbance covari-
ance in the KFs leads to more deviation from the syn-
thetic model simulation and more fluctuating estimates
for both UKF and EnKF. In addition, the EnKF shows
better results for the state estimates of the hydropower

Figure 13: State and auxiliary variable comparisons for the UKF with
too large disturbance covariance and UKF1 with correct disturbance
covariance. Manifold pressure is measured.

system with random disturbance, see Fig. 15. This is
similar to the case with measuring the inlet turbine pres-
sure.

5.4. Measuring both outputs

In addition to the presented cases with only one mea-
sured output, it is of interest to see if the use of two
measurements can improve the performance of the es-
timators. Thus, both the turbine flow rate and the inlet
turbine pressure are considered as measurements. The
same set of dynamic simulations that have been done
for previous cases are also performed for this case. A
more detailed description of the simulations is found in
Table 3. The results of this case with two measured out-
puts, hydropower model without random disturbance as

13
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Figure 14: State and auxiliary variable comparisons for the EnKF with
too large disturbance covariance and EnKF1 with correct disturbance
covariance. Manifold pressure is measured.

Figure 15: State and auxiliary variable comparisons for the UKF and
EnKF with measurement noise and random disturbance (both estima-
tor and model). Manifold pressure is measured.
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Figure 16: State and auxiliary variable comparisons for the UKF
and EnKF with measurement noise, without random disturbance, and
with correctly assumed disturbance covariance in the estimators. Both
pressure and flow rate are measured.

well as correctly assumed covariance matrices in the es-
timators are given in Fig. 16.

It is seen from the figure that both the UKF and EnKF
estimators provide good estimates and improve their re-
sults in comparison to the cases with only one measure-
ment.

Then, in the same way as has been done in the pre-
vious cases, the impact of the assumed disturbance co-
variance on the UKF and EnKF is considered. The esti-
mators have been run with the same two measurements,
and with too large assumed disturbance covariance, see
Table 3. The comparison of the estimators with too large
assumed covariance (UKF, EnKF) and with correctly
assumed disturbance (UKF1, EnKF1), respectively, are
shown in Fig. 17 for the UKF and Fig. 18 for the EnKF.

Figure 17: State and auxiliary variable comparisons for the UKF with
too large disturbance covariance and UKF1 with correct disturbance
covariance. Both pressure and flow rate are measured.
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Figure 18: State and auxiliary variable comparisons for the EnKF with
too large disturbance covariance and EnKF1 with correct disturbance
covariance. Both pressure and flow rate are measured.

Figure 19: State and auxiliary variable comparisons for the UKF and
EnKF with measurement noise and random disturbance, and with cor-
rectly assumed disturbance covariance in the estimators. Both pres-
sure and flow rate are measured.

Both figures show that the estimators reduce their per-
formance when assuming too large disturbance covari-
ance: the state estimates become less accurate and nois-
ier.

Finally, the estimates of the UKF and EnKF with
correct assumptions of covariance matrices, and syn-
thetic measurements/variables with random disturbance
are compared. The results of this comparison are shown
in Fig. 19. It is seen from this figure that the EnKF es-
timates deviate less from the model simulation than the
UKF does.

5.5. Measurements from a more detailed model

It is of interest to see how the estimators behave when
the synthetic measurements are based on a more de-
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Figure 20: State and auxiliary variable comparisons for the UKF and
EnKF with measurement noise and without random disturbance in
the detailed simulations/synthetic measurements. The estimators use
correct information about covariance matrices. Both pressure and flow
rate are measured.

tailed/realistic model while the simple model is used for
the estimators. The detailed model used for the syn-
thetic measurements is similar to the model presented
above, but includes water compressibility and pipe elas-
ticity in the penstock, see Vytvytskyi and Lie (2017) for
more information about this model.

Similarly to the final case above, both the turbine
flow rate and the inlet turbine pressure are considered
as measurements. No random disturbance is used in
detailed model simulation, and random measurement
noise is added to create the synthetic measurements.
The estimators use correct assumptions about the co-
variance matrices. The results of state estimation for
this case are given in Fig. 20.

It is seen from the figure that the UKF provides a bit
better estimates than the EnKF for two states. However,
the estimators’ results do not vary a lot from the case
where the measurements have been provided from the
simple hydropower model.

6. Discussion and conclusions

Based on the simulations, the observations of the
EnKF and the UKF estimation results are structured in
a table for better comparison and analysis, see Table 3.

Regarding the presented estimation results from both
the UKF and EnKF, it is clearly observed that the UKF
and EnKF estimates show good results for the penstock
flow rate. Specifically, the results are promising for the
cases where the flow rate is not measured. The estimates
from the UKF and EnKF for two other states (the surge
tank flow rate and water height) deviate more from the
model simulations than the estimates for the penstock
flow rate; the results for these other states are still useful,
though.

In general, both the UKF and the EnKF appear to
give good results when the estimators use correct in-
formation about covariance matrices — whether there
is random disturbance or not. In real life, the “correct”
information about covariance matrices is not known.

When the estimator assumes a larger disturbance co-
variance than the real system has, the estimates become
noisy. This is to be expected: assuming too large dis-
turbance covariance is akin to assuming too low mea-
surement noise covariance, which will lead to too much
trust in the measurements, hence a too large Kalman
gain, and “bleeding” of measurement noise into the esti-
mates. It is interesting to observe that the UKF appears
to give poorer estimates than the EnKF for this case. A
possible explanation for this is that since the EnKF uses
more particles than the number of sigma points in the
UKF, the EnKF tends to smooth out this noise in a su-
perior way as to what the UKF does.

Both the UKF and the EnKF give good results with
a single pressure measurement (inlet turbine pressure or
manifold node pressure); the UKF works fine with ei-
ther pressure measurement, while the EnKF works best
with the manifold node pressure measurement.

A case with two measurements, the turbine flow rate 
and the inlet turbine pressure, has also been consid-
ered. Combining two measurements leads to good per-
formance for both estimators, and an improvement over 
using a single measurement. However, two measure-
ments at different locations may be more informative, 
and should be also considered for a future study.
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Table 3: The EnKF and UKF estimation results overview.

#
Available
measurements
from model

Fig.
Reality Estimator

UKF results EnKF result
Random

disturbance
Measurement

noise
Random

disturbance
Measurement

noise
1 Turbine flow

rate
3 — Vk = 0.004 — Vk = 0.004 UKF a bit better for two states

(V̇s, hs). V̇p good for both.
2 Turbine flow

rate.Steady
state

4 — Vk = 0.004 — Vk = 0.004 UKF and EnKF converge to the
correct steady state value. EnKF
converges faster.

3 Turbine flow
rate

5,6 — Vk = 0.004 Wk = 10−4 Vk = 0.004 Become much
poorer than
#1. Plus more
fluctuations.

Become a bit
poorer than
#1. Plus more
fluctuations.

4 Turbine flow
rate

7 Wk = 10−4 Vk = 0.004 Wk = 10−4 Vk = 0.004 EnKF better than UKF for two
states (V̇s, hs). V̇p good for both.

5 Inlet turbine
pressure

8 — Vk = 0.03 — Vk = 0.03 UKF better for hs and almost the
same for V̇s. V̇p good for both.

6 Inlet turbine
pressure

9,10 — Vk = 0.03 Wk = 10−4 Vk = 0.03 Become much
poorer than
#4. Plus more
fluctuations.

Become a bit
better than #4.
But more fluc-
tuations.

7 Inlet turbine
pressure

11 Wk = 10−4 Vk = 0.03 Wk = 10−4 Vk = 0.03 EnKF better than UKF for two
states (V̇s, hs). V̇p good for both.

8 Manifold
pressure

12 — Vk = 0.0007 — Vk = 0.0007 EnKF a bit better for hs and the
same for V̇s. V̇p good for both.

9 Manifold
pressure

13,14 — Vk = 0.0007 Wk = 10−4 Vk = 0.0007 Become
poorer than
#7. Plus more
fluctuations.

Become
poorer than
#7. Plus more
fluctuations.

10 Manifold
pressure

15 Wk = 10−4 Vk = 0.0007 Wk = 10−4 Vk = 0.0007 EnKF better than UKF for two
states (V̇s, hs). V̇p good for both.

11 Turbine flow
rate and inlet
pressure

16 — Vk = 0.004
Vk = 0.03

— Vk = 0.004
Vk = 0.03

UKF tiny better for two states
(V̇s, hs). V̇p good for both

12 Turbine flow
rate and inlet
pressure

17,18 — Vk = 0.004
Vk = 0.03

Wk = 10−4 Vk = 0.004
Vk = 0.03

Become
poorer than
#11. Plus
more fluctua-
tions

Become
poorer than
#11. Plus
more fluctua-
tions.

13 Turbine flow
rate and inlet
pressure

19 Wk = 10−4 Vk = 0.004
Vk = 0.03

Wk = 10−4 Vk = 0.004
Vk = 0.03

EnKF better but still not really
close to model for two states
(V̇s, hs). V̇p good for both.

14 Turbine flow
rate and in-
let pressure.
More detailed
model

20 — Vk = 0.004
Vk = 0.03

— Vk = 0.004
Vk = 0.03

EnKF and UKF show good re-
sults. Estimates do not vary a lot
from #11
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In almost all cases, the state covariance (uncertainty)
converges faster for the UKF than the EnKF.

Regarding the choice of estimator algorithm, it is
hard to make a final decision. The UKF has an advan-
tage wrt. computational speed, but both the UKF and
the EnKF are straightforward to parallelize, and with
modern multicore/multi threading processors, this ad-
vantage is perhaps not vital. The EnKF appears to han-
dle incorrect assumption about covariances better; this
is also an important feature.

To summarize, it has been shown in this paper that
state estimation based on the assimilation of a mecha-
nistic model and measured data, might be used to im-
prove the information for hydropower plants. More-
over, the hydropower mathematical model can be mod-
eled simply by dragging, dropping, and connecting ap-
propriate unit elements of the hydropower system using
a visual modeling tool, e.g., our in-house hydropower
Modelica library — OpenHPL in OpenModelica. For
an OpenHPL based model, the model can be operated
on in Python, e.g., doing state estimation via the Python
API for OpenModelica.
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tronic Press, Linköpings Universitet. pp. 20–28. doi:10.3384/
ecp1713820.

Vytvytskyi, L., Lie, B., 2018. Mechanistic model for Francis turbines
in OpenModelica. IFAC-PapersOnLine 51, 103 – 108. doi:10.
1016/j.ifacol.2018.03.018.

Zhou, W., Glemmestad, B., 2012. Implementation of unscented
Kalman filter for nonlinear state estimation in hydropower plant.
IEEE International Conference on Power System Technology
(POWERCON) , 1 – 5doi:10.1109/PowerCon.2012.6401460.

Zou, L., Zhan, C., Xia, J., Wang, T., Gippel, C., 2017. Implementation
of evapotranspiration data assimilation with catchment scale dis-
tributed hydrological model via an ensemble Kalman Filter. Jour-
nal of Hydrology 546, 685 – 702. doi:10.1016/j.jhydrol.
2017.04.036.

19



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

• Improved information about and operation of the hydropower system by 
measurements assimilation with a mathematical model of a hydropower plant. 

• Investigation of the possibility of state estimation for a hydropower system using 
Unscented and Ensemble Kalman filters. 

• Implementation of the state estimators (Unscented and Ensemble Kalman filters) in 
Python using a hydropower model in OpenModelica via Python API. 
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Abstract

Estimation of unmeasured states plays an essential role in the design of control systems as well as for
monitoring of hydropower plants. The standard Kalman filter gives the optimum state estimates for linear
systems. However, this optimality is not relevant for nonlinear models and a choice between stochastic
and deterministic approaches is not so obvious in this case. Thus the application of a nonlinear observer
in a hydropower system is of interest here as an alternative to the widely used extended Kalman filter.

This paper provides a study and design of a reduced order nonlinear observer to estimate the states
of a hydropower system. Implementation of the nonlinear observer is done in OpenModelica and added to
our in-house hydropower Modelica library — OpenHPL, where different models for hydropower systems
are assembled. Simulations and analysis of the designed observer are done in Python using a Python API
for operating OpenModelica simulations.

Keywords: State estimation, reduced order nonlinear observer, hydropower model

1 Introduction

1.1 Background

A transition towards more renewable energy sources is
currently happening in Europe and all over the world.
This situation leads to increased use of flexible hy-
dropower plants to compensate for the highly chang-
ing production from intermittent energy sources such
as wind and solar irradiation. For this reason, devel-
opment of advanced control structures or optimization
of existing controllers for hydropower plants become a
key task.

Full state information of the model of a hydropower
system is needed to design an advanced controller such
as model predictive control (MPC) or other model
based controllers. However, some of the states can
not be directly measured. Instead, a combination
of a mathematical model and available measurements
can be used to estimate the unmeasured states in hy-
dropower plants.

Popular state estimation methods include the
Kalman filter (KF) with a wide range of extensions that

apply depending on model structure, computational ef-
fort, etc. The Kalman filter is based on a stochastic
approach. Alternatively, an observer based on a de-
terministic approach can be used for state estimation.
This alternative is of particular interest for nonlinear
systems such as the hydropower one, because the stan-
dard Kalman filter provides an optimum solution only
for linear system, Anderson and Moore (1979). In ad-
dition, a nonlinear observer can lead to significant re-
duction of computational effort compared to a Kalman
filter. Such observers can quickly find an estimate of
the states and provide these as an input to fast nonlin-
ear control algorithms. On the other hand, the proof
of convergence is non-trivial for nonlinear observers.

1.2 Previous Work

A basic introduction to a variety of state estimation
techniques based on the stochastic approach for gen-
eral linear and nonlinear systems is provided in Simon
(2006). As an alternative, an observer based on a deter-
ministic approach can be used for the state estimation

doi:10.4173/ c© Norwegian Society of Automatic Control
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and was first proposed by Luenberger (1964) for lin-
ear systems. Extension of the linear observer design
for nonlinear systems has been presented in Krener
and Isidori (1983). Although a huge variety of tech-
niques for designing nonlinear observer exist, Kravaris
et al. (2007); El-Farra et al. (2005); Andrieu and Praly
(2006), the design of nonlinear observers is still a chal-
lenging task.

Some work on modeling the waterway for a high
head hydropower system together with a generator, the
Francis turbine, and a governor, using OpenModelica1,
is given in Vytvytskyi and Lie (2017, 2018b). Unit
models have been assembled in our in-house Modelica2

library OpenHPL.
A Python API3 for OpenModelica already exists and

provides the possibilities for performing simulations of
OpenModelica models via Python4, Lie et al. (2016).
Python in turn gives much wider possibilities for plot-
ting, analysis, and optimization than what is possible
in OpenModelica Vytvytskyi and Lie (2018a).

1.3 Overview of Paper

In this paper, the main contribution is the develop-
ment and simulation study of a reduced order nonlinear
observer for state estimation in a hydropower system.
Implementation of the observer is done in OpenMod-
elica using OpenHPL. Simulation and analysis of the
designed observer is done in Python using the Python
API for OpenModelica.

The paper is structured as follows: Section 2 gives
a system description of a high head hydropower plant.
Section 3 gives an overview of the hydropower model.
Design and proof of convergence for the nonlinear re-
duced order observer for the hydropower system is pro-
vided in Section 4. Simulation results from a number
of case studies are presented in Sections 5 and 6. Fi-
nally, discussion and conclusions are given in Section
7.

2 System description

High head plants typically collect and store water in
reservoirs in mountains, with tunnels leading the rela-
tively small flow of water down a considerable height
difference to the aggregated turbine and generator.
The electricity produced by the generator is then trans-
ferred through power lines to consumers. A typical
structure for a high head hydropower plant is depicted
in Fig. 1, Vytvytskyi and Lie (2017).

1https://openmodelica.org
2https://www.modelica.org
3https://goo.gl/Qyjqq2
4https://www.python.org

Figure 1: Overview of the structure of the high head
hydropower plant.

For simulations in this paper, data from the Sunds-
barm hydropower plant in Telemark, Norway is used
with data provided in Vytvytskyi and Lie (2017).

3 Model

3.1 Model overview

For modeling the hydropower system, Modelica library
OpenHPL is used. This is an in-house hydropower
library, where different parts of the waterway com-
ponents such as reservoir, conduit, surge tank, and
turbine, have been assembled. In this library, differ-
ent waterway components of the hydropower system
are described by both mass and momentum balance,
and include compressible/incompressible water or elas-
tic/inelastic pipe walls. An overview of the mathemat-
ical models and methods used in this library is given
in Vytvytskyi and Lie (2017); Splavska et al. (2017).

In this study, a simple hydropower model for the
waterway is considered with the following assumptions
for simplification:

• constant water level in reservoirs,

• power generation simplifications (constant speed
of turbine),

• incompressible water and inelastic pipe.

All these simplifications lead to a simple hydropower
model that consists of only three states Vytvytskyi and
Lie (2018a).

3.2 Model presentation

In Modelica, models are described as differential al-
gebraic equations (DAEs), with differential and alge-
braic variables. OpenModelica by default transforms
the DAEs into state space form with auxiliary vari-
ables: states are typically a subset of the differential

2
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variables, while the auxiliary variables are the remain-
ing variables. For the design of nonlinear observers,
the model of the hydropower plant is represented by
ordinary differential equations (ODE). The states of
the model are given in vector x as follows:

x =

 V̇p
V̇s
hs

 =

 x1
x2
x3

 (1)

Here, V̇p is the volumetric flow rate through the pen-

stock (equal to the flow rate in the discharge), V̇s is
the volumetric flow rate in the surge tank, and hs is
the level in the surge tank, see Fig. 1. The sum of the
flow rates in the penstock and the surge tank defines
the flow rate in the intake: V̇i = x1 + x2. The states
are described by differential equations as follows:

dx1
dt

=
Zp

ρ
(pn − ptr1) +Apg

Hp

Lp

− 1

8
πfDBpx1 |x1| (2)

dx2
dt

=
Zs

ρ

(
pn − patm

)
−Asg

Hs

Ls

− 1

8
πfDBsx2 |x2| (3)

dx3
dt

=
x2Hs

AsLs
(4)

Here, pn is the manifold node pressure, ptr1 is the tur-
bine inlet pressure, patm is the atmospheric pressure.
Ap and As are the cross section areas of the penstock
and surge tank, respectively. Hp, Hs, and Lp, Ls are
the height differences and the lengths of the penstock
and surge tank, respectively. g is the gravitational ac-
celeration and ρ is the water density. fD is the Darcy
friction factor and is assumed to be constant for sim-
plicity. Bp, Bs, Zp are geometrical parameters of the
penstock and surge tank, and are presented in Eq. 5
and 6.

Zs =
AsHs

x3Ls
, Zi =

Ai

Li
, Zp =

Ap

Lp
, Zd =

Ad

Ld
(5)

Bs =
Ds

A2
s

, Bi =
Di

A2
i

, Bp =
Dp

A2
p

, Bd =
Dd

A2
d

(6)

Here, Zp, Zs, Zd, Zi are ratios of the cross section
area to the length of the penstock, surge tank, dis-
charge, and intake, respectively. Bp, Bs, Bd, Bi are

also ratios of the diameter to the squared cross section
area of the penstock, surge tank, discharge, and intake,
respectively.

The manifold and turbine inlet pressures are defined
as follows:

ptr1 = Kz

[
Zppn + ρg

(
Ap

Hp

Lp
−Ad

Hd

Ld

)
+ Zd

(
x21p

atm

C2
vu

2
v

+ pt

)
+

1

8
πρx1 |x1| (fD,dBd − fD,pBp)

]
(7)

pn = Kp

[
Zipr + Zsp

atm +Kpdz

(
x21p

atm

C2
vu

2
v

+ pt

)
+ ρg

(
Ap

Hp

Lp
(Kpd − 1)−KpdAd

Hd

Ld
+As

Hs

Ls

+Ai
Hi

Li

)
+

1

8
πρ
(
fD,sBsx2 |x2|

− fD,iBi (x2 + x1) |x2 + x1|

+ (fD,dBdKpd + fD,pBp (1−Kpd))x1 |x1|
)]

(8)

Here, Cv is the turbine valve capacity and uv is the
turbine valve signal. pr and pt are the inlet penstock
and the outlet discharge pressures, respectively. These
pressures are defined from the atmospheric pressure
and depths of the reservoir — Hr, and tail water — Ht

as follows:

pr = patm + ρgHr

pt = patm + ρgHt
(9)

Coefficients Kz, Kpd, Kpdz, and Kp are defined from
the geometric ratios Z as follows:

Kz = 1
Zd+Zp

, Kpdz = ZpZdKz

Kpd = ZpKz, Kp = 1
Zi+Zs+Kpdz

(10)

This simple hydropower model is next used to design
the reduced order nonlinear observer.

4 Observer design

Consider a general nonlinear system with state x, con-
trol signal u, output y and nonlinear functions f() and
g() for the state and output, respectively:

dx
dt = f(x, u)
y = g(x, u)

(11)
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A standard presentation of any full order observer is
given by Eq. 12,

dx̂
dt = f(x̂, u) + L(y − ŷ)

ŷ = g(x̂, u)
(12)

Here, x̂ and ŷ are the estimates of state x and output
y, respectively. L is the observer gain and could be a
nonlinear function, L = L(x, u). The observation error
dynamic, x̃, is described as:

dx̃

dt
=
dx

dt
− dx̂

dt
= f(x, u)− f(x̂, u)− L(y − ŷ) (13)

The observer gain should be chosen or designed such
that dx̃

dt is an asymptotically stable system. This design
can be done using Lyapunov based nonlinear system
stability analysis, Smith (1995), and is, in general, a
challenging task.

In real hydropower plants, the states x1 and x3 are
usually available as measurements. Thus, in this study
these two states are assumed to be known. The un-
known state is x2. A reduced order observer for es-
timating the unmeasured state x2 is designed for the
hydropower system. The following variable transfor-
mation is chosen for observing x2:

ζ2 = x2 + L1x1 + L3x3 (14)

Here, L1 and L3 are the observer gains, also known
as injection gains. Injection from both measured states
x1 and x3 are used to design the nonlinear observer.
However, the discussion on the estimation of x2 by in-
jecting only one of the measured states is provided in
Section 5. From Eq. 14, the dynamics for ζ2 is,

dζ2
dt

=
dx2
dt

+ L1
dx1
dt

+ L3
dx3
dt

(15)

The dynamics of the measured states x1 and x3 from
Eq. 2 and 4 are inserted into Eq. 15.

dζ2
dt

=
Zs

ρ

(
pn − patm

)
−Asg

Hs

Ls

− 1

8
πfD,sBsx2 |x2|+ L3

(
x2Hs

AsLs

)
+ L1

(
Zp

ρ
(pn − ptr1)

+Apg
Hp

Lp
− 1

8
πfD,pBpx1 |x1|

)
(16)

Now, the observer for x2 is,

dζ̂2
dt

=
Zs

ρ

(
pn − patm

)
−Asg

Hs

Ls

− 1

8
πfD,sBsx̂2 |x̂2|+ L3

(
x̂2Hs

AsLs

)
+ L1

(
Zp

ρ
(pn − ptr1)

+Apg
Hp

Lp
− 1

8
πfD,pBpx1 |x1|

)
(17)

The estimation error dynamic is defined as:

dζ̃2
dt
≡ dζ2

dt
− dζ̂2

dt
(18)

After inserting dζ2
dt and dζ̂2

dt from Eq. 16 and 17 into
Eq. 18, the estimation error dynamic is,

dζ̃2
dt

=
1

8
πfD,sBs [(Zs + L1Kpdz)Kp − 1]

× (x2 |x2| − x̂2 |x̂2|) +
L3Hs

AsLs
ζ̃2

− 1

8
π (Zs + L1Kpdz)KpfD,iBi

× ((x2 + x1) |x2 + x1| − (x̂2 + x1) |x̂2 + x1|) (19)

The estimation error dynamic should be analyzed for
stability so that its state converges to zero in a finite
amount of time. For this reason, Lyapunov stability
analysis is used and a candidate Lyapunov function V
is considered as follows:

V =
1

2
ζ̃22 (20)

For the Lyapunov analysis, it must be shown that
a derivative of the Lyapunov function is less than or
equal to zero: dV

dt ≤ 0. So, the derivative of this Lya-
punov function is,

dV

dt
= ζ̃2

dζ̃2
dt

(21)

Inserting the observation error dynamic from Eq. 19,
the derivative of the Lyapunov function dV

dt becomes as
follows:
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dV

dt
=

1

8
πfD,sBs [(Zs + L1Kpdz)Kp − 1]

× (x2 |x2| − x̂2 |x̂2|) ζ̃2 +
L3Hs

AsLs
ζ̃22

− 1

8
π (Zs + L1Kpdz)KpfD,iBi

× ((x2 + x1) |x2 + x1| − (x̂2 + x1) |x̂2 + x1|)ζ̃2 (22)

Equation 22 has three terms on its right hand side.
Each of these terms will be analyzed separately and it
will be shown that each term fulfills the conditions for
Lyapunov stability. In the process of analyzing Eq. 22,
the conditions for observer gains L1 and L3 will be
calculated. From the first term on the right hand side
of Eq. 22, let us suppose,

f2 = (x2 |x2| − x̂2 |x̂2|) (x2 − x̂2) (23)

Then, the following conditions exist:

{
if x2 − x̂2 = ζ̃2 = 0,

if x2 − x̂2 = ζ̃2 6= 0,

then f2 = 0

then f2 > 0
(24)

Hence, f2 ≥ 0, i.e., f2 is positive semidefinite. This
implies that,

1

8
πfD,sBs [(Zs + L1Kpdz)Kp − 1] ≤ 0 (25)

From Equation 25, a condition for the observer gain
L1 can be defined as follows:

L1 ≥
Zs

Kpdz
− 1

KpdzKp
(26)

Next, the second term on the right hand side of
Eq. 22 can be analyzed. Here, it is obvious that ζ̃22 ≥ 0.
For this second term to be negative semi definite, the
condition given by Eq. 27 should be fulfilled. Thus, the
condition for the observer gain L3 is,

L3Hs

AsLs
≤ 0→ L3 ≤ 0 (27)

Finally, from the third term on the right hand side
of Eq. 22, let us suppose,

f1,2 = ((x2 + x1) |x2 + x1|
− (x̂2 + x1) |x̂2 + x1|)× (x2 − x̂2) (28)

Knowing that x1 ≥ 0 (flow rate in the penstock is
positive), it follows that,

{
if x2 − x̂2 = ζ̃2 = 0,

if x2 − x̂2 = ζ̃2 6= 0,

then f1,2 = 0

then f1,2 > 0
(29)

Hence, f1,2 ≥ 0, i.e., f1,2 is positive semidefinite.
This implies that,

1

8
π (Zs + L1Kpdz)KpfD,iBi ≥ 0 (30)

From here, another condition for the observer gain
L1 is found,

L1 ≤
Zs

Kpdz
(31)

Thus from Eq. 26, 27 and 31, the required condition
for the stable dynamics of the estimation error dynamic
dζ̃2
dt is:

Zs

Kpdz
− 1

KpdzKp
≤ L1 ≤ Zs

Kpdz

L3 ≤ 0
(32)

Hence, the designed reduced order nonlinear ob-
server for estimating the volumetric flow rate in the
surge tank (x2) is written as,

x̂2 = ζ̂2 − L1x1 − L3x3 (33)

Here, ζ̂2 is the estimate of the transformed coordi-
nate for x2 and its dynamics is defined using Eq. 17.
L1 and L3 are the observer gains that are defined us-
ing conditions in Eq. 32. A summary of the developed
reduced order nonlinear observer for the hydropower
system is given in Table 1.

Thus, the observer convergence is proved here, and
this in turn proves observability of the state x2. Then,
the observer simulations are illustrated in the next sec-
tion.

5 Results and discussions

5.1 Simulation setup

The reduced order nonlinear observer is implemented
in OpenModelica, which is an open source Modelica
based modeling and simulation tool designed for indus-
trial and academic usage. Using the Python API for
OpenModelica, simulations of the observer are carried
out in Python.

Three cases are presented in this section for the dy-
namic simulations of the developed reduced order non-
linear observer:

5
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Table 1: Summary of the reduced order nonlinear ob-
server for the hydropower system.

Plant

dx1

dt =
Zp

ρ (pn − ptr1) + Apg
Hp

Lp
−

1
8πfDBpx1 |x1|
dx2

dt = Zs

ρ (pn − patm) − Asg
Hs

Ls
−

1
8πfDBsx2 |x2|
dx3

dt = x2Hs

AsLs

Observer

x̂2 = ζ̂2 − L1x1 − L3x3
dζ̂2
dt = Zs

ρ (pn − patm) − Asg
Hs

Ls
−

1
8πfD,sBsx̂2 |x̂2| + L3

(
x̂2Hs

AsLs

)
+

L1

(
Zp

ρ (pn − ptr1) + Apg
Hp

Lp
−

1
8πfD,pBpx1 |x1|

)
Design
variables

Zs

Kpdz
− 1

KpdzKp
≤ L1 ≤ Zs

Kpdz

L3 ≤ 0

• Only the penstock volumetric flow rate V̇p ≈ 19.07
(x1) is injected, i.e., L3 = 0.

• Only the surge tank water height hs (x3) is in-
jected, i.e., L1 = 0.

• Both the penstock volumetric flow rate and the
surge tank water height (x1 and x3) are injected.

Measurement data from a real hydropower plant are
not available, instead outputs from hydropower model
simulations are used. Two hydropower models are used
to represent reality: (a) a detailed model, and (b) the
simplified model as described in Section 3. Hence, for
all cases below, the hydropower models are first simu-
lated separately to get the appropriate synthetic mea-
surements.

A set of dynamic simulations for the reduced or-
der nonlinear observer is performed, where the sim-
ulations start from the steady state (V̇p ≈ 19.07 m3/s
and hs ≈ 69.91 m) and last for 60 s with a sample
time of 0.5 s. A disturbance occurs at time 10 s with a
rapid closing of the turbine valve by 3%. First, an ap-
propriate synthetic measurement data for the penstock
flow rate and for the surge tank water height are cre-
ated from the simulation of the simplified hydropower
model. These measurements are shown in Fig. 2.

Moreover, the effect of measurement noise on the
estimated state is also of interest. White measurement

noise, vk, is added to the measurement signals and used
for the observer simulations. For both measurements,
the mean of the measurement noise vk is zero, i.e., v̄k =
0, and the noise covariance Vk are the same for both
measurements for simplicity and equals Vk = 0.0001,
i.e., vk ∼ N (0, 0001). The noisy measurements are also
shown in Fig. 2.

Figure 2: Measurements from the simplified hy-
dropower model with and without noise for
the dynamic simulations.

5.2 Using one measurement

First, the studies of the observer behavior that uses
only one measurement (one state is injected) are per-
formed, i.e., one of the observers’ gains is set to zero.
The results of the dynamic simulations without any
measurement noises for these cases are shown in Fig. 3
for the observer that use only the penstock flow rate
measurement (L3 = 0) and in Fig. 5 for the observer
that use only the surge tank water height measurement
(L1 = 0). In both figures, three values for the nonzero
observer gain are used to study the observer behavior.

Figure 3: Observer behavior when only measurement
x1 is injected. Gain L1 is varied to study its
effect on convergence.
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Figure 4: Observer behavior for longer simulation time
when only measurement x1 is injected.

Figure 5: Observer behavior when only measurement
x3 is injected. Gain L3 is varied to study its
effect on convergence.

From Fig. 3, it is seen that the estimates from the
observer that uses only the penstock flow rate mea-
surement as injection converges properly for the gain
value of L1 = 1.0. With the values of observer gain
as L1 = −1.0 and L1 = 2.0, significant overshooting
and undershooting are seen during the transient pe-
riod, respectively. With these values for the gain L1,
the observer requires a relatively longer time for con-
vergence, see Fig. 4 with extended simulation time of
900 s. Thus a proper choice of observer gain L1 seems
to be necessary for obtaining faster convergence.

Figure 5 shows that when only the surge tank wa-
ter height measurement is used as injection, the ob-
server shows some overshooting in the estimates when
the disturbance occurs, and then converges to the cor-
rect value. Here, a lower value of the observer gain L3

leads to faster convergence.

From both these cases, it can be concluded that it is
possible to estimate the unmeasured state x2 by using
only one of the available measurements. However, it
is also of interest to check the observer’s performance
when both measurements are used together.

Figure 6: Observer behavior when both measurement
x1 and x3 are injected. Gain L1 is varied to
study it’s effect on convergence.

5.3 Using both measurements

The next set of simulations show the behavior of the
observer that uses both the penstock flow rate and
the surge tank water height as available measurements.
First, dynamic simulations for the reduced order non-
linear observer without any measurement noises are
presented in Fig. 6. Here, the observer gain L1 is varied
and another gain is set to a fixed value of L3 = −1.0.

As compared to Fig. 3 (where only one measurement
was injected), Fig. 6 shows that by using both the avail-
able measurements, the performance of the observer is
significantly improved. With the same choices of gain
L1 (for both cases), it can be seen that the observer
converges much faster when both measurements are
used in the observer design. It is also noticed but not
shown in Fig. 6 that with lower values for the observer
gain L3, the estimates converges relatively faster to
their correct values.

However, the observer with the fixed gain L1 = 1.0
and varying gain L3 produces very similar results for
different choices of gain L3. This is shown in Fig. 7,
where measurements without noises are used for dy-
namic simulation of the reduced order nonlinear ob-
server. Here, different values are used for the observer
gain L3 and the other gain is set to a fixed value of
L1 = 1.0.

As compared to Fig. 5 (where only one measurement
was used), Fig. 7 shows that the performance of the ob-
server is vastly improved when both measurements are
used. In this case, the overshoots are reduced signifi-
cantly. It can be concluded that when both measure-
ments are used in the observer design, and with proper
choices of gains L1 and L3, the performance of the ob-
server can be vastly improved. However, it is also pos-
sible to estimate the unmeasured state by using only
one measurement. With this, the proof of convergence
of the observer design perhaps will also be simplified.

7
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Figure 7: Observer behavior when both measurement
x1 and x3 are injected. Gain L3 is varied to
study it’s effect on convergence.

In addition, in some cases it might be considered to
use a simple observer for estimating x2 (the surge tank
flow rate) that is based only on Eq. 4 and use changes
in x3 (the surge tank water height) as measurements
(through model inversion). This simple observer will
be more sensitive to noise, but otherwise it would have
many advantages, such as simplicity (no tuning pa-
rameters) and ease of implementation. However, this
simple observer will work fine as long as the model is
considered to be perfect. In reality, model parameters
might not be exactly known and/or there might be
other unknown input disturbances acting on the sys-
tem. Under such conditions, open-loop observers may
not function well and it might be necessary to introduce
feedback by injecting the measurements. Furthermore
in Fig. 7, it has been shown that by using measurement
x1 in addition to x3 as the measurement, the estima-
tion can be significantly improved.

5.4 Measurement noise influence

The performance of the observer is affected by the mea-
surement noise and the choice of the observer gains. To
illustrate this, the observer gain L3 is varied while the
gain L1 is kept constant. The influence of the measure-
ment noise on the estimate is shown in Fig. 8.

As the gain L3 is lowered, the observer converges
faster, however, this also makes the estimates more
noisy. This justifies the fact that under the presence of
measurement noises, the speed of convergence and the
occurrence of noisy estimates should be balanced prop-
erly by proper choice of observer gains. To increase
the performance of the observer with noisy measure-
ments, the measurement data should probably be pre-
processed and filtered before feeding it to the observer
in practise.

Figure 8: Effect of measurement noise on the state es-
timates with varying gain.

6 Testing observer with
measurement data from a
detailed model

It is of interest to see how the reduced order nonlinear
observer behave when the synthetic measurements are
based on a more detailed/realistic model while the sim-
ple model is used for the design of the observer. The
detailed model used for the synthetic measurements is
similar to the model presented above, but includes wa-
ter compressibility and pipe elasticity in the penstock,
see Vytvytskyi and Lie (2017) for more information
about this model. Moreover, the Darcy friction fac-
tor varies with the flow rate for all pipe units in this
detailed model.

First, appropriate synthetic measurements for the
penstock flow rate and for the surge tank water height
are created from the simulation of the more detailed
hydropower model. These measurements are shown
in Fig. 9 for the cases without and with measurement
noise. Similarly to the previous case, the same level of
measurement noise vk is used here.

Figure 9: Measurements from the more detailed hy-
dropower model.
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The dynamic simulations for the reduced order non-
linear observer that use these measurements from the
detailed model without considering measurement noise
are shown in Fig. 10. Here, the results of the observer
with re-tuned gains L1 and L3 that provides relatively
good estimation is shown in the figure.

Figure 10: Observer behavior when both measurement
x1 and x3 are injected. Measurements
without noise from the more detailed hy-
dropower model.

Figure 10 shows that fine tuning of the L1 and L3

observer gains reduce the offset between the estimates
from the observer and the results from the detailed
hydropower model.

Simulations with noisy measurements from the de-
tailed hydropower model are performed to see the in-
fluence of the noise on the estimation. The results from
the observer simulation are shown in Fig. 11, where it
can be seen that the measurement noise affects the ob-
server results, and the estimates from the observer be-
come noisier. This behavior is expected and is similar
to the results from the previous case study (Fig. 8). It
is also clearly visible that observer produces relatively
good estimates even under the presence of measure-
ment noises from the detailed hydropower model.

It is worth mentioning that the observer gains had
to be re-tuned when it is applied on a detail model.
In both cases (with/without considering measurement
noises), it can be seen that the observer converge to
the true state values. However, the performance of
the observer is relatively poor compared to the case
where perfect model (no model-observer mismatch) is
considered. Under the presence of measurement noises,
the estimates also become slightly noisy as shown in
Fig 11.

Figure 11: Observer behavior when both measurement
x1 and x3 are injected. Measurements with
noise from the more detailed hydropower
model.

7 Conclusions

The design and proof of convergence for the reduced
order nonlinear observer for the simplified hydropower
system has been presented in this paper. This observer
is designed to estimate the surge tank flow rate us-
ing the measurements from two other states (the pen-
stock flow rate and the surge tank water height). The
observer has been implemented in OpenModelica and
added to our in-house hydropower library (OpenHPL).
Then a number of simulations have been run in Python
using the Python API for OpenModelica in order to
study the designed observer.

The dynamic simulations have been performed to
show the observer behavior under the presence of input
disturbance. These simulations have been carried out
for three cases, where the measured states have been
injected separately first, and then both measured states
have been used. Moreover, the influence of the mea-
surement noise on the observer has also been presented
for the dynamic simulations. The simulations showed
that the performance of the reduced order nonlinear
observer mostly depends on the observer gain L1 for
overshooting/undershooting of the estimates, and the
gain L3 for the convergence speed.

It has also been checked, but not shown in the paper,
how the observer behaves if the designed conditions for
the observer gains are broken, e.g., L3 > 0 or L1 ≤
Zs

Kpdz
− 1

KpdzKp
and L1 ≥ Zs

Kpdz
. In case with L3 > 0,

the system becomes unstable and the observer fails.
For another case, with L1, the simulation runs without
failures. However the results become poorer.

To summarize, it has been shown that a reduced or-
der nonlinear observer can be designed and used for the
state estimation in the hydropower system. The design
of the observer is based on a simplified model with cer-
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tain assumptions. This lowers the complexity in the
design of the observer. When the observer is tested
against the simplified model, the estimates are proper
without any offsets. However, the observer is also
tested against the data from a more detailed/complex
hydropower model where simplifying assumptions are
not considered. Under such condition, the observer
has to be re-tuned. With a properly calibrated/tuned
reduced order observer, the observer can still provide
satisfactory estimates of the unmeasured state.
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Abstract
In control theory for dynamic systems, information about
observability and controllability of states plays a key role
to evaluate the possibility to observe states from outputs,
and use inputs to move states to a desired position, re-
spectively. Automatic determination of observability and
controllability is possible, in particular for linear models
where typically observability and controllability grami-
ans are considered. In the case of large scale systems,
e.g., complex models of regional energy systems, standard
analysis becomes challenging. For large scale systems,
structural analysis based on directed graphs is an inter-
esting alternative: structural observability (or: controlla-
bility) is a necessary requirement for actual observability
(or: controllability). Directed graphs can be set up directly
for linear models, but can also be extracted from nonlinear
models.

Modelica is a suitable language for describing large
scale models, but does not support graph algorithms. One
possibility is to integrate the Modelica model into a lan-
guage supporting graph algorithms, e.g., Julia: this inte-
gration can be done using package OMJulia which works
with the free tool OpenModelica. OMJulia does not give
direct access to the nonlinear model in Modelica, but a
linear model approximation can be extracted and used for
setting up the system graph. In this study, an experimental
implementation of automated structural analysis is done
in Julia using the LightGraphs.jl package. As an exam-
ple, this structural analysis is tested on hydropower mod-
els of different complexity that are modelled in OpenMod-
elica using our in-house hydropower Modelica library —
OpenHPL, where different models for hydropower sys-
tems are assembled.
Keywords: observability, controllability, structural analy-
sis, graph theory

1 Introduction
1.1 Background
Modelling and simulation of dynamic systems (e.g., a hy-
dropower system in this paper) plays an important role as
efficient analysis tools for control analysis and design. As
an example, tools for designing a new or testing an ex-
isting controller for stability and performance in different
operating regimes might be of interest.

Model based analysis of state observability and control-

lability is important for control design, and it is of interest
to consider tools for aiding such analysis. Classically, ob-
servability and controllability properties might be checked
using the well known tests based on rank conditions, (Si-
mon, 2006; Šiljak, 2011). However, numerical problems
can arise for the rank computations in complex, large scale
systems. Still, structural observability and controllability
based on the system structure can be used in such cases
due to the simplicity of these methods. In addition, a rel-
ative degree of the system indicates how directly control
inputs affect outputs, and can also be defined based on the
system structure. Assuming linear models, analysis tools
based on graph theory can be implemented in Julia1, e.g.,
using the LightGraphs.jl package.

Models of various dynamic systems might be di-
rectly modeled in Julia using the DifferentialEquations.jl2

(Rackauckas and Nie, 2017) and ControlSystems.jl3 pack-
ages. However, an object-oriented language such as Mod-
elica4 has richer support for describing complex, large
scale systems with inputs and outputs. One such Mod-
elica based tool is OpenModelica5 which offers an open-
source modeling and simulation environment. OpenMod-
elica also comes with the OMJulia.jl package which offers
integration of Modelica models in Julia.

1.2 Previous Work
Basic graph theory for different engineering applications
is provided in (Deo, 2017). Structural modeling and
analysis of complex systems are described by (Šiljak,
2007, 2011; Lunze, 1992; Boyd and Vandenberghe, 2018).
Based on this graph theory, large scale systems can be fur-
ther tested and analyzed for control and parameter estima-
tion purposes; see, e.g., (Perera, 2016) who used structural
analysis of Modelica models in JModelica6 and Python7 to
analyze an industrial copper electrowinning process.

The OMJulia package8 (Julia API) for OpenModelica
provides possibilities to run simulations and carry out lin-
earization of OpenModelica. Julia in turn gives rich possi-
bilities for plotting, analysis, and optimization (e.g., using

1https://julialang.org/
2https://goo.gl/5wxZfR
3https://goo.gl/d2xyf2
4https://www.modelica.org
5https://openmodelica.org
6https://jmodelica.org/
7https://www.python.org
8https://goo.gl/WpAMds



Julia packages Plots.jl, LightGraph.jl, JuMP.jl, etc.).
Some work on modeling a waterway for high head hy-

dropower system together with a generator, a Francis tur-
bine, and a governor, has already been carried out using
OpenModelica (Vytvytskyi and Lie, 2017, 2018a). Unit
models have been assembled in our in-house Modelica li-
brary OpenHPL9. Similarly to Julia, a Python API10 for
OpenModelica already exists and a use of this API for the
OpenHPL is presented in (Vytvytskyi and Lie, 2018b).

1.3 Overview of Paper
In this paper, the main contribution is the prototyping
and testing of automated structural analysis for dynamic
systems in Julia using directed graphs from the Light-
Graphs.jl package.

The paper is structured as follows: Section 2 gives
an overview of the graph and structural analysis theory.
The Julia implementation of these analysis methods is
discussed in Section 3. Applying the structural analysis
methods on hydropower models is presented in Section 4.
Finally, discussion and conclusions are given in Section 5.

2 Structural analysis
Structural analysis of models is the evaluation of model
behavior base on a model structure. In this study, the
model structure is represented by graphs. That is why,
the graph theory is described first.

2.1 Graph theory
A graph G connects nodes (vertices, points) N =
{n1,n2, . . . ,nN} via edges (lines) E = {e1,e2, . . . ,eE}.
Here, we will consider a directed graph (digraph); a di-
graph may be defined by a relation R consisting of a set of
ordered pairs (ni,n j) with unidirectional information flow
between these nodes.

As examples, Fig. 1 shows the undirected graph G1
(left) and the directed graph G2 (right). Observe that each
pair corresponds to an edge; G1 has 5 edges because its re-
lation R1 holds 5 (unordered) pairs, while G2 has 6 edges
because R2 holds 6 (ordered) pairs.

Instead of describing the graph via a relation, it can be
described via either an adjacency matrix A or an incidence
matrix I. The incidence matrix description I with dim I =
nE ×nN relates edges and nodes. The incidence matrix is
not suitable for describing self edges, and is not discussed
further here.

The adjacency matrix relates unidirectional flow be-
tween two nodes, and is defined by Ai, j = 1 for (i, j) ∈ R,
or Ai, j = 0 for (i, j) 6= R The adjacency matrix is square,
dimA = nN × nN , with nodes represented by both rows
and columns. Adjacency matrix A2 for G2 in Fig. 1 is

A2 =
[1 1 0 0

0 0 1 0
1 1 0 0
0 1 0 0

]
. Observe that nonzero diagonal elements

9Open Hydro Power Library is developed by the first author within
his PhD study.

10https://goo.gl/Qyjqq2

Figure 1. Examples of (a) undirected graph, and (b) directed
graph.

in the adjacency matrix implies self edges, i.e., edges that
emanates from the node and returns to the node.

An important concept in graph theory is the length `
between two nodes: the length is the number of nodes tra-
versed to go from node ni to node n j. In G2 of Fig. 1, the
length in going from n1 to n1 is ` = 1 because of the self
edge. The length in going from n1 to n3 is ` = 1 because
there is an edge from n1 to n3. The length in going from
n1 to n2 is ` = 2: it is necessary to first go from n1 to n3,
and then from n3 to n2.

The same principal can be used to represent a model
structure of linear models with inputs and outputs, (Šiljak,
2011). These models can be represented by Eq. 1:

ẋ = Ax+Bu
y =Cx+Du (1)

Here, x ∈ Rnx is the state, u ∈ Rnu is the input/control sig-
nal, and y ∈ Rny is the output. A ∈ Rnx×nx , B ∈ Rnx×nu ,
C ∈Rny×nx and D∈Rny×nu are constant matrices and con-
sist of elements ai, j, bi, j, ci, j and di, j, respectively.

In order to represent a structure of this system, the in-
terconnection square matrix M should be created, (Šiljak,
2007). This interconnection matrix M combines informa-
tion from all the constant matrices, A, B, C, D, and repre-
sents the relationships between states, inputs and outputs.
The matrix M is found as follows:

M =

A B 0
0 0 0
C D 0

 (2)

In M, the second block row is zero because uk is an input
and not a response variable, while the third block column
is zero because yk is a response variable and not an input.

2.2 Structural controllability
In control theory, the mathematical duals observability
and controllability are important properties of control sys-
tems. Using controllability, it is possible to evaluate the
capability of the external input capability to influence the
internal state. Observability, on the other side, gives an
understanding of the possibility of a system state to be in-
ferred from an external output.



Figure 2. Examples of (a) structurally controllable, and (b)
structurally observable systems.

As mentioned above, numerical problems can arise in
the classical methods for observability and controllability
computations in complex, large scale systems. As an alter-
native, structural observability and controllability are con-
sidered in this study due to the simplicity of these meth-
ods. In addition, structural observability and controlla-
bility provide necessary conditions for observability and
controllability. This means that if the complex system is
not structurally observable or not controllable, then it is
not observable or not controllable. On the other hand, the
system may be structurally observable/controllable, while
in reality the system is not observable/controllable, (Šil-
jak, 2011).

Consider a linear system with an external input, see
Eq. 1, e.g., A =

[
1 1
1 0

]
and B =

[
1
0

]
. First, the system struc-

ture based on the digraph G should be created with the in-
terconnection matrix, M =

[1 1 1
1 0 0
0 0 0

]
, see Fig. 2 (a). Then,

structural controllability of the system can be demon-
strated if there is a directed path in the digraph G from
(at least one) input-node to every single state-node. As
seen in Fig. 2 (a), the system is structurally controllable,
because there are paths from the input-node u1 to the state-
node x1 with the edge b1 and to the state x2 with the edges
b1 and a2,1.

2.3 Structural observability
Similarly to structural controllability, structural observ-
ability requires that there is a directed path from every
single state-node to (at least one) output-node in the di-
graph G. Let us suppose a linear system with an external
output, see Eq. 1, e.g., A =

[
1 1
1 0

]
and C =

[
0 1
]
. The in-

terconnection matrix is then as follows, M =
[1 1 0

1 0 0
0 1 0

]
. The

system structure based on the digraph G is created using
the matrix M and is show in Fig. 2 (b). Here, the structural
observability of the system is proven due to state-nodes x1
and x2 with directed paths (a2,1,c2) and (c2) to the output
node y1, respectively.

2.4 Relative degree of system
Another property that can be found from structural analy-
sis is the relative degree of the system, which shows how
the input affects the system output. More precisely, the

relative degree r represents the number of differentiations
of the output y needed for the input u to appear, (Slotine
and Li, 1991). From the digraph structure of the system,
this relative degree can be found as the smallest number of
state-nodes through which a directed path from an input-
node to output-node goes.

Combining the two previous examples with one input
and one output, e.g., A =

[
1 1
1 0

]
, B =

[
1
0

]
and C =

[
0 1
]
,

it can be shown that the relative degree of the system
equals two, see Fig. 2 (a) and (b) together. This is because
the path from the input-node u1 to the output-node y1 is
(b1,a2,1,c2) and this path goes through two state-nodes x1
and x2. This statement can be also shown by the condition
for relative degree r from (Slotine and Li, 1991):

r = min
ρ

{
LgLρ−1

f h(x) 6= 0
}

(3)

Here, we consider the system ẋ = f (x)+ g(x)u and y =
h(x). Symbols Lg and Lf are the Lie derivatives of h(x)
along g(x) and f (x), respectively, i.e., Lgh(x) = ∂h(x)

∂x g(x)

and Lfh(x) =
∂h(x)

∂x f (x). Hence, in our example it is
proven by Eq. 4 that the relative degree r equals two:

for ρ = 1 : Lgh(x) =
[

0 1
][

1
0

]
= 0

for ρ = 2 : LgLfh(x) =
[

0 1
][

1 1
1 0

][
1
0

]
= 1 (4)

In the case of multiple inputs or outputs, a set of relative
degrees appears for each output-node. In such cases, in
addition to this set of relative degrees, a total relative de-
gree of the system is defined. The total relative degree is
nothing but sum of the set of relative degrees, (Slotine and
Li, 1991).

3 Julia implementation
For the prototype tools in this paper, a linear model in
state space form as in Eq. 1 is assumed. Such a repre-
sentation might be found in two ways. In one case, a
dynamic system is modeled directly in Julia with Differ-
entialEquations.jl package, (Rackauckas and Nie, 2017),
and then can be linearized using the ForwardDiff.jl pack-
age11, (Revels et al., 2016). Alternatively, the model
can be represented in Modelica, and OpenModelica with
OMJulia can be used for the model linearization. The Ju-
lia API of OpenModelica with OMJulia is similar to the
Python API of OpenModelica with OMPython which has
been discussed in previous work, (Vytvytskyi and Lie,
2018b).

In order to work with graphs in Julia the LightGraphs.jl
package12 and GraphPlot.jl package13 can be used for
graph creation and plotting, respectively. In addition to
these packages, other Julia packages for this study are also
required, i.e., Plots.jl14 and DataFrames.jl15 packages.

11https://goo.gl/en5JMu
12https://goo.gl/tveMx1
13https://goo.gl/ifVw1p
14https://github.com/JuliaPlots/Plots.jl
15https://github.com/JuliaData/DataFrames.jl



It should be noted that examples with results of using all
functions presented in this section, are given in Section 4.

3.1 Graphical structure of system

The LightGraphs.jl package16 can be used to create a di-
graph of the linear system structure in Julia. Using inter-
connection matrix M (described in eq. 2) as an input to the
DiGraph() command, the digraph G can be created and
then plotted with the gplot() command from the Graph-
Plot.jl package17. An example, Julia code for creating and
plotting the digraph of a simple three by three interconnec-
tion matrix M previously presented for the controllability
example (see Fig. 2 (a)) looks as follows:

M = [ 1.0 1.0 1.0;
1.0 0.0 0.0;
0.0 0.0 0.0] // intercon. matrix

G = DiGraph(M) // create the digraph
gplot(G, layout=spring_layout,

NODESIZE = 0.1,
nodefillc=colorant"turquoise",
NODELABELSIZE = 5,
nodelabel=["x1","x2","u1"],
nodelabelc = colorant"black",
EDGELINEWIDTH=0.5,
edgestrokec=colorant"grey",
arrowlengthfrac=0.08,
arrowangleoffset = pi/10)) // plotting

Here, plotting of the graph with gplot() command has var-
ious options:

• various possibilities for graph layout (random, cir-
cular, spring, shell, stressmajorize, and spectral lay-
outs);

• setting size and color for nodes (NODESIZE, node-
fillc), nodes’ labels (NODELABELSIZE, nodela-
belc), or edges (EDGELINEWIDTH, edgestrokec);

• specifications of nodes’ labels names (nodelabel);

• setting edges’ arrows shape (arrowlengthfrac, ar-
rowangleoffset).

It should be noted that all color settings in the gplot() com-
mand might be specified with a vector of colors, one for
each nodes/edges, similarly to the presented name vector
for the nodes’ labels. All the discussed options can be
specified by the user according to their choice.

The results of running the presented code is shown in
Fig. 3, where the simple digraph of three nodes is pre-
sented. Hence, using the presented commands for graphs
creation and plotting, our own functions for system struc-
ture construction can be developed. The first function
is named obtain_graph_structure() and provides digraph
G together with interconnection matrix M and a data ta-
ble, where the nodes’ labels are structured with respect

16https://goo.gl/tveMx1
17https://goo.gl/ifVw1p

Figure 3. Digraph from the simple example of Julia code for the
system in Fig. 2 (a).

to state/input/output names. This function also gives spe-
cific color arrays for nodes, nodes labels and edges. All
nodes are colored according to their type, i.e., individual
colors for states (turquoise), inputs (light blue), and out-
puts (light green). Edges in turn are colored based on their
connection, i.e., individual color for self loops (red), state
interactions (grey), connections from input (blue), and to
output (brown). The inputs to this function are the con-
stant system matrices A, B, C, and D. Three string arrays
with the variables’ names of state, input and output are
inputs as well.

An example of the obtain_graph_structure() function
calling is provided below. Here, commands for display-
ing of the graph G and the data table d f are also used.
As it is seen, the gplot() command for the graph plot-
ting is specified with different options found with the ob-
tain_graph_structure() for the names of nodes and color
vectors for nodes, labels and edges.

G,M,df,Node_c,Edg_c,Nodelable_c,Nodelble =
obtain_graph_structure(A,B,C,D,
StateName,InputName,OutputName);

println(df) // display the data table
gplot(G, layout=circular_layout,

NODESIZE = 0.05,
NODELABELSIZE = 5,
nodefillc=Node_c,
EDGELINEWIDTH=0.3,
edgestrokec=Edg_c,
nodelabel=Nodelble,
nodelabelc = Nodelable_c,
arrowlengthfrac=0.08,
arrowangleoffset = pi/10)

In cases when the user does not want to display (print/-
plot) the results, another function system_structure() can
be used. The function gives the possibility to show the
structure of the system directly after execution. The use
of this function is provided below:

system_structure(A,B,C,D,
StateName,InputName,OutputName)



3.2 Structural observability and controllabil-
ity

As presented above, structural digraph paths should be
checked in order to show the structural observability or
controllability of the system. To be structurally observ-
able, there should be a directed path from every state-node
to at least one output-node. Similarly, there should be a
directed path from at least one input-node to every state-
node in order to be structurally controllable.

Functions for checking structural observability and
controllability of the system have been developed:
check_sys_observ() and check_sys_control(), respectively.
The calling of these functions are the same as for the func-
tions presented in the previous subsection, and an example
is given below:

check_sys_observ(A,B,C,D,
StateName,InputName,OutputName)

check_sys_control(A,B,C,D,
StateName,InputName,OutputName)

Both functions operate in similar way, and in the case
that all states of the system are structurally observable/-
controllable, they return a message with the follow-
ing text: “All states are structurally observable/control-
lable”. Otherwise, these functions provide information
of which states are structurally unobservable/uncontrol-
lable. In both cases, the functions also display the di-
graph with a structure of the system. In addition, in the
case with some unobservable/uncontrollable states, some
transparency colors are used to display these state-nodes
and the edges connected to these nodes.

In some cases, it might be of interest to specifically
check some of the system states for observability or con-
trollability. Because of this, another two functions that
check structural observability/controllability of specified
states are developed. The use of these functions are simi-
lar to the previous two functions, but here the user should
also specify the state that will be checked. The state num-
ber from the node’s label (state_num) is used for this spec-
ification. An example looks as follows:

check_state_observ(A,B,C,D,StateName,
InputName,OutputName,state_num)

check_state_control(A,B,C,D,StateName,
InputName,OutputName,state_num)

Both functions return a message that shows if the spec-
ified state is structurally observable/controllable or not.
They also display the digraph with a structure of the sys-
tem where the specified state-node and a path (edges and
nodes) which shows its structural observability/controlla-
bility are highlighted. Colors of all other nodes and edges
are somewhat transparent.

3.3 Relative degree of system
In order to determine the relative degree of the system pre-
sented by digraph G, a smallest number of state-nodes
should be found through which a directed path from

an input-node to output-node goes. For this task, the
sys_relative_degree() function is developed. This function
defines the relative degree of the system and then returns
a message that shows the value of the defined relative de-
gree. For a system with multiple inputs and outputs, infor-
mation about the total relative degree is provided together
with a set of the relative degrees of all outputs. Moreover,
a digraph is displayed with the structure of the system. In
this digraph, colors of all nodes and edges are a bit muted,
except for the path/paths (edges and nodes) that is/are the
basis for the relative degree.

The use of the function for checking the relative degree
looks as follows:

sys_relative_degree(A,B,C,D,
StateName,InputName,OutputName)

4 Results
The various hydropower models that are implemented
in OpenModelica using our in-house hydropower library,
OpenHPL, are used here for testing of the developed func-
tions for system structural analysis. Description and infor-
mation about these hydropower models already have been
presented previously, (Vytvytskyi and Lie, 2017, 2018b).
For use with the structural analysis code, these models are
first linearized in Julia using package OMJulia for Open-
Modelica. The constant A, B, C, and D matrices for the
linearized hydropower state space models together with
ordered lists (vectors) of state, input and output names are
then used for structural analysis.

4.1 Simple waterway model
First, a simple model of the hydropower system with basic
models for the waterway (incompressible water and in-
elastic pipes, (Vytvytskyi and Lie, 2017)) is used. This
model consists of 5 states and has one input and one out-
put. The system_structure() function provides the model
structure, see Fig. 4. Here, the states (x1 − x5) are col-
ored turquoise and consist of the volumetric flow rates
in the penstock and surge tank, and the water masses in
the surge tank, reservoir, and tail water. The input (u1) is
the control signal for the turbine and is colored light blue.
The output (y1) is colored light green and represents the
flow rate in the turbine which is the same as the penstock
flow rate in this model. Figure 4 shows the digraph with
the model structure using the circular layout for the graph
plotting. This can be changed to another style in options
to the gplot() command.

Next, the hydropower model can be checked for
structural observability and controllability using
check_sys_observ() and check_sys_control() com-
mands. The results for these studies are shown in Fig. 5
for observability and in Fig. 6 for controllability. It is
seen from Fig. 5 that the system is structurally observable
because all system states transmit information through
digraphs to the output. In the same way, there are two
uncontrollable states which make system structurally



Figure 4. The digraph with the simple model structure deter-
mined by the system_structure() function.

uncontrollable, see Fig. 6. This uncontrollability for
the water masses in the reservoir and tail water is
caused by model simplification: these masses are kept
constant in the model, (Vytvytskyi and Lie, 2018b); the
uncontrollability is thus fictitious in this case.

The relative degree of this simple hydropower model
can be found using the developed sys_relative_degree()
function. The result of running this command for the sim-
ple model is shown in Fig. 7. Here, it is seen that the rel-
ative degree, r, equals one, which means that the control
signal directly affects a state that influences the output.

4.2 Detailed waterway model
A more detailed model of the hydropower system is used
next. This model is similar to the previous simple model,
but here the penstock unit is described by a more de-
tailed pipe model instead of the basic pipe model (here,
compressible water and elastic pipes are considered in the
penstock, (Vytvytskyi and Lie, 2017)). This model con-
sists of 24 states and also has one input and one output.
The result of the system_structure() function provides the
model structure, see Fig. 8. Here, the states (x1 − x24)
consist of the pressures (U [1, ..,10]) and mass flow rates
(U [11, ..,20]) in the penstock segments, volumetric flow
rate in the surge tank, and the water masses in the surge
tank, reservoir, and tail water. The input (u1) is the control
signal for the turbine and the output (y1) is the flow rate
through the turbine. The state, input, and output nodes
are colored in the same way as previously. It is seen from
Fig. 8 that for more complex systems (more nodes), it be-
comes harder to observe visually how the nodes are con-
nected. One way to study the system structure is to decom-
pose the system in smaller subsystems. This can easily be

Figure 5. The results of checking the structural observability for
simple model by the check_sys_observ() function.

Figure 6. The results of checking the structural controllability
for simple model by the check_sys_control() function.



Figure 7. The results of checking the relative degree for simple
model by the sys_relative_degree() function.

Figure 8. The digraph with the detailed model structure deter-
mined by the system_structure() function.

done by picking up the appropriate rows and columns in
the A, B, and C matrices with respect to interested states.

On the other hand, the structural analysis for observ-
ability, controllability, and relative degree of the sys-
tem may be still performed for the complete model.
This can be done by running the same functions for
the detailed model: check_sys_observ() — for observ-
ability, check_sys_control() — for controllability, and
sys_relative_degree() — for relative degree. The results
of these functions are not presented here to save space.
However, the resulting information is as follows:

• “All states are structurally observable”.

• “The uncontrollable states are: reservoir.m, tail.m”,
similarly to the case with simple waterway model.

• “Relative degree of the system is: r = 0”, the input
signal directly affects the output, i.e., the constant
matrix D is not zero.

4.3 Simple waterway model with generator
Here, the simple model presented above is studied with a
model of a synchronous generator that is connected to the
grid. The models of this electrical part (generator, grid,
etc.) are taken from the OpenIPSL18 library, and is used
in OpenModelica. OpenIPSL is the Open-Instance Power
System Library, where a wide variety of power system
components are available. The model of the simple hy-
dropower waterway and generator consists of 7 states and
has one input and 3 outputs. Here, the states (x1−x7) con-
sist of the generator shift angle and angular velocity, the
volumetric flow rates in the penstock and surge tank, and
the water masses in the surge tank, reservoir and tail water.
The input (u1) is the control signal for the turbine and the
outputs (y1− y3) are the generator power production and
angular velocity, and flow rate through the turbine. The
state, input and output nodes are colored in the same way
as previously.

The result of the system_structure() function provides
the model structure, Fig. 9. This structure is presented
with the digraph of another layout type (spring layout), in
order to demonstrate another structural view. The struc-
tural analysis for observability, controllability and rela-
tive degree of the system is also performed for this model
case. This can be done by running the same functions
as for the detailed model: check_sys_observ() — for ob-
servability, check_sys_control() — for controllability, and
sys_relative_degree() — for relative degree. The results
of executing these functions are not shown here, but the
results are summarized as follows:

• “All states are structurally observable”.

• “The uncontrollable states are: reservoir.m, tail.m”,
similarly to the two previous cases.

18https://openipsl.readthedocs.io/en/latest/



Figure 9. The digraph of the model structure determined by
the system_structure() function. The model of the simple hy-
dropower waterway and generator is used.

• “The system have relative degree (2, 1, 1). Total rel-
ative degree of the system is: r = 4”: here is shown
first the relative degrees for each output and then the
total relative degree of the system.

5 Discussion and Conclusions
This paper has explored the possibilities of using graph
theory methods for structural analysis of dynamic system.
Although the chosen examples hardly qualify as com-
plex/large scale, graph methods scale well to huge sys-
tems. The presented methods have been implemented in
Julia using the LightGraphs.jl and GraphPlot.jl packages.
Using the OpenHPL hydropower library in OpenModel-
ica and OMJulia for OpenModelica, the structural anal-
ysis methods have been tested on hydropower models of
different complexity.

The results of testing the developed structural analysis
functions look reasonable and can be further used for anal-
ysis related to state estimation and control: observability
is a requirement for state estimators to work properly, con-
trollability is required for control design, and relative de-
gree is important in the design of nonlinear feedback con-
trollers. One experience with the developed tools is that
sometimes it can be hard to make a good visualization of
the graph structure of complex (large scale) system. It can
be hard to see the whole picture of the system structure
(small subsystems are not easily seen) using the circular
layout for the graph plotting. However, the user can do
some testing of different layout types for the graph plot-
ting to find the most appropriate one. Moreover, the graph

can be stored in a picture with higher resolution and big-
ger size that can help to see the system structure in a better
way. In addition, developers of LightGraphs.jl and Graph-
Plot.jl packages are planning to improve the plotting pos-
sibilities of graphs in future, e.g., to improve the display
self loop edges, etc.

In summary, this paper has explored some possibilities
with structural analysis. Further work should be put into
streamlining the functions into a package, with better use
of Julia coding conventions, integration with other model-
ing tools, integration with control packages, etc.
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Abstract: An increase of tightly integrated, renewable energy sources with highly varying production
leads to a greater need for flexible hydropower plants to “balance” the intermittent production
from these sources. From a systems perspective, the intermittency aspect constitutes a disturbance,
while the tight integration leads to a multivariable systems, both of which causes increased challenges
for good control. This instigates the need for a model based analysis and synthesis tool which
can describe dynamic phenomena, supports multiphysics problems, and allows for immediate
use in advanced control analysis and design. Previously, an open source Hydro Power Library
(OpenHPL) have been developed within the multiphysics Modelica eco-system which satisfies the
above requirements: OpenHPL contains a set of model units relevant for hydropower systems, as well
as examples of tools for analysis of these models for control purposes. Thus far, OpenHPL has been
validated by comparison against other simulation tools. However, a real test of OpenHPL is to use it to
describe a real hydropower plant using minimal plant information, to tune model parameters against
experimental data, and to validate the model. As a case study, experimental data from the Trollheim
hydropower plant in Norway have been made available, and used to test OpenHPL. By flow sheeting
a hydropower model in OpenModelica using OpenHPL, the model can be simulated from within a
script language (Python via the OMPython API, Julia via the OMJulia API) and further analyzed
using analysis tools in the script language. Based on default model parameter suggestions from
OpenHPL, least squares model fitting was carried out in Python, and the model was validated with
good model fit. Important parts of the modelling phase were the development of a new friction model
for the Francis turbine, and iterations on the description of the turbine outlet geometry. The results
are complemented with a discussion of possible uses of the model.

Keywords: modelling; hydropower; modelica library

1. Introduction

1.1. Background

A transition towards more renewable, and tightly integrated energy sources is currently
happening in Europe and all over the world. This situation leads to increase in the use of flexible
hydropower plants to compensate the highly changing production from intermittent energy sources
such as wind and solar irradiation. Intermittency implies disturbance from a control systems
perspective, and tight integration implies multivariate behavior. This instigates the need for new,
modern multiphysics simulation tools with support for hydropower systems, which at the same
time can be tightly integrated with tools for advanced control analysis and synthesis. A modern
trend is towards open source tools which can be freely used in education, and which allows for user
participation in the further development. High head hydropower plants are particularly important for
balancing intermittent energy sources, and also play an important role in Norway.
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A general research question is then: how should an open source simulation tool for hydropower
systems be designed? A partial answer lies in the previous development of a hydropower library
OpenHPL within the multiphysics modelling language Modelica, and the development of analysis
tools in, e.g., Python or Julia, which can interact with the Modelica code via APIs OMPython and
OMJulia in the free tool OpenModelica. Because Modelica is a multiphysics language, a waterway
model based on OpenHPL can be directly connected to a model of the electric grid (based on electric
libraries), and to any other system modelled in Modelica—as long as the interfaces are compatible.

In this paper, we consider the more specific research question: how suitable is OpenHPL for
describing a real hydropower plant, and how can model parameters be tuned to fit experimental data?
To answer this question, experimental data from the Trollheim hydropower plant in Norway have
been made available.

1.2. Previous Work

In general, waterway dynamics of high head hydropower systems can be represented by a model
of water flow in pipes. Hence, mass and momentum balances are normally used for modelling of
the waterway units. Depending on the desired level of accuracy, models of the waterway unit
can be described by ordinary differential equations (ODEs) in cases with incompressible water
and inelastic walls. Partial differential equations (PDEs) appear for the more realistic cases with
elastic walls and compressible water; various principles of solving the resulting hyperbolic PDEs
are used. Model of turbine units can be based on using the Euler turbine equation in the case of a
mechanistic model, or based on look-up tables (static characteristic curves for specific turbines)—for
an empirical model. Some work on models for these units of the hydropower systems has already
been presented in the literature [1–4]. Applications of hydropower models have also been published
in [5–7]. Various examples of software tools for hydropower modelling also exist, and a basic overview
of some of them has been given in [8].

One of these hydropower modelling tools is LVTrans [9] which is based on LabView [10] for
transient simulations of hydropower plants [11]. LVTrans uses a MOC (Method of Characteristics)
solver for simulation of PDEs. Turbine units in LVTrans are described by physical models that only
need the turbine nominal operating values and do not need look-up tables for simulation.

Another tool, TOPSYS, a combined effort of Wuhan University and Uppsala University, is based
on Visual C++ and provides models for various components of hydropower plants [6,12]. This software
allows for simulation of elastic conduits with compressible water described by PDEs. Turbine models
in TOPSYS are based on look-up tables, which requires fitting a model to experimental data or use of
static characteristic curves for specific turbines.

SIMSEN [13] is a simulation tool for the analysis of electrical power networks, adjustable speed
drives and hydraulic systems, developed and used at École Polytechnique Fédérale de Lausanne [14].
This software uses analogue models (RLC components) for modelling hydraulic elements.
Turbine units in SIMSEN are also modelled based on look-up tables.

The commercial Modelica Hydro Power Library [15] from Modelon [16] provides a framework for
modelling and simulating hydropower plant operations in a commercial Modelica-based modelling
and simulation environment—Dymola [17–19]. This Modelica library uses staggered grid for
discretization and simulation of PDEs. Description of the turbines is based on look-up tables for
this Hydro Power Library.

Among these modelling and simulation tools for hydropower systems, only LVTrans is currently
open-source software and freely available. However, LVTrans is based on and requires the commercial
tool LabView, and is thus not truly openly accessible. In addition, LVTrans is used only for transient
simulations of hydropower plants and is not the multiphysics tool. The Modelica Hydro Power Library
from Modelon as well as SIMSEN support multiphysics systems.

Our work on modelling the waterway and the Francis turbine for high head hydropower systems
using the multiphysics tool OpenModelica [20], has been reported in [21–23]. Unit models have been
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developed for our in-house open-source Modelica [24] library—OpenHPL (Open Hydro Power Library
is developed by the first author within his PhD study).

A Python API named OMPython [25] for OpenModelica already exists which provides
possibilities for controlling simulations of the OpenModelica models via Python [26]. Python, in turn,
gives much broader possibilities for plotting, analysis, and optimization compared to what is possible
in OpenModelica (e.g., using Python packages matplotlib, numpy, scipy, etc.) [27,28].

1.3. Overview of Paper

In this paper, the main contribution is testing the suitability of OpenHPL by building a model
of a real hydropower system (Trollheim hydropower plant), fitting model parameters based on
experimental data from the plant, and validating the model. Particular emphasis is put into describing
the model geometry of the turbine outlet. Moreover, the turbine design algorithm developed in [23] is
improved in this study with an analytical expression for the turbine loss coefficients. Both of these
contributions try to answer the particular research question: “how suitable is OpenHPL for describing
a real hydropower plant with minimal prior information, and how can model parameters be tuned to
fit experimental data?”.

The paper is structured as follows: Section 2 provides a system description of the Trollheim
hydropower plant and describes the experimental conditions. Section 3 gives an overview of
hydropower modelling with the developed OpenHPL library and presents model cases of the Trollheim
hydropower plant. Simulation results of the hydropower models that are tuned and fitted to real
measured data are presented in Section 4. Finally, the discussion is given in Section 5 and the final
section provides the conclusions.

2. System Description

2.1. Geometry Data

High head hydropower plants typically collect and store water in reservoirs in mountains,
with tunnels leading the relatively small flow of water down a considerable height difference to the
aggregated turbine and generator. The electricity produced by the generator is then transferred through
power lines to consumers. More detailed description of the hydropower system has been presented
in our previous work [21,22]. A typical structure of a high head hydropower plant is depicted in
Figure 1 [21].

In this paper, the Trollheim hydropower plant [29] operated by Statkraft is used as a case study.
The geometry data of this hydropower plant are provided in Tables 1 and 2. It should be noted that the
structure of the Trollheim plant is similar to that presented in Figure 1, but all of the conduits (penstock,
intake and discharge races) have more complex structures. These units consist of series of connected
conduits with different geometry (length, slope, etc.), e.g., the intake race is divided into three parts:
intake race #1, #2 and #3.

From Table 1, it should be clarified that the height difference for the reservoir corresponds to the
water level in this water storage. In addition, a negative height difference represents a rising slope of
the conduit, e.g., in the intake race #2 and discharge race #2: this negative height difference means that
the inlet to the conduit has lower altitude in respect to sea level than the outlet.

It should also be noted that not all of the waterway units (e.g., intake or discharge races) are
circular conduits. However, Table 1 presents diameter values for each waterway unit, which means
that the circular conduit is used in our library for all unit models and the given diameter provides the
same cross sectional area as the conduits have in reality.
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Figure 1. Overview of the structure of the high head hydropower plant.

Table 1. The waterway geometry; Trollheim plant.

Waterway Unit Height Difference, (m) Length, (m) Diameter, (m)

Reservoir 46.5 – –
Intake race #1 9 81.5 6.3
Intake race #2 −2 395 6.3
Intake race #3 9 4020 6.3
Penstock #1 233 363 4.7
Penstock #2 105 145 3.3
Surge tank 75.5 87 3.4
Discharge race #1 3.5 601 6.3
Discharge race #2 −8.6 21 6.3

Table 2. The turbine nominal operational values; Trollheim plant.

Turbine Type Nominal Head Nominal Flow Rate Nominal Power Nominal Rotational Speed
(m) (m3/s) (MW) (RPM)

Francis 371 37 130 37

2.2. Experimental Data

The experiment on the Trollheim hydropower plant has been done using the HydroCord
monitoring system, developed by [30]. The experimental measurements are taken within a one-hour
window when the hydropower plant was run from zero to full load and after some time back from
full to zero load. The experimental data consist of measurements with a sampling time of one second.
All measured variables are listed in Table 3, and their values are available in Github [31]. Among these
measured quantities are the variables that provide input information for our models. Other quantities
belong to the models’ outputs and can then be used for model fitting and validation. It should be
mentioned that not all variables listed as “model input” in Table 3 are proper inputs/causes for the
system. The proper input is the turbine control signal, while turbine rotational speed and tail water
level are responses of this proper input. However, we have not included models of the rotational speed
or tail water level, so, from a model fitting point of view, we need to use “model input” to simulate
the system.
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Table 3. Measured quantities.

Quantity Name Symbol Information

Turbine guide vane control signal uv
Model inputTurbine rotational speed ntr

Water level in the tail water Ht

Turbine inlet pressure ptr1

Model outputTurbine outlet pressure ptr2
Turbine volumetric flow rate V̇tr
Generated power Ẇtr

The variation in the water level in the reservoir is also provided, but these changes are so small
that we neglect them here and assume the reservoir water level to be constant.

For better understanding of the experiment, the experimental measurement of the signals that
belong to model inputs are shown in Figure 2. The output measurements are presented in Section 4,
where comparisons of these measurements and model outputs are shown. It is seen from Figure 2 that,
after approximately 12 min of fully closed turbine guide vanes, the control signal increases to 100% in
approximately 6 min. Then, the control signal slightly decreases to a nominal value of approximately
93% and the hydropower plant runs with the nominal load for 25 min. After approximately 40 min,
the control signal closes the turbine guide vane openings over 3 min, and the remaining time these
guide vanes stay closed.

Figure 2 shows that, even with closed guide vanes (no water flow through the turbine),
the rotational speed is still observed and is close to nominal value. This is because the generator is
working as an electrical consumer in this regime and rotate the shaft with the turbine runner. This is
done in order to make generator synchronization easier when the power plant is turned on full load.
The generator starts to produce electricity only when the nominal rotational speed is reached.

Figure 2. Measurements of the experimental conditions.

3. Hydropower Modelling

In this section, a description of how to model the hydropower system using the OpenHPL is given
as well as a presentation of various cases of the Tollheim hydropower plant model for the further
comparison with the measurements. As mentioned above, all modelling is done in OpenModelica,
which is an open source Modelica-based modelling and simulation environment intended for industrial
and academic usage. Modelica in turn is a multi-domain and component-oriented modelling
language that is suitable for complex system modelling (some tutorials exist for Modelica [32],
and OpenModelica [33]).
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3.1. Hydropower Library Overview

For modelling of the hydropower system, library OpenHPL is used. This is an in-house
hydropower library consisting of drag and drop elements that describe different units of the
hydropower system such as reservoir, conduits, surge tank, and turbine. These elements can be
structured in a flow sheet in the same way as the hydropower plant—see the hydropower structure
in Figure 1 and the flow sheet in Figure 3. Then, in this flow sheet, all drag and drop elements can
be specified with appropriate geometry of the hydropower plant by double-clicking on the element.
Connectors that join each element hold information about the pressure in the connector and mass flow
rate that flows through the connector—similar to the connection in an electrical circuit with voltage
and current.

In comparison to other hydropower modelling tools presented in Section 1.2, OpenHPL has some
advantages, perhaps the foremost being that the library is openly accessible with multiphysics support,
and support for analysis. Another OpenHPL benefit is related to the included mechanistic Francis
turbine model which makes it possible to simulate systems without detailed turbine characteristics;
turbine efficiency charts are rarely openly available.

In the sequel, a more detailed description is given of OpenHPL elements related to the waterway
and turbine units of the hydropower system.

3.1.1. Waterway Units

In OpenHPL, different waterway components of the hydropower system, e.g., reservoir,
conduits, surge tank, are described by both mass and momentum balances, and could include
compressible/incompressible water or elastic/inelastic pipe walls. A more detailed overview of
the mathematical models and methods used in this library for the waterway components is given
in [21,22]. The Pipe element in the library (see the left panel in Figure 3) represents a simple model
of a circular conduit with incompressible water and inelastic pipe. This element might be used
to model waterway elements, e.g., the intake race, penstock, and discharge race. In some cases,
water compressibility and pipe elasticity should be taken into account for a more detailed model of
waterway units exposed to large pressure differences, e.g, the penstock. For these cases, the PenstockKP
element is available in our library and represents a detailed model of the circular conduit with
either compressible water and inelastic pipe or compressible water and elastic pipe. A well-balanced
Kurganova–Petrova, Finite Volume scheme is used to solve the partial differential equations [21].
For this method, the number of discretization segments should be set in the PenstockKP element.
All other parameters for this element are similar to the Pipe parameters and geometry listed in Table 1.

There are also available Reservoir and SurgeTank elements that represent simple models for the
reservoir and surge tank, respectively. More details of these models are given in [22].

3.1.2. Turbine Unit

The turbine unit can be expressed either with a simple turbine model based on a look-up table
(turbine efficiency vs. guide vane opening) or with a detailed mechanistic Francis turbine model.
The simple turbine model is described by Equation (1), where the mechanical turbine shaft power Ẇtr

is defined as:
Ẇtr = ηh∆ptrV̇tr. (1)

Here, ηh gives the turbine hydraulic efficiency that is found from a standard turbine look-up table,
and depends on the turbine control signal, uv. ∆ptr is the pressure drop through the turbine, defined as
the difference between inlet and outlet turbine pressures: ∆ptr = ptr1 − ptr2. The relationship between
the turbine volumetric flow rate V̇tr and the pressure drop ∆ptr is described through a simple valve-like
expression as follows:

V̇tr = Cvuv

√
∆ptr

pa . (2)
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Here, Cv in Equation (2) is the guide vane “valve capacity” that can be tuned by using the nominal
turbine net head (nominal pressure drop) and the nominal turbine flow rate listed in Table 2. pa is the
atmospheric pressure.

Based on Equations (1) and (2), the simple turbine model is implemented in OpenHPL as the
Turbine element. Our library also includes a mechanistic Francis turbine model that has been presented
and described in detail in [23]. In [23], the mechanistic Francis turbine model is provided together
with a design algorithm for all the needed turbine geometry parameters that are used in this model.
Input data for the design algorithm are the turbine nominal operational values that can be found in
Table 2 of this study. Both the Francis turbine model and the turbine design algorithm are realized in
the Francis turbine element in our library. However, the friction coefficients that represent shock, k f t,1,
whirl, k f t,2, and pipe friction losses, k f t,3, should also be defined for the Francis turbine model [23].
In previous work, these coefficients were tuned using the least squares method to fit the turbine
characteristic (power production vs. turbine flow rate) from the model with the same characteristic
from the real turbine. The same principle is used and presented in Section 4.

3.2. Model Presentation

Using OpenHPL, models of different complexity for the Trollheim hydropower plant can be
modelled in OpenModelica. An example of such a model for the Trollheim plant is shown in the flow
sheet in Figure 3. Here, all components are set with geometry data from Tables 1 and 2. The input
signals of the guide vane opening and the water level in the tail water are used in this model.

Figure 3. Flow sheet of the model of the hydropower system in OpenModelica. Modelled using
OpenHPL.

Four models will be considered in the sequel; the first of these is based on the flow sheet in
Figure 3, while the three others represent minor modifications of this flow sheet:

1. The model presented in Figure 3 is implemented using the simple Pipe with incompressible water
and inelastic pipe walls for all waterway units. Moreover, a simple turbine model based on the
look-up table for turbine efficiency is used here.

2. Hydropower model with detailed turbine—using the more detailed Francis turbine model (the
Francis element in the library) instead of the simple turbine model based on the look-up table (the
Turbine element in the library).
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3. Hydropower model with detailed penstock—using the more detailed penstock model with
compressible water and elastic walls (the PenstockKP element in the library) instead of the simple
conduit model (the Pipe element in the library).

4. Hydropower model with both detailed turbine and penstock (both previous changes together).

Information about the turbine rotational speed is not needed for the simple turbine model (#1,
#3 with the Turbine element), hence the measured turbine rotation is not used as the input in the
hydropower model presented in Figure 3 . However, the measured turbine rotation is used in the cases
with the more detailed Francis turbine model that needs turbine rotational speed information.

It should also be noted that, currently, our hydropower library does not include a proper model
for a draft tube unit [34]. However, Figure 3 shows that the flow sheet of the hydropower model
includes a draft tube unit described by the simple Pipe element, similarly to modelling of the intake
race, discharge race, etc. This Pipe element is used here as a tuning factor and its geometry and shape
does not represent the real draft tube. More information about tuning of this draft tube element is
provided in Section 4.

4. Model Fitting and Simulation

4.1. Simulation Overview

All simulations that are presented in Section 4 are done in OpenModelica using Python API
OMPython to control the simulations, and handling the results in Python. For plotting in Python,
the matplotlib package is used. In order to define model tuning parameters that provide the best
model fit with the measured data, optimization package scipy is used. This package provides various
algorithms that can be used for curve fitting with the least squares error method. More detailed
information about the Python API and its use has been presented in [27,28].

The simulations are performed in the same way that the experiment has been done, using the
same control input and sampling time. Here, a number of simulations for different models of the
hydropower system are presented. First, tuning of the Francis turbine model parameters is shown.
After that, the previously discussed four cases of the hydropower model are simulated and compared
with the measured data.

4.2. Friction Coefficients for Francis Turbine Model

In order to find the turbine loss coefficients: k f t,1, k f t,2, and k f t,3 that are used in the mechanistic
Francis turbine model, the case of the hydropower model with the detailed mechanistic Francis turbine
element is simulated first. The simulations for this model are performed over the time horizon of one
hour (the same as in the experiment), but the results within a time interval of approximately 14–44 min
is used for comparison with the experimental data. This is due to the need to compare turbine
characteristics (the generated power vs. the turbine flow rate) from the model and the experimental
data. This characteristic in turn is relevant when the generated power is greater than zero—the turbine
runner rotates with the nominal rotational speed (time interval 14–44 min in Figure 2).

4.2.1. Tuning Loss Coefficients

First, the turbine loss coefficients k f t,1, k f t,2 and k f t,3 have been manually tuned in order to reach
an initial fitting of the model simulation results with the measured data from the experiment. In a
previous study [23], it was found that typically, k f t,1 ∼ 105, k f t,2 = 0, and k f t,3 ∼ 103. By some manual
tuning, here, we found the initial values k f t,1 = 3 · 105, k f t,2 = 0 and k f t,3 = 8 · 103.

Next, we fine tune the loss coefficients using a least squares method in SciPy [35], by using
the above initial values as a starting point. From least squares tuning, we find the following loss
coefficients: k f t,1 = 3.095 · 105, k f t,2 = 0 and k f t,3 = 8.33 · 103. Comparison of the power production vs.
turbine flow rate characteristics found from the model simulation with least squares loss coefficients
and the experimental data are shown in Figure 4.
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Figure 4. Comparison of the model simulation and experimental power vs. turbine flow
rate characteristics.

It is seen from Figure 4 that the characteristic from the Francis turbine model (blue curve) fits
reasonably well the experimental results on the real turbine. There is some deviation between the
curves for low flow values close to zero. However, this deviation is not crucial and is caused by the
difference between the measured generated power and the turbine shaft power taken from our model
simulation. In addition, this deviation confirms the fact that the turbine model does not work well
with the low load regimes (low turbine flow rate).

4.2.2. Analytic Expression for Loss Coefficients

Using the values found from the least squares error method, the turbine design algorithm might
be improved with an analytic expression for finding the loss coefficient. This expression can be found
using information from two other cases that have been previously described in [23]. Comparing the
values for the loss coefficients and the turbine nominal values for all three cases, a relation between
the turbine nominal head and two of the coefficients, k f t,1 and k f t,3, is observed. Loss coefficient, k f t,2,
seems to be negligible and is zero in all three cases. The relation between the turbine nominal head and
natural logarithm of the loss coefficients, k f t,1 and k f t,3, is shown in Figure 5. Here, the three diamond
markers in the data represent the value of the loss coefficients for each case of the hydropower system.
The figure includes analytic expressions that characterize reasonably well the relations between the
turbine nominal head and the loss coefficients. By studying results from model fitting, it has been
observed that the logarithm of the turbine loss coefficients appear to be linearly related to the turbine
nominal head, Figure 5. We thus propose the following expressions for the turbine loss coefficients:

k f t,1 = 11.6 · 103e8.9·10−3 Hn , (3)

k f t,3 = 720e6.7·10−3 Hn . (4)

The exponential expressions for the k f t,1 and k f t,3 turbine loss coefficients represent an important
improvement of the turbine design algorithm developed in [23]. With Equations (3) and (4), all the
parameters needed for the mechanistic Francis turbine model can be found based on the turbine
nominal operation values only.
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Figure 5. Linear relationship between natural logarithm of the turbine loss coefficients, k f t,1 and k f t,3
and the nominal head.

4.3. Simple Hydropower Model

The model for the complete hydropower system is simulated next in order to see how well the
model results fit real experimental data. First, the model that has been shown in Figure 3 is considered
with simple turbine and penstock (incompressible water and inelastic walls). The simulations are
performed for one hour with the same scenario and sampling time as during the experiment.

A comparison of the simulation results and the experimental data are shown in Figure 6,
where four plots for the turbine flow rate, the turbine inlet and outlet pressures, and the generated
power are presented. It should be noted that the model has only been set with the geometry parameters
of the Trollheim hydropower plant (Tables 1 and 2) without any additional tuning. The draft tube is
excluded from this simulation to emphasize the importance of including it. It is seen from the figure
that the model results fit the experimental data reasonable well, especially for the turbine flow rate
and the generated power. The model results for the transient dynamics of the inlet turbine pressure
slightly deviate from the measured results (model results with higher oscillation amplitude). For the
outlet turbine pressure, the model results show significant deviation in comparison to the experimental
measurements. The accuracy of the outlet turbine pressure results is quite important, especially for
cavitation studies.

4.3.1. Pipe Roughness: Initial Manual Tuning

In order to improve the model results, the presented hydropower model can be further tuned.
An important parameter for controlling friction and damping of oscillations is the pipe surface
roughness height, ε. Thus far, an identical value (ε = 0.05 mm) has been used for all pipes. Because the
inner pipe surfaces range from that of a rough, drilled tunnel in the intake race, to lined penstocks,
this is clearly unrealistic. The ranges of the absolute roughness values for common construction
materials are known and could be found from various absolute roughness tables [36].

As mentioned in Section 2, in reality, some of the waterway units have non-circular shape, but in
the presented hydropower model all these units are considered as circular conduits. This simplification
can also affect the Darcy friction factor because the ratio between roughness height and hydraulic
diameter of the conduit, ε/D, is used to define the friction factor. For circular conduits, the hydraulic
diameter equals simply the diameter of the conduit, however for conduits with other shapes,
this hydraulic diameter equals conduit cross sectional area multiplied by four and divided by perimeter
of the conduit. Hence, by tuning the roughness parameter, the conduit shape simplification is taken
into account.

In an initial phase, we manually adjust the roughness heights—the results will later be used
as initial guesses in a least squares fitting phase. It is assumed that the intake race roughness is the
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highest in the waterway, i.e., as a long, rocky tunnel. In the same way, the penstock might have the
lowest value for the roughness height, i.e., like a smooth steel pipe. Roughness values for the surge
tank and the discharge race might lie somewhere between, i.e., as a smooth concrete pipe. As expected,
the manual tuning phase confirms that changes in the roughness heights affect the amplitude of the
transient oscillations. A comparison of the inlet turbine pressure from the experimental data, and two
models with (i) common roughness height ε, and (ii) individual roughness heights ε are shown in
Figure 7. For the model with individual roughness values, the roughness height for each waterway
unit is set as follows: ε = 0.5 mm for the intake race #3; ε = 0.1 mm for the surge tank and intake
races #1 and #2; ε = 0.05 mm for discharge races #1 and #2; and finally penstock #1 and #2 have
ε = 0.0005 mm.

Figure 7 shows that the model with individually fitted roughness values for each waterway unit
provides better results than the model with fixed (common) roughness for all units. The improvements
are visible in the amplitude of the transient oscillation and the results of the model with different
roughness deviate less from the experimental data. These improvements are also confirmed by the
root mean squared error (RMSE) between the model and experiment inlet pressures. The RMSE
is reduced from 0.142 bar for the model with common roughness to 0.104 bar for the model with
individual roughness.

Figure 6. Comparison of the simple hydropower model simulation results and the experimental data.
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Figure 7. Comparison of the turbine inlet pressure from the simple model simulations with individual
ε settings and experimental measurements.

4.3.2. Draft Tube Geometry: Initial Manual Tuning

As mentioned above, the draft tube is also used in this hydropower model. However, the geometry
of the draft tube situated in the Trollheim hydropower plant is not known in detail, and the simple
Pipe element is used in the model. With this pipe element, added geometric parameters are available
as tuning parameters for the model. However, the geometry and shape of this Pipe element might not
represent the real draft tube.

In the previous simulation of the hydropower model, Figure 6, the draft tube element was not been
included in the model simulation. With the Pipe element of OpenHPL, it is possible to specify the Pipe
element as an expanding circular vertical pipe. Thus, the length, the inlet diameter, the outlet diameter,
and the roughness height of this pipe can be tuned. After some manual tuning of the geometry of the
draft tube model, it has been observed that this unit significantly affects the turbine outlet pressure
dynamic. The simulation results of the hydropower model with and without this draft tube are shown
in Figure 8, where the comparison of the turbine outlet pressure from the measurements and the model
simulations is provided.

From manual tuning, the draft tube pipe is designed with an expanding diameter from 2.2 m to
3.04 m, 12 m long, and with 0.001 mm roughness height. This pipe geometry deviates from what is
expected in a real draft tube: especially the real draft tube shape [34] is much more complicated than
the simple vertical expanded pipe used here. Figure 8 shows that the outlet pressure from the model
with the simplified draft tube element fits the experimental data much better than the results from the
model where the draft tube is not considered. This better fitting is also confirmed by the RMSE of the
outlet pressure that has reduced from 0.315 bar for the model without draft tube to 0.038 bar for the
model with draft tube.
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Figure 8. Comparison of the turbine outlet pressure from the simple model simulations with different
draft tube (DT) settings and experimental measurements.

4.3.3. Pipe Roughness and Draft Tube Geometry: Least Squares Tuning

Starting with the initial parameter guesses from Sections 4.3.1 and 4.3.2, the least squares method
is used to fine tune the model parameters. The results of the simple hydropower model with the
parameters tuned by the least squares method are shown in Figure 9, where the four plots: the turbine
flow rate, the turbine inlet and outlet pressures, and the generated power are presented. The tuning
parameters found with the least squares error method are given in Tables 4 and 5 for the roughness
heights and the draft tube geometry, respectively.

It is seen from Figure 9 that the tuned model provides good results that fit the measured
data reasonably well. Some deviation in pressure oscillations is still visible, but the results look
promising and are greatly improved in comparison to the results from the original model (Figure 6).
This improvement is also confirmed by the root mean squared error between the model and experiment
curves. The RMSE has been reduced for the turbine inlet pressure from 0.142 to 0.101 bar, and for the
turbine outlet pressure from 0.315 to 0.04 bar. For the the turbine flow rate and the generated power,
the RMSE has not been changed significantly.

Table 4. The waterway parameters tuned with the least squares error method.

Waterway Unit Roughness Height, ε, (mm)

Intake race #1 0.01
Intake race #2 0.014
Intake race #3 0.59
Penstock #1 0.16
Penstock #2 5 · 10−5

Surge tank 5 · 10−5

Disch. race #1 0.027
Disch. race #2 0.01

Table 5. The draft tube pipe parameters tuned with the least squares error method.

Waterway Unit Roughness Height, ε, (mm) Expand Diameter, (m) Length, (m)

Draft tube 8.4 · 10−4 2.18→ 3.01 12
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Figure 9. Comparison of the results from the tuned simple hydropower model (with tuned draft tube
and roughness) and the experimental data.

4.4. Detailed Hydropower Models

Thus, far, the model tuning has been based on extending the simple model (model #1 in Section 3.2)
with a draft tube. It is of interest to compare the experimental measurements with the simulation
results from the other hydropower models (models #2–#4 in Section 3.2), with friction coefficient
expressions from Section 4.2.2 and tuned parameters from Sections 4.3.3, where appropriate. For the
cases involving a detailed penstock model, each of the PenstockKP elements (for two penstock units)
is set with five discretization segments. The simulations are performed for the same operational
conditions and the same scenario as during the experiment.

Comparison of the simulation results from these more detailed model cases with the measured
data is shown in Figure 10. Similarly to the previous simple model simulations, Figure 10 provides
four plots: the turbine flow rate, the turbine inlet and outlet pressures, and the generated power.

Figure 10 shows that the results from the more detailed hydropower models look similar and
fit the experimental data relatively well. Some extra oscillations for the outlet pressure exist for
the cases with the mechanistic Francis turbine model. These oscillations are caused by the turbine
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model uncertainties when the zero load regime is reached. Moreover, the presented results from
the more detailed hydropower models do not show a significant difference from the results with the
simple model case (Figure 9). Because of this, we do not further tune the parameters in the more
detailed models.

Figure 10. Comparison of the results from the detailed hydropower models and the experimental data.

5. Discussion

In this paper, the use of the open-source Modelica library OpenHPL for hydropower system
modelling has been presented. OpenHPL provides models at different levels of complexity of
hydropower system units which can be used to create a model of a hydropower system, depending on
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the user’s needs. Models of various complexity levels have been presented in this study for the case
of the Trollheim hydropower plant. The experimental data from the hydropower plant have been
presented and discussed.

The experimental data were first used for library element tuning, in tuning the friction loss
coefficients of the Francis turbine model (the Francis element). Based on the resulting values of friction
loss coefficients in this paper and in previous work, it was observed that there appears to be simple
relationships between friction coefficients and the turbine nominal head. Expressions relating the
nominal head and the friction coefficients have been proposed, which allows for an improvement
of the Francis turbine design algorithm presented in [23].With the friction coefficient expressions in
Section 4.2, the turbine model can be completely specified by knowledge of nominal turbine head
and nominal flow rate through the turbine. Further work to validate these expressions should be
carried out.

Next, a simple model (table look-up turbine model, incompressible water, inelastic pipes) was
extended with a simplified draft tube for the turbine, and it was demonstrated that, by tuning
the friction roughness heights of the pipes and the geometry of the draft tube, good model fit to
experimental data was achieved. Model fit was achieved by first manually tuning model parameters in
order to gain an understanding of the importance of parameters, and next by using the manually fitted
parameters as initial guesses in multiparametric least squares fitting. Tuning of the roughness height
(and thereby the friction energy loss) affects the transient amplitude/oscillations while the geometry
of the draft tube has strong implications for the turbine outlet pressure. Correct description of the
turbine outlet pressure is essential for avoiding cavitation.

Finally, more detailed hydropower models have been equipped with the model parameters
from the simple model and simulation results have been compared with the experimental data.
The results indicate that these more complex models also exhibit good model fitting. Some minor
deviation between the models and measured results exists, but this deviation is believed to be relatively
insignificant. The fact that the model parameters from the simple model generalizes well to the more
complex models indicates that the model variables/parameters can be given a physical interpretation.

Overall, the developed models using OpenHPL look promising and might find the following uses
for hydropower systems:

• Modelling and simulation [21],
• State estimation/smart sensor that enables estimation of unmeasured states/parameters based on

combining models and available measurements [37],
• Linearization for control design [28],
• Advanced control design and testing, e.g., model predictive control (MPC),
• Integration of waterway model with electric grid model by combination with power system

libraries, e.g., Open-Instance Power System Library (OpenIPSL [38]),
• Large scale control analysis, for example, based on a graph theory.

6. Conclusions

At the outset, some research questions were posed. Based on the results in this paper, we have
confirmed that, by proper tuning, OpenHPL is suitable for describing real hydropower plants with
little prior plant knowledge. Except for the turbine outlet pressure, the original model gave realistic
predictions of the hydropower plant performance. This implies that future work should be put
into developing improved models for the draft tube, with good default geometry parameters based
on nominal turbine height and flow rate. The developed expressions for Francis turbine friction
coefficients should be tested further. In addition, OpenHPL should be extended with models for other
turbine types.

Because OpenHPL is based on the multiphysics language Modelica, available libraries for
modelling the electric grid make it possible to model and study regional hydropower systems, but also



Energies 2019, 12, 2303 17 of 19

to integrate the study with other, renewable energy sources when Modelica libraries for these other
energy sources become available.

Integration of simulation tools such as OpenModelica with scripting languages such as Python and
Julia allows for model based analysis and synthesis in a simple and straightforward way. Furthermore,
by basing the tool chain on open source tools, this makes it simple to use these tools in education,
and allows for contributions and extensions from the community of users.
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