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Abstract

The content of this thesis is a study of gas explosions in ¢exngeometries and pre-
sentation and validation of a method for simulating flamesteration and deflagration to
detonation transition. The thesis includes a descriptidhemechanisms of flame accel-
eration and DDT that need to be modeled when simulating adjest of gas explosions.
These mechanisms are flame acceleration due to instabtlizt occur in fluid flow and
reactive systems, shock propagation, deflagration to d&tontransition and propagat-
ing detonations. The method presented uses the FLIC-schmmselVing the conserva-
tion equations of mass, momentum, energy, species andwadode model. A reaction
rate model that includes both turbulent combustion ratescaemical kinetics to handle
turbulence-flame interactions and reactions due to gas i@ssipn is designed for sim-
ulations of turbulent flames and detonations. Simulaticuolte of gas explosions shows
that the presented method can simulate different flame pedjwa regimes in channels
with repeated obstacles like fast deflagrations, quasirdgion and CJ-detonations. The
simulations show the important effects seen in experinmé@sietonation initiation from
shock focusing and flame acceleration from fluid instab#itiBlast waves from high ex-
plosives and fuel-air explosives are simulated and reavdtsompared with experimental
data. The comparison shows that the numerical solver capherimportant waves and
that the method can re-produce experimental pressuresmgudses with satisfying accu-
racy. Different tests of the method show that the most sicanifi error sources are numer-
ical diffusion, accuracy of the simplified chemical kinstiand thermodynamic models.
The most important points of further research to improveabeuracy of the method is
addressed.






Nomenclature

Roman Symbols
a Acceleration
A, B JWL parameters
c Sound speed
C,  Heat capasity, constant pressure
Cy Heat capacity, constant volume
C., C, Turbulent model constants
C.;;  Courant Friedrich Levi coefficient
D Detonation velocity
E Energy
e Internal energy
Activation energy

G Flux of variable

E,

F,

H Enthalpy
I Integral length scale
J Source term

K Amplitude

k

Turbulent kinetic energy

o~

Turbulent length scale

o~

K Kolmogorov length scale
N Number of molecules

n Wave number



Pressure

p
Q A variable

q Change in formation enthalpy
R Gas constant
r Slope of variable

Ry, Ry JWL parameters
S, St Burning velocity, laminar, turbulent
S;;  Strain rate

T Temperature

t Time

T, Activation temperature
U Averaged velocity

u Instantaneous velocity
u’ Velocity fluctuation

uy  Kolmogorov velocity scale
X Mass diffusivity

x,y,z Spatial directions

Greek Symbols

! Radical reaction variable

A Ratio of induction length to exothermal reaction zone length
16 Exothermal reaction variable
A Difference

or, Laminar flame thickness

0ij Kronecker delta

w Reaction rate

ei;x  Levi Civita symbol

v Heat capacity ratio



Vil

p Relative density

A Thermal conductivity
1 Dynamic viscosity

v Kinematic viscosity
Q JWL parameter

w \orticity

0 Density

o Expansion ratio

T Induction time

TC Chemical time scale
TI Integral turbulent time scale
Ti Kolmogorov turbulent time scale
Subscripts

0 Initial

ad  Adiabatic

b Burned

c Convective

f Formation

g Limiter function

i, 7,k Directions

k Kinetic

N Composition

P Products

R Reactants

t Turbulent

u Unburned

vN  von Neumann state



viii

Groups

n Thomas number
Da  Damkohler number
Ka  Karlovitz number
Le  Lewis number

M Mach number

Pr Prandtl number

Re  Reynolds number
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Chapter 1

Introduction

1.1 Background

Mathematical models are used to predict the loadings owrtsiies from an explosion in
pre-mixed fuel-oxidizer gas clouds and to better undedsthe mechanisms of an explo-
sion. These models may be as simple as the TNO multi-energiyoehd/an den Berg,
19893 or complex CFD-methods where the details of the flame frout the effects of
complex geometries on flame acceleration are simulated.eSmmmercial CFD-tools
are designed for simulating gas explosions like FLAESACS web cite, n.fiwhich is
designed for large scale explosions in congested geommetfer studying flame accel-
eration and DDT in lab scale it is possible to increase their@aoy of the methods by
using smaller computational volumes to resolve more of gtaits in the flow and the
flame. Gamezo et. al., 20Q"have studied flame acceleration and DDT in complex ge-
ometries with a global one-step reaction rate. In theseedutie computational mesh
size is much smaller than the flame thickness. To simulatesdale experiments using
mesh sizes much smaller than the flame thickness the numbentwbl volumes become
very large. An experiment of 1 frand with flame thickness of 0.5 mm using 10 volumes
over the flame thickness will give B3'? control volumes. And even 10 volumes over the
flame thickness is coarse if you want to resolve the flame fiim¢ most popular method
for simulating flow in large computational domains is to usegér control volumes and
model the small scale effects. In CFD the two most common nasthar modelling sub-
mesh details are RANS-methods (Reynolds Averaged Navid&eSyand LES (Large
Eddy Simulation) where averaged equations are solved amdbalénce model accounts
for the small scale effects.

In gas explosions flame-flow field interactions produce pasfieedback where the
flame accelerates the surrounding fluid and fluid instaédiind flow-geometry interac-
tions increase reaction rates. A box diagram of the procefarne acceleration up to
a detonation is shown in figure 1.1. The flame propagates lasretdeflagration or a
detonation. A modelling method need to be able to simulagedifferent propagation
mechanisms of deflagrations and detonations when solvieaged equations to simu-
late flame acceleration and DDT. In deflagrations transpaxtgsses like diffusion and
radiation as well as turbulent transport of mass and hegtglamportant role of trans-
porting radicals to and from the reaction zone and heat toghetants from the reaction

1



2 CHAPTER 1: INTRODUCTION

front. In detonations shock waves compress the reactamngsition and reactions feed
the shock. A reaction model that is going to simulate theseha@sms must include
turbulence-flame interactions and temperature depeneieotithe reaction rate. A nu-
merical method that is going to solve these models has to lea@bapture shock waves
and turbulence production and dissipation.

Hydrody namic and
s Diffusion
Mild Instabilitics Flamelet
Ignition and
T~ Distributed
Reaction
Laminar Zones
Flame v
; Shock
Wrinkled or Initiation and
Cellular SWACER
Flame \ v
Turbulent
Flame
A

DDT

Figure 1.1: Process of flame acceleration to DISOAR, 200D

1.2 Industrial accidents

Middletown, 2010

In a natural gas power plant in Middletown, Connecticut, USlarge explosion killed
six people and injured at least 50 on February 7, 2010. Theosm was caused by
ignition of a gas cloud inside the plant. High pressure radtgas was used to blow clean
new pipes and was vented inside the plant. About 11 009 [&¥8B Don Holmstrom,
2010 was released and formed a flammable cloud. The ignitioncgoisrnot yet found
but there was some construction work in the area which mighe gnited the mixture.
The area in which the gas release occurred was inside anmi#hd contained process
equipment that increased burning rates causing pressildeupu

Buncefield, 2005

On December 11, 2005 an explosion followed by a fire occurredael depot in Bunce-
field England, [Buncefield report Vol. 1, 2008]. A storage tards over filled by gasoline
and the liquid fuel started to flow over the top of the tank. AH800 tonnes of gaso-
line escaped and evaporated butane and droplets from lleg8evoomponents formed a
combustible cloud. The cloud was ignited and a strong extoead to destruction of
buildings and cars in the area. There are speculations tlhaeaof trees accelerated the
flame up to a detonation. There was no fatalities but 43 peglenjured.
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Hergya, 1997

A 0.8 m pipe for transport of COexploded April 17, 1997 at Hergya in Porsgrunn,
Norway. The pipe was under maintenance but hydrogen leakedhe pipe from the
ammonia plant to which it was connected. Almost 1 km of theepigptured but there
were no injuries only structural damage. There are indioatthat the flame propagating
in the pipe experienced DDT and failure several timBande and Tonheim, 20D1

1.3 Problem description

The scope of this work is to model deflagration, detonatiod @ansition from defla-

gration to detonation (DDT) in complex geometries with CFRafples of explosions
in typical lab-scale geometries are shown in figure 1.2 whieeeflame propagates in a
channel with repeated obstacles or in a pipe with one olestacl

NPT R

Flame

Figure 1.2: Examples of flame propagation in geometriesudsed in this thesis. Left:
Channel with repeating obstacles. Right: Pipe with one olestac

e The main focus in this work is to create a reaction rate maale$iimulating defla-
grations and detonations. The model must handle both erplosgimes to be able
to simulate transition between deflagrations and detomaas DDT or failure.

e The reaction model is going to be tested by comparing sinaunato experimental
and analytical data.

e The most important factor in flame acceleration is the feekllb@tween flame and
gas flow and the numerical method must handle compressitdet&flike shock
waves, as well as having a higher order accuracy for smodticas. The chosen
numerical solver is going to be validated by comparing nesctive simulations
with experimental and analytical data.

e The models for simulating gas explosions are the conservatjuations of mass,
momentum, energy and species, equations 1.1 to 1.4. Thaa&a@ts are going to
be solved with a computational mesh larger than the flamé&nbigs and a suited
turbulence model is going to be included in the model.

Table 1.1 shows a summary of the different simulation regiibwn in this thesis.

ap 0

(pu:) = 0 (1.1)
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Opu; 0 ~ Op 0 ou,
ot s, P = g0t o (“axj) (12)
opE 0 0 0 or
e + o (pu; E) = —axi (pu;) + oz, <)\a$i) (1.3)
opY, 0 0 oY, :

1.4 Thesis outline

e Chapter 2: A summary of the important phases of flame acceleratd the process
of DDT and detonations and explanations of the differenesypf instabilities that
influence these processes.

e Chapter 3: The method used for simulating gas explosions kst Wwaves in this
thesis.

e Chapter 4: Simulations of basic tests of the numerical schangemodels and
simulations of blast from high explosives.

e Chapter 5: Simulations of gas explosions.

e Chapter 6: Conclusion.



1.4 THESIS OUTLINE

Table 1.1: Summary of simulations in this thesis and the dsé¢al for comparison.

Description of test

Reference

Simulation condition

Various standard tests of nu-[Toro, 1999 and

merical schemes for hype

r{Liska and Wen-

Various

bolic equations with analytit droff, 2003
cal solutions.
1D detonation simulation [Erpenbeck, One- and two-step reactig

with one and
reaction rate.

two step 1969, [Bourlioux

and Majda, 199p

rate, grid resolution 2, 5 an
10 control volumes pr. half
reaction zone length.

2D detonation simulation [Gamezo et. al.

with one step global reactio
rate.

n1999, [Bourlioux
and Majda, 199

Single step reaction rate, gr
sizes of 20 and 50 control vo
umes pr. half reaction thick
ness.

Turbulent shear layer with [Samimy and El
Mach-numbe

convective
0.51

rliot, 1990

Testing the grid dependenc
with grid size 1 mm, 0.5 mm
and 0.25 mm. Simulating tur
bulence in compressible flo
with a turbulence model.

Yy

<

Full scale high explosive fre
field test with 2 1 C4

e [Langberg et. al.,
2004

2D axis symmetry with grid
size 0.08 m. Simulating larg
scale blast in a simple geom-
etry.

D

Small scale high explosive in
side building with 0.5 g of

PETN.

[Reichenbach
and Neuwald,

1997

3D simulation with grid size
1 mm. Simulating small scal
blast in a complex geometry

D

Gas explosion in tube with [Knudsen et. al.

one obstacle, hydrogen-air

n2005a Knudsen

2D axis symmetry with grid
sizes 1 mm and 2 mm. Simu

4 mlong 107 mm ID tube. | et. al., 2005b lating flame acceleration an
DDT.

Gas explosion in channel with [Teodorczyk, 2D and 3D simulation with

repeated obstacles, hydroge2007 grid size 0.5 mm and

airin 20, 40 and 80 mm chan-
nel with obstacles of BR =

0.5.

mm. Simulating the different
high speed flame propagation
regimes.

Gas explosion in pipe with re

peated obstacles, methane-

in 12 mlong 174 mm ID tube

with BR = 0.3 and 0.6.

[Kuznetsov et
aal., 2007

2D axis symmetry with grid
size 1 mm. Simulating th¢
different high speed flam
propagation regimes in a leg
sensitive gas.

14 D
7 4%







Chapter 2

Review of flame acceleration, DDT and
detonation in obstructed channels

From a weak ignition of a combustible gas mixture a flameatijtipropagates as a lam-
inar flame. Thermo-diffusive and hydrodynamic instal@ktidistort the flame front and
turbulence-flame interaction increase flame area and irdugre flame brush to acceler-
ate the flame.Dorofeev et. al., 2001discussed important parameters for flame accelera-
tion where they considered laminar burning velocity, flamekness, density ratio across
the flame often called expansion ratio, sound speeds, hpatitaratio, Lewis number,
Markstein number and Zeldovich number. A flame expanding w&ro velocity in the
products will push the reactants in front of itself as showifigure 2.1. This accelera-
tion is stronger with higher volume expansion and higheosiéies in the reactants cause
large velocity gradients and more turbulence and flame ax@aase. Flame-geometry
interactions, flame vortex interactions and instabilitiescussed in chapter 2.1 increase
the flame area and the total reaction rate. Strong acceleratithe reactants due to in-
creased reaction rates cause pressure build-up and pressees. In obstructed channels
these waves reflect on obstacles and interact with the flamenrcausing compression
of the reactants and instabilities that produce increasadeflarea and increasing flame

acceleration.
u=0 é u=S(o-1)

Flame

Figure 2.1: Schematics of a flame propagating in a channel &a@losed wall, u is the
gas velocity, S is the burning velocity ands the density ratio.

In obstructed channels and pipes flame obstacle interaci&yriead to different prop-
agation regimes. High levels of turbulence may cause quegdi the flame and mixing
of hot products and fresh gasses described leg [et. al., 198bwhich causes hot spots
with high reaction rates. Shock reflections and focusingeduigh temperature in the re-
actants and spontaneous ignition. A regime seen in obsttettannels and pipes is called

7
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7

%
F

Figure 2.2: Image sequence of the propagation of a quasnakbdn. Image is from
[Teodorczyk et. al., 1988 The gas mixture is stoichiometric hydrogen-oxygen at 120
torr.

the choking regime which is characterized by flame speedsdrthe sound speed of the
products. This regime is suggested IBhpo and Lee, 20Q30o be driven by expanding
high pressure products over an obstacle. They also suglgéstethis is no actual flame
propagation regime. The quasi detonation regirheg[et. al., 198F is characterized
by sub-CJ detonation velocity on average. Figure 2.2 showsahgetonation is initiated
as a quasi-detonation propagates in a channel where atitvartsi detonation occurs as
the flame passes an obstacle. In figure 2.2 a) the leading shémtused in the corner
between the bottom wall and obstacle in the first frame whgadltes the gas and sends a
strong shock wave upwards to be reflected at the top wall. &thected wave reach the
flame from the product side causing a compression of theamtscand initiate a detona-
tion. In figure 2.2 b) the transition occurs as the leading-kheflects on the top of the
obstacle and the reflected wave is again reflected in the ttefare it interacts with
the flame. In figure 2.3 the detonation diffracts over one efftilowing obstacles and
the shock strength is reduced leading to failure of the pyapag detonation. In the quasi
detonation regime this process is repeated. Figure 2.4ssflame speed in hydrogen-air



2.1 INSTABILITIES RESPONSIBLE FOR FLAME ACCELERATION 9

Figure 2.3: Failure of a detonation passing an obstaclegénsafrom [Teodorczyk et. al.,
1988. The gas mixture is stoichiometric hydrogen-oxygen at tti20)

in a channel with repeated obstacles and as a function oleobration where there are
abrupt changes in flame speed where the flame changes priopagagiime. The max-
imum flame speed in the 5 cm channel is significantly lower tioarthe 15 and 30 cm
channels because the explosion will not propagate as aateinrbut a quasi-detonation.

Suggested reading for comprehensive reviews of flame aatiele, DDT and detona-
tions: [Lee, 2008 [Shepherd, 2008[ Ciccarelli and Dorofeev, 2008[Oran and Gamezo,
2007], [Shepherd and Lee, 19P&nd the report Flame Acceleration and Deflagration to
Detonation Transition in Nuclear Safet3QAR, 200D

2.1 Instabilities responsible for flame acceleration

This section presents the most common types of instakilihat can be encountered in
combustion systems. Instabilities like the Kelvin-Helffh&ichtmyer-Meshkov, Rayleigh-
Taylor and turbulence are instabilities that can occurlityaks of fluid flow systems and
may cause flame acceleration in reactive flow. The theoryeddhinstabilities are based
on non-reactive flow and it is unclear of the effect the flame inave on these insta-
bilities since the flame is not of infinitesimal thickness @ad be considered a source of
energy at the interface. It might be possible that a flame msgyand differently to a force
acting on it than an interface separating two inert gas3eerfing et. al., 200pstudied
the instabilities in a flame when it encountered acousticasavith different frequencies
and reported that the flame surface increased to a quasdiysteste where the maximum
and minimum in each oscillation is constant.
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Figure 2.4: Flame speed in hydrogen-air in channels witbaitgrl obstacles with different
blockage ratio with respect to concentrati@OAR, 200D

The diffusive-thermal instability is usually seen in thelgatages of flame accelera-
tion where the flame propagates as an almost laminar flamer ttabulence dominates
the flame acceleration process by increasing the flame akanéinencing the flame
brush. Flame-geometry interaction is not considered aaliigy but can be the most
important factor contributing to flame acceleration in céempgeometries. In obstacle
filled channels vortices are formed in the wake of an obstncind the total reaction
rate increase significantly when it is encountered by a flaimexplosions the Kelvin-
Helmholz instability occurs when a flame burns in shear fléw in jets. Itis also seenin
detonation fronts and might be important in mixing of prouend reactants in unstruc-
tured detonations where pockets and tongues of unreactechgaappear far behind the
shock front. Figure 2.5 shows the details in a detonationtfrim the wake of a propagat-
ing triple point the Kelvin-Helmholz instability is seen tme interface between products
and reactants.

Richtmyer-Meshkov- and Rayleigh-Taylor-instabilities @imilar mechanisms with
similar growth rates. When a flame propagates in a complex gggmressure waves
produced by the flame reflects of walls and interact with thendla Figure 2.6 shows
how a curved flame reacts to a shock wave propagating fromethe&ants towards the
flame. The effect shown is commonly known as the RichtmyerkHWdes instability. If
the flame is allowed to propagate with the inverted shapeeheation will continue to
grow due to the Landau-Darrieus instability and continlpunrease flame surface area.
[Lifan and Williams, 1993classified combustion instabilities as intrinsic instiileis
and chamber instabilities. The intrinsic instabilitieg alue to the flame itself and are
independent on any geometry. The thermal-diffusive anddharDarrieus instabilities
are typical examples of intrinsic instabilities. The chaminstabilities are dependent
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Figure 2.5: Detail of a detonation front i,8, + 30, + 10.5N,, [Austin et. al., 200b

on the geometry and the flow field and occurs when the flame or filgla interacts
with geometry. Kelvin-Helmholz, Rayleigh-Taylor and Ricty@n-Meshkov instabilities,
turbulence and vortex-flame interaction are examples ahbtles instabilities.

0.00 0.05 C.I% 030 040 0.50

Figure 2.6: Interaction between a weak shock and a flaktar{stein, 195F.

Diffusive-Thermal-instability

Diffusive-thermal instability appears in mixtures withwis numbers lower than 1. The
Lewis number is the ratio of heat and mass diffusivities, = \/(pC,X) where\ is
thermal conductivity and is mass diffusivity. Figure 2.7 is a drawing of a curved flame
with the direction of heat conduction from the flame into teaatants and mass diffusion
of reactants towards the flame. The directions of thesegmhphenomena is normal
to the flame front. If we assume that the flame has the samenttsskin the regions
called crest and trough then the reaction zone at the cresa lh@rger volume than the
zone at the trough. When the Lewis number is larger than 1 Beaamsported faster
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towards the pre-heat zone than mass is transported to tbgoreaone. Since the crest
of the perturbation has a larger volume the flame cools at th&t compared with the
trough. The laminar burning velocity is dependent on thepemature in the flame zone
and the trough propagates faster than the crest thus giagithe flame. If the Lewis
number is smaller than 1 radicals are transported fastdretoetaction zone than heat is
transported away keeping the flame hot. At the crest of theuetion the flame has a
larger volume of radicals than at the trough and reactsrfasie the perturbation grows.
The diffusive-thermal instability can stabilize the hydyonamic instability, Lifian and
Williams, 1993.

Flame brush

Reactants 3ss Products

Figure 2.7: Sketch of a perturbed flame front with directiomass diffusion and heat
conduction.

Landau-Darrieus-instability

Landau-Darrieus (LD) (Handau, 1944 [Darrieus, 1938) instability is a hydrodynami-
cal instability that occurs in incompressible reactive fl@y looking at a stationary flame
with constant burning velocity the acceleration og the gaess the flame exerts a force
on the flow in the direction normal to the flame. This causesstreamlines to diverge
in the region where the flame is convex towards the reacténsketch of the flame and
streamlines is shown in figure 2.8. With diverging streagsithe flow velocity decreases
and the flame propagates in the direction of the reactantdah eeference frame. The
flame is pushed back where the streamlines converge and tivelaion grows and the
flame surface increase.

Rayleigh-Taylor-instability

Rayleigh presented a study in 1882[d Rayleigh, 188Ron the stability of an incom-
pressible fluid with varying density, a similar theory waggented by Taylor, 1950

where he assume incompressible potential flow for a fluidesysivhere an interface
separating two fluids of different densities is accelerat€dis instability is called the
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Reactants Products

Converging streamlines

Direction of force
acting on reactants

Direction of force
acting on products

Diverging streamlines

Figure 2.8: Schematic of the Landau-Darrieus instabilitye streamlines of the reactants
diverges or converges in front of the stationary flame frdrte flame propagates faster
where the streamlines diverges.

Rayleigh-Taylor instability (RTI). In the RTI the directiasf acceleration and the inter-
face is misaligned which causes the perturbation to groleificceleration is acting from
the light fluid.

Figure 2.9 shows the effect of the RTI on a system with anahferturbation. The
coordinates follow the interface and the acceleratingdascacting upwards. In the left
image where there is a peak in the initial perturbation magit Ifluid is accelerated
and a force acting on the entire system normal to the mearfaneeproduce a stronger
acceleration due to lower mass and a growth of the pertaratn the right image of
figure 2.9 the position of the peak has more heavy fluid and t@asex acceleration. If a
constant force is acting on the right interface the minimihlvéve a higher velocity than
the peak until the curvature of the perturbation changestandcceleration with respect
to the interface also changes to form a stable situation.

\

heavy fluid light fluid
direction
. . of force
light fluid heavy fluid

Figure 2.9: The Rayleigh-Taylor instability. The arrows\shinterface velocities relative
to a mean interface position.

If the pressure gradient and the density gradient is at ale aiiferent from 90 the
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force acting on the interface produces vorticity. Equafidhis the conservation equation
of vorticity where the last term is the baroclinic source ethexplains that vorticity is
produced if the density gradient and the pressure gradientialigned. The effect of vor-
ticity on the development of the instability is discussedimny researchers likélpwley
and Zabusky, 19§@and [Samtaney and Zabusky, 199t figure 2.10 a pressure gradient
(a force) is acting on a density gradient. The pressure gnadixerts the same force on
the heavy and the light fluid and the stronger acceleratigdhefight fluid compared to
the heavy fluid produce vorticity. Both a constant force asierRTI or a short impulsive
force which will be discussed for the Richtmyer-Meshkov atglity can produce this
effect.

Ow; Ow; Ou, 1 dp Op
) ek AN i) Sl it P 2.1
at + U] 8x] Wi (a,jljj) + p2 (9:5] a.flj’k €ijk ( )
High density
Vp
Vp
y — >
‘i Low density 9\
X

Figure 2.10: Vorticity is produced when a force is exertecatensity gradient.

Figure 2.11 shows a simulation of the RTI with the method @nésd in chapter 3.
An interface with an initial amplitude of 0.2 length unitscawave length of 8 units is
separating two fluids with different density. A pressuredigat, (j—g) with dimensionless
value of 0.25 is acting on the system with the dimensionlessidy is 1 to the left of the
interface and 0.1 to the right. The interface is acceler&tedrds the left due to the
pressure gradient and the perturbation grows.

Richtmyer-Meshkov-instability

[Richtmyer, 195presented an extension of the RTI where a shock propageézsan
interface separating two fluids. The initial conditions Richtmyers study was a corru-
gated interface separating two fluids with different dgnaitd a planar shock interacting
with the interface. Contrary to Taylor, Richtmyers theoryuasss compressible and non-
potential flow in the region close to the interface. This gtlabked at the initial part of
the instability where the perturbation was much smallen i@ amplitude and he could
assume a linear expansion of the variables into a mean vatwesath state and a pertur-
bation. Figure 2.12 shows the different scenarios whereeksis either interacting with
a crest or a trough of the corrugated interface and eitheliimgdvom the heavy or the
light fluid. The top left image shows a shock wave propagatimgugh a crest in the
corrugation from the heavy fluid and diffracts into the ligtnce the shock travels faster
in the light fluid a rarefaction wave is sent into the heavydldihis diffraction causes the
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Figure 2.11: An interface from a simulation of the Rayleighy®r instability. The den-
sity is 1 to the left of the interface and 0.1 to the right. A stamt pressure gradient is
acting on the interface with highest pressure to the right.

interface to move faster at the top of the crest than away ft@ince the velocity com-
ponent in the x-direction is zero behind the transmittedckrand there is flow only in
the y-direction. The interface experiences an inversiothefshape and the perturbation
continues to grow in the inverted form. When the same shocekésacting with a trough
like in the top right image the shock propagating throughnherface produces velocities
in the x-direction and a focus in the center of the trough. foeised shock holds back
the trough compared to the crest. The effect of the RMI is shiowfigure 2.13 where
the front is shown at different times from the initial shap&Oeto time t2 after the shock
has passed the interface. It is possible to find two gassesewhe transmitted shock
speed is higher in the heavy gas than the incident shock spedkd light and it might
be correct to talk about low and high shock speeds comparédhgavy and light gas.
The explanation of the instability is still the same and Rityrs linear model of the in-
stability should also handle this correctly even if the depment of the instability might
be somewhat different. Meshkov verified Richtmyers theothwkperimentsieshkov,
1969 but with the violation of Richtmyers criterion of the ampiite of the perturbation
being much smaller than the wave length. Some of the expataheesults did not fit
Richtmyers theory and the mis-match was explained as demi&tom the linear theory
due to the violation of the criterion.

Richtmyers theory does not include non-linear growth of teyrbation but his de-
scription of the phenomena explains the rotational motioseoved as a shock passes a
density gradient. By looking at the vorticity equation, 2tfe cross product of the density
gradient and pressure gradient produce vorticity and destiin later stages of the RMI.

Kelvin-Helmholtz-instability

The Kelvin-Helmholtz (KHI)( Lord Kelvin, 1871, [von Helmholtz, 1843 instability
appears in shear flow where there is an interface separatiadg fivith different density.
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heavy fluid

Shock focussing,

Reflected rarefaction wave/n""-._, lower velocity
Shock diffraction, T /

high velocity Incident shock

Fluid i”terfac/_/r\
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light fluid y

light fluid

Shock diffraction,
Reflected shock high velocity

Incident shock /\/
Fluid interfac%/
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heavy fluid
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Figure 2.12: The process of the Richtmyer-Meshkov instgbilfop left: shock propa-
gating from heavy into light fluid through a crest in the pdpation. Top right: shock
propagating from heavy into light fluid through a trough ie frerturbation. Bottom left:
shock propagating from light into heavy fluid through a creshe perturbation. Bottom
right: shock propagating from light into heavy fluid througgtrough in the perturbation.

Heavy fluid

; Interface

Light fluid

Figure 2.13: The effect of the RMI as the shock propagates fidmeavy into a light
gas. The interface is shown at different times, the interfactO is the initial corrugated
interface.

The KHI can often be seen in stratified flow or flow with two or mdéluids with different
densities such as products and reactants in a combusticags®s. Figure 2.14 shows
the principle of the KH instability in reactive flow where arfla separates two gasses and
there is shear flow in the flame plane. A perturbation in thedlashown as a wavy front
where the streamlines of the flow is shown as solid lines. [Bubéd perturbations these
lines are converging where the flame is convex towards thedlmwdiverging where the



2.1 INSTABILITIES 17

flame is concave. For a simple explanation of the effect otthwerging and diverging
streamlines incompressible flow is assumed but the effasatigar for compressible flow
below Mach number 1. The converging streamlines produckehigelocity and lower
pressure and diverging streamlines produce lower vel@aity higher pressure. At one
period of the perturbation the flow has low pressure on oread high pressure on the
other side of the interface which creates a force that mdwemterface in the direction of
the low pressure and increase the amplitude of the pertarbathis is similar to the RTI
explained earlier and according to the vorticity equatio KHI will produce vorticity
at the interface due to the baroclinic source term. The gagroéthe interface in it self
causes vorticity in the fluid as it flows from crest into a trougVhen the perturbation
is large enough the fluid flow separates from the interfacecagate vortices behind the
peaks. The roll-up of the interface due to the separatioonsngonly thought of as part
of the KHI.

. T
Streamlines——owerp———— o= —

Figure 2.14: Schematics of the Kelvin-Helmholz-instapiWith a flame. The doted line
is the flame and the solid lines are streamlines.

Turbulence in reacting flow

A detailed description of the complex physical behaviorwbtilence is a difficult task
but the origin of turbulence might give some idea of the affacbulence has on a flow
system. The non-linear term in the momentum equation, wtéstribes convection of
momentum, will try to enhance any perturbations in the flofthé perturbations are
small the diffusion of momentum (viscous forces) will trydampen the perturbations.
In a transition from laminar to turbulent flow with small pembations the competition be-
tween these two transport processes will show as small veabes! Tollmien-Schlichting
(TS) waves. These perturbations grow and eventually leadbalent flow. If the pertur-
bations are sufficiently large these waves are not seencdlgxamples of large perturba-
tions are jets or flow past obstacles where the perturbatimduce an inflection point in
a shear layer and the diffusion of momentum is negligibldattansition to turbulence.
Turbulence spreads through all wave-lengths from a largke sghich is a characteristic
size of the geometry to the smallest scale. The mechanisimea$greading is thought
to be mainly due to vortex stretching. In a non-uniform flowdia vortex-tube can be
stretched in its longitudinal direction to reduce the tubsnteter and increase the rota-
tional velocity due to conservation of vorticity. When thdogty of the rotation increases
the kinetic energy also increases. When this energy is takem the main flow field it
can be interpreted as the production of turbulence. Thelsstacales are called the
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Kolmogorov scale where the turbulence does not have enowghemtum to overcome
the viscous forces in the fluid and will be dampened, thiseéspifocess of dissipation of
turbulence, Chomiak, 200D

Turbulence is a significant contributor to flame acceleratis flame-turbulence in-
teraction increase the flame surface and smaller turbutattés can influence the flame
brush and increase transport of reactants and radicalsBaighi diagram in figure 2.15
explains how turbulence effects the flame at different leagid time scales. The horizon-
tal axis in this diagram is the ratio of integral length sqdleand laminar flame thickness

(01). The vertical axis is the ratio of the turbulent velocity & /u/(t)?), or the veloci-
ties of the integral turbulent eddies, and the laminar mgmnelocity.S;. The Damidler
number Da) is 7;/7. wherer; is the time scale of the integral turbulent eddigss /v’
andr, is the chemical time scale of laminar combustiars ¢, /S;. The Karlovitz num-
ber relates the chemical time scale to the Kolmogorov tertime scale/Ka = 7./7
wherer;, = l,/u;. The Reynolds numbeRe; is based on the integral turbulent scales,
RGT = uT/I

10" ¢  Stirred reactor (Da<1)

u‘/SL

Torn flame fronts

Ka=1

Island formations (Ka<1)

10 >n§
flame . . \
Laminar wrinkeled flame u’=SL
10_1 | | |

B 10° 10" 10° 10° 10"
s,

Figure 2.15: The Borghi diagram as presentedWginatz et. al., 1999

A flame that experiences large turbulent length scales bwiritensity burns laminar
but is wrinkled. With higher turbulent intensities the flamenkling is more violent and
islands of products and reactants are formed. Both of thesedgimes are characterized
by Ka < 1 and the chemical time scale is smaller than the Kolmogadroe scale. In
the torn flame front region the Kolmogorov turbulent timelesaare smaller than the
chemical time scale and the turbulence increase flame théskand possibly quenches
the flame. SincéDa > 1 the integral time scale is larger than the chemical timéesca
For Da < 1 andKa > 1 all turbulent motions are faster than the chemical ratelstla®
reactions occur in distributed zones like a well stirrecctea
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Modelling turbulence

Modelling turbulence is one of the major challenges in CF2aesh and are no general
turbulence model for all flow situations. Methods like LESemh the mesh spacing is
small and the large scale turbulence is resolved in spacérmedand Direct Numerical

Simulations where all turbulent scales are resolved argngetore popular with the

increase of computational power. But there is still a long wago before this can be
applied to engineering problems.

Transport out Transport in

of volume Tm |to volume
| \\J Y

Turbulent vortex

Figure 2.16: The principle of turbulent transpoktefsteeg and Malalasekera, 2407

Traditional turbulence modelling separates all varialohs mean values and turbu-
lent fluctuations as in equation 2.2. By averaging the trangeuations either in time or
as an ensemble the convective terms produce non-zero agavathe fluctuation terms.
These terms are called turbulent stresses. The turbulesisses are new variables that
need closure and is the focus of all turbulence modellinglubing the density in the
averaging process is common in compressible turbulencesivayland is called Favre
averaging seen in equation 2.3. By using Favre averagingtbalgonvective terms pro-
duce new variables even though the transient terms areinear.!

u(t) =U +u'(t) (2.2)
1 At
= — lim pudt (2.3)
P At—0 0

The Favre averaged equations of mass, momentum and enettgyws in equations
2.4 10 2.6 and equation 2.7 are the turbulent stresses.

op 9
i (pU;) =0 (2.4)

opUu; 9 _ _9p 0 [ ou; 9 ( =
ot * Oz, (pU;s) = Ox; i Oz, ('LL Oz ) 0z; (pujui) (2:5)

ot 8ZL’Z 8[Ej an 8xj

The turbulent stresses are not physical stress but a mugleliproach treat these as
such. The turbulent transport of mass, momentum and enetgyand out of a control

opE 0 - 0 B oT 0 —
i (,anE> =2 (U, + ()\ ) - puE  (26)
L
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volume acts as "large scale diffusion” as principally shawfigure 2.16. Even by looking
at mean values of the variables the turbulence transpoogepies into and out of a
control volume. Since this is occurring at a scale smallanttine control volumes it can
be viewed as a diffusion process even though turbulencenigective.

Tij = puld, 2.7)
The most popular method for modeling turbulence is the Boessj approach that
treat the turbulent stresses as Newtonian viscous strass@®wn in equation 2.8. The
Boussinesq approach assumes that the coefficient of propality between the stresses
and the strain rates is isotropic and dependent on the amblinetic energy shown in
equation 2.9. Equation 2.10 is the strain rate tensor faiglui

2
Tij = 201555 — gpk@j (2.8)
k= ui, (2.9)
1 /0U; U
P 2.1

Turbulent kinetic energy is often used as a variable to destine general turbulence
level in a flow field. Well known turbulence models for turbnietresses are &fChou,
1949 and kw [Wilcox, 1993 Both of these use the turbulent kinetic energy as one
variable and another variable to describe the length sé¢dhedurbulence.

2.2 Transition to detonation

The pressure increase from flame acceleration may form shagks that increase the
temperature of the reactants and change the flame front.sRafiections of shock waves
further heats the reactants that start to react by chairchiag and form radicals which
in turn reacts exothermally. The heating of reactants anddion of radicals is similar
to a laminar flame but for a detonation the heating is by cosgioa. The time from
the gas is heated to the exothermal reactions start is cdiedhduction time. Some
define the induction time as the time from a particle is hetid¢kde maximum exothermal
reaction rate $hepherd, 200Q8[Schultz and Shepherd, 2Qd@as compiled theoretical
and experimental data on induction times for a large vanétasses.

- Aeap (%) (2.11)

A typical form of a simplified model for the induction time is@vn in equation 2.11.
A variablea can be defined which is the time integral of the inverse ofldection time,
as seen in equation 2.12. Whegdad the time when a fluid particle is compressed by a
shock wave and describes how far the radical producing reactions have coviena
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reaches 1 the exothermal reactions start.
b1
o= / —dt (2.12)
to T

The SWACER (Shock Wave Amplification through Coherent Energle&se) [Lee
and Moen, 198DPmechanism explains that the formation of a strong shockewthat
ignites the reactants is not necessarily enough to makensiticm from deflagration to
detonation. The reaction rate need to be high enough toaserthe strength of the shock
wave but if the reaction rate is too high the flame catches upgshock wave and will
not burn a compressed gas and the process only acts as ¢omdteme combustion. A
similar explanation for transition to detonation is thed®lich gradient mechanisrd ¢l-
dovich, 1970where there is a gradient inin the reactants. A sufficiently strong hot-spot
ignites the gas and create a shock wave followed by a reantioa that propagates from
wherea is 1 in the direction of the gradient. The magnitude of thedgmat determines
the speed of the reaction front. If the gradient is too stedpamflat a detonation will not
be initiated. A drawing of this effect is shown in figure 2.TThe hot spot may be created
from shock reflections (lee and Moen, 1980[Thomas and Bambrey, 2002r high
reaction rates due to turbulenceHd, 200Q, [Kuznetsov et. al., 20Qor heated pockets
of unreacted ga¥hoklov and Oran, 1999

Reflected shock
o) \ =
o -
> ~
@ E— 4
o o
— +
o

Position

Figure 2.17: Zeldovich gradient mechanism. The Right varaais i the time integral of
the inverse of the induction time. When this value reacheg &xlothermal reactions start
and the gradient ofi determines the speed of the reaction wave as it propagaiesyth
the pre-compressed gas.

DDT from reflection of shock waves can manifest itself asegithstrong or mild igni-
tion [Vermeer et. al., 1972 In the strong ignition case the reflected shock wave direct
or almost directly initiates a detonation as described abohe mild ignition occurs
when several local flames lead to a detonation. The differ@mthese two cases are the
induction time gradient. For the strong ignition the shocwvescreates a steep gradient
where the gas ignites in a large area due to compression aatha fbllows the shock
wave. For the mild ignition the reflected wave creates smajltadients where distur-
bances from for instance boundary layers create small vedumth higher temperatures
that eventually ignites to create a spotty ignition. Saklephotographs and descriptions
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of these two ignition mechanisms are presented by Thoma8ambrey Thomas and
Bambrey, 200Rand also shown in figure 2.18. [Urtiew and Oppenheim, 1966jx=d

Figure 2.18: DDT in shock reflection. Shock is reflected off wall at the right side of

the images. The three images on the left show the strongagrahd the four on the right
show the mild ignition. The gas is mixture isld,+30,+12Ar at 5.3 kPa initial pressure.
The incident Mach numbers are 2.64 for the left case and 2:3thé right Thomas and

Bambrey, 200p

with experiments that DDT can occur at four different pasis when a flame propagates
in a channel. 1) Explosion between flame and shock front. B)dSion at the flame front.
3) Explosion at the shock front. 4) Explosion at a contaciaser.

2.3 Detonations

Mathematical representation of detonations in gas mistigeexplained in its simplest
form by the Chapman-Jouguet theoGhapman, 1899 [Jouguet, 191 The CJ theory
looks at a steady front where the shock and reaction waveuisled as one wave and is
a solution of the inviscid conservation equations of massnentum and energy shown
here in equations 2.13-2.15. Figure 2.19 shows the Rayl&igh-which are the combined
mass and momentum equations and the Hugoniot-curve whiahc@mbination of all
three equations. The points where the Rayleigh lines arestdrig the Hugoniot curve
are called CJ-states, see figure 2.19. The upper CJ-statedgd-thetonation and the lower
is the CJ-deflagration. Both states are characterized by Manoiber 1 in the products
with respect to the reaction front. The Rayleigh lines caarsgct the Hugoniot curve
giving two deflagration solutions and two detonation solusi usually called strong and
weak solutions.

pu (tty — D) + pu = py (up — D)* + py (2.14)
hy, + % (uy — D)* = hy + % (up — D) (2.15)

A more detailed model for a one-dimensional detonationtfisrthe ZND theory
( [Zel'dovich, 194(, [von Neumann, 1942[Doring, 1943) where the reaction zone
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‘I-quiot curve

CJ-deflagration
Rayleigh lines

Figure 2.19: The Hugoniot curve and the two Rayleigh lineg¢an to the Hugoniot
curve giving the CJ-deflagration and CJ-detonation.

Exothermal reaction zone

Induction zone

CJ-plane—]

-
>

X

Figure 2.20: Pressure profile of a detonation front as desdrin the ZND-theory.

thickness is taken into account. Figure 2.20 shows a ty@ibd detonation front pres-
sure profile. A simplified theory assumes that in the inductione no heat is released
where the state behind the leading shock is often referred tbhe von Neumann spike.
The CJ plane discussed by the Chapman-Jouguet theory canrukelfelind the reaction
front.

Detonation in gasses are in reality not stationary planaresa The structure of a
detonation wave is usually very complex and there are temsswaves normal to the
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Figure 2.21: Structure of a cellular detonation front. Tlaslted line shows the triple
point trajectories.

front. As first reported by Campbell and Woodhead, 192@nd later Densiov and
Troshkin, 1959discovered the importance of these transverse watpehbeck, 1969
presented a mathematical study on the stability of one-asio@al detonation waves for
a simple single step reaction model. He showed that for samses the front pressure
was not constant but oscillated. These oscillations wege discussed byFckett and
Davies, 1979 [Taki and Fujiwara, 197Bpresented the first simulation results of a two-
dimensional non-planar detonation argbfirlioux and Majda, 199presented a study
where the reactive Euler equations with a single step @actte where solved in two
dimensions with the FCT numerical scheme.

Figure 2.21 shows a schematic representation of the narapta cellular detonation
front. The triple point trajectories draws the typical fistale pattern that can be seen
in experiments where a smoked foil is placed inside a chammpipe. The triple point
then draws this pattern in the soot on the walls like in figu22vhich shows a smoked
foil from experiments with methane-air. In figure 2.23 theeamlines with respect to the
triple point in a detonation front shows how the slip lineaepes gas that has experienced
one and two shock waves and has different density and vielecit

The regularity of the detonation cells are dependent of ¢aetion energy and ac-
tivation energy of an overall induction reaction. The o¥leraduction reaction can be
modelled as a one-step reaction rate for the induction Z@gxestin, 2003 performed
experiments with different reduced activation energies- F,/RT,y whereFE, is the
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Figure 2.22: Soot tracks in smoked foil of a detonation irvd@ethane in air,{uznetsov
et. al., 2002

Triple point trajectory

Triple point

Leading shock

Transverse shock

Pathline
Slip line

Figure 2.23: Schematic representation of the flow diredtieimind the leading shock of a
detonation.

induction reaction activation energy afigly is the temperature behind the unperturbed
shock wave also called the von Neumann state temperatueerebluced activation en-
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Figure 2.24: Simulation of unstable detonation fronts ®ainezo et. al., 1999 a)
E./RT,x=2.1,b) E/T,xy=4.9,C) E/T y=7.4

ergy gives a measure of the induction zone thickness. Ifédaaed activation energy is
small the induction zone is kept short over the detonatidircgele. If the reduced activa-
tion energy is high the induction zone becomes long in thicgele where the shock and
reaction zone is decoupled due to shock diffraction. Thiaitetion of the detonation is
caused by triple point collisions which may take place alsfdale reaction zone and can
form pockets of unreacted gas between the propagating fleameand the newly formed
detonation. These pockets might burn slowly far behind gterthtion front. This effect
is shown by simulations bydamezo et. al., 1999n figure 2.24 c). Figure 2.25 shows
experimental results for different cellular structureshwdifferent reduced activation en-
ergies.
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Figure 2.25: PLIF images of unstable detonation fron#sustin, 2003 [Pintgen, 2004
[Shepherd, 2008 a) E,/RT,y=6, A=3.4 b) E/T,x=7,A=4.6 ¢) E/T,x=8-9,A=7.3 d)
E./T,y=11-12,A=2.7 e) and f) E/T,y=11-13,A=9.7






Chapter 3

Models and methods

This chapter describes the models and solvers used to sérgda explosions and blast
waves in this thesis. Chapters 3.1 to 3.3 presents the maticahmaodels. Chapters 3.4
and 3.5 is a discussion on thermodynamics in explosion rindelnd chapters 3.6 to 3.7
show the numerical methods for solving the models.

3.1 Conservation equations

The conservation equations of mass, momentum and energyeteasic models for
fluid flow and shown in equations 3.1-3.3 for a Newtonian flaiellecting work done by
viscous forces.

ap 0
- ) = A
opu; 0 dp 0 Ou;
) = — — 2
oF 0 0 0 ar
W + a—xl (UZE) = _axi (pul) -+ oz ()\axl> (33)

The total energy E is shown in equation 3.4.

1
E=C,T+ §puiui + Ecy, (3.4)

TheC,T term is the internal energy and can be modelled by ideal gaasaseen in
equation 3.5.

Uv=0c1=-"_ (3.5)
v—1

Ecy, is the change in enthalpy due to chemical reactions.

3.2 Turbulence model

To model the sub-grid scale turbulence the presented metbesia model based on the
turbulent kinetic energy equation. The model is a consEmwaquation of the turbulent

29
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kinetic energy,k, with a production term and a destruction term as shown irataops
3.6-3.8. The turbulent viscosity is used to calculate tbulent stresses together with
equation 2.8. The left hand side of equation 3.6 describesate of change of for a
fluid particle. The first term on the right hand side descripexiuction of turbulence,
the second term describes dissipation of turbulence antthittieterm describes turbulent
transport of turbulence.

dpk 0, 9U Copk: 0 (v 0k
ot am, PR = g T T T, (E ax) (3:6)
1 2
Tij = —2p1(Si; — gSkk(Sij) + gpk&j (3.7)
v = C k2 (3.8)

Here theC. and C, are model constants and are usually set to @*08nd 0.09/*
respectively] is a length scale of the turbulence and the terspis the strain rate. The
origin of the closure coefficients is an assumption that tissiplation rate of turbulent
kinetic energy.e, can be expressed as a functionkoés in equation 3.9 wher€, is
usually set to 0.09 \fersteeg and Malalasekera, 2407

]{?1/2
€= 03/4T (3.9)

[Prandtl, 19259 proposed a turbulence model where the turbulent viscasithe
product of a length scale and a velocity scale. Equation 3. Bdandtl's mixing length
model wherd,,,;,. is the mixing length.

oU oU

Tey = —pl2 | —|=— 3.10
TZ’/ pmzz|ay ay ( )

Townsend Townsend, 1976Geported that for boundary layers, shear layers and wakes
the turbulent stress in the axial-normal plane can be apmpaied as in equation 3.11.

Toy = —0.3pk (3.11)
Combining equation 3.10 and 3.11 we get an expression for tkiegrength, equa-
tion 3.12.
—2
Lmiz = 4/ 0.3k (a—U) (3.12)
Ay

In equilibrium turbulent flow the length scalg,in equation 3.6 and the mixing length
is about the same. This is only valid if the ratio of productio dissipation is constant
[Wilcox, 1993 and is a simplification when used for transient explosiordeiling.

For compressible effects on turbulence modelling the feriiuMach number)/; is
introduced, as seen in equation 3.Y@lgox, 1993

2
M? = c—’; (3.13)
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The compressibility is assumed to only effect the dissgratf turbulence as dilatation
dissipation. An approach to include these effects is to figadle model constant’. by
a function of the turbulent Mach number. The effects of camspibility is assumed to
be important for flows with\/, > 0.1 which is for air at normal temperatuke> 5000.
Wilcox [Wilcox, 1993 proposed a model for modifying the dissipation as in equmti
3.14.

Ce = Ceine (L +Ef(M)) (3.14)

Where¢ is 1.5, C. ;. is the incompressible closure coefficient and the turbuléach
number function is seen in equation 3.15.

f(My) = (M} — 0.25%) X(M, — 0.25) (3.15)

N is the Heaviside step function. For this model the effectahpressibility starts to
become important for turbulent Mach numbers larger thaB.0.2

3.3 Combustion model

The conservation of species is represented as a varfatach is a normalized concen-
tration or a reaction progress variable. The valugia$ between 0 and 1, where 0 is
reactants and 1 is products. The transport equatighisfshown in equation 3.16. The
total reaction ratey, is a combination of a progress variable approahidont and Vey-
nante, 200], and chemical kinetics and is seen in equation 3.17. Theeadiéhe model is
that for laminar and turbulent combustion the progressaldei approach dominates the
total reaction rate and the kinetics only contribute in ttell stages of combustion where
G is close to the products value. With an increase in the raeatéanperature the kinetic
term becomes significant in the total reaction and for deétong it is the dominant term.

opB 0

5 T oz, (pUiB3) = w (3.16)
2
W =max | puSt (05) , W (3.17)
al’i

The energy term due to reactions in the energy equation 3rddelled as equation
3.18. Whergy is the change in enthalpy per unit mass of the mixture duestctians.

Ecn = pqf (3.18)

Figure 3.1 shows the reaction rates for the two terms acritesa front. The reaction
ratewr is highest where the progress variable gradient is highmektraus the heat release
is highest. The peak reaction rate causes pressure gmadidydth directions with a peak
betweens=0 and3=1. The pressure gradients create velocities in the dineadf the
negative pressure gradients and can lead to significafiti@itthickening of the flame.
The Arrhenius kinetic ternw, which is dependant on temperature can counteract this
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Figure 3.1: Schematic representation of reaction varjabieperature, and reaction rates
across a flame. T4T temperature divided by temperature of the totally burnasl d.5:
reaction variablew,: reaction rate from chemical kineticsy: reaction rate from mixing
rate.

thickening and keep the flame thin. For deflagrations wheAtHhgenius term is handling

the later stage of combustion turbulence might not be asfitapbas it is closer to the

reactants. This model assumes that small scale turbul@ssenbt play an important part
in the overal reaction rate in detonations.

Figure 3.2 shows a thin flame on a coarse computational mestprégress variable
approaches the flame is averaged over a few control volumés. tdrbulence in the
control volumes containing the averaged flame front is actamlifor by the turbulence
model but instabilities addressed in chapter 2 are not. & restabilities may occur in
laminar flow and is not captured by the turbulence model ifehgth scale is smaller than
the mesh size. These instabilities may even produce turbell@hich is not modelled.

The turbulent burning velocity is a model presented by Feuiat Pitsch [Flohr and
Pitsch, 2000in equation 3.19.

i (3.19)

Sy =5, (1 L A\/Re . Pr)
Where A is a model constant and is usually set to 0.3 is a Reynolds number

for the sub-mesh turbulence and is modelledras = “TZ [ is the length scale of the
turbulence Pr is the Prandtl-number, Da is the sub-mesh Dahmkohler nurmam%.
Below is an example of a kinetic model used for hydrogen exphss The chemical re-
action model is a two-step, two species reaction model wingle first step the reactants
react to radicals and no heat is released. The second steprisdction of the radicals to
products and all of the heat is released. The Arrhenius typ#etwas presented bikp-
robeinikov et. al., 197R The chemical kinetics are shown in equation 3.20 and éguat

3.21. Equation 3.20 is the induction time model and equ&gid is the reaction rate for
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Control volume

Flame

Figure 3.2: A thin flame imposed on a coarse computationahmes

the heat releasing reaction. The second reaction start thieevaluea = [ dt reaches
one.

7= (@) = Ay (T/p) exp [~Ba + Ca/T + Do (p/Patm)’ exp (Eoa/T)]  (3.20)

B = —Agp*BPexp (—Eop/T) + Agp® (1 — B) exp (— (Eup/T + q/(RT))) (3.21)

Where A is 1.0510°° in Sl units, E, 5 is the activation temperature and is 2000

K and ¢ is the change in formation enthalpy and is her®03 J/kg. A, is 6.233510'
Pa/Ks, B, is 35.1715(,, is 8530.6 K,D,, is 7.2210° !, E, , is 21205 K. These values,
except theA,, is from the induction time model presented by Sichel et. Sichel et.
al., 2003. Results from this model for high speed flames was presentpdhngsaether
and Bjerketvedt, 20Q7 For hydrogen-air the laminar burning velocity is caldath by

a model presented by lijima and Takergitha and Takeno, 1984 equation 3.22 for
stoichiometric hydrogen-air.

p T 0.43
sy 238 (1 150 (1)) (£) 622

3.4 Thermodynamics

The constany appearing in the energy term 3.4 and 3.18 is the change iratomen-

thalpy from reactants to products. This heat of combussaralculated by using a ther-
modynamics package like Cantera [Cantera, n.d.]. In figureaB.8xample of enthalpy
of the reactants and products are plotted as a function gbeesture for stoichiometric
hydrogen-air combustion. The formation enthalpy usedimrtiodel is at 298.15 K. The
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real fluid curves are calculated using Cantera and assumiogstant pressure combus-
tion. For the ideal gas curves the heat capacity ratfor the reactants is at the initial
state of 300 K and the for the products is at the adiabatic flame temperature. Fhise
reason the curves for the ideal gas matches the real gasa@ir@€0 K for the reactants
and at adiabatic flame temperature for the products. Thedfpeocess determines the
equilibrium composition and temperature and thand heat of formation\H, is de-
pendent on the process. A constant volume process will higéehtemperature in the
products than a constant pressure process and the valdgsamid C, is dependent on
the reaction. In the method described here these are frazarchpacities which means
that the heat capacities are calculated from the produtet ®ligh a constant composition
as seen in equations 3.23 and 3.24.

OH

Cp = <3_T)p,N (3.23)
oU

C, = <a_T) . (3.24)

The enthalpy in the reactants and products is calculateduegioens 3.25 and 3.26.

To

AHp = CodT + AH} (3.25)
Tre,f
Tad

AHp = CodT + AH} p (3.26)
Tref

For a constant pressure process the change in formatioalpytis calculated as in
3.27 since the enthalpy is constaitH r = AHp.

Toa To
AH; = / C,dT — / C,dT (3.27)

Tref T’r‘ef

WhereT,. is the reference temperature, usually 298.13{Ks the temperature of the
reactantsy,, is the temperature of the produciﬁHOR is the formation enthalpy of the
reactants at reference temperature A" I pis the formatlon enthalpy of the products at
reference temperature. For ideal gas the enthalpy is eadmlibs in equation 3.28.

AHjgoy = —2— (3.28)
p(y—1)

As a study of the consequence of the different methods foogihg different values
for v a short comparison with other studies using a similar apgprogapresented. These
are studies of flame acceleration and detonations in stoigtric hydrogen-air at 1 atm
and 293 K. Btrehlow, 199]Llreported heat of reaction corresponding to a constdior
detonations to be 4 MJ/kg and 1.173. This was based on cutive faf the Hugoniot
curve for equilibrium composition at the CJ-stat&amezo et. al., 20Q0&isedq = 5
MJ/kg andy = 1.172 which was matched to laminar flame velocity or detonatell
size. Results from the two methods are compared with resolts the method presented
in this chapter with heat of reactigr= 3 MJ/kg, reactant = 1.4 and product = 1.242.
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Figure 3.3: Enthalpy curves for products and reactants dti beal fluid and ideal gas.
This is for a constant pressure reaction of stoichiometrdrdgen-air at 300 K and 1 atm.

For the three different cases the Riemann solver from appdhdalculates the states in
front of and behind a flame. Figure 3.4 shows the wave chaisiits in the reactants and
the products. The stategUs in front of the flame and Yis behind the flame. The initial
condition is 1 atm on both sides and zero velocity, the deiisid.858 kg/m to the right
and 0.15 kg/m to the left. Figures 3.5, 3.6 and 3.7 shows the comparisonmexfspire,
density and gas velocity as a function of burning velocightiin front of (Uy) and behind
(Ur) the flame for the three different methods and figure 3.8 shbe/fame speeds.

Flame

u | U 0

Time

Position

Figure 3.4: Schematics of the flame setup used for compaitsathfferent models. The
flame sends pressure waves into the reactants and products.
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Figure 3.5: Comparison of pressure in the shocked reactadtha shocked products for
the three different models.
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Figure 3.6: Comparison of density in the shocked reactamtshanshocked products for
the three different models.
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Figure 3.7: Comparison of velocity in the shocked reactamtisthe shocked products for
the three different models.
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Figure 3.8: Comparison of flame speed for the three differetets.
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Discussion

Using the ideal gas law to model the internal energy and uaimgnstanty restricts
the calculation to constant heat capacity. By using differefor the reactants and the
products the heat capacities are assumed different foz gtates even if the temperature-
dependence in each gas is not handled. For higher tempesatuthe reactants produced
by for instance shock waves the internal energy will be medehcorrectly. The de-
viation is seen in figure 3.3, where the difference in enthaipthe reactants between
the ideal Gauss and real gas increases as the temperattgases. For stoichiometric
hydrogen-air this is not too critical since this mixturertgdo react at about 900 K, but
for other mixtures it might give larger differences. By compg three different methods
of choosing thermodynamic properties for simulating egjgos we see that the Strehlow
method and the variable method used here produce similar results for pressure and ve
locities. The constant method of Gamezo et. al., 20Q®roduce higher pressures and
flame speeds due to the high value of heat of combustion.

3.5 JWL equation of state

When calculating the expansion of detonation products friyh éxplosives the ideal gas
law is not well suited. The only gas dependent coefficienh&itleal gas law is the heat
capacity ratioy. Using a constan{ does not take into account temperature changes in
the heat capacities or any change in equilibrium due to teatye changes. The Jones-
Wilkins-Lee (JWL) |Lee et. al., 196Bequation of state express the pressure as a function
of internal energy and expansion of the high explosive petsllEquation 3.29 shows the
general form of the JWL eos.

p= Q% +A (1 — R?,ﬁ) exp (—Rip) + B <1 — %ﬁ) exp (—R2p) (3.29)
Wheree is the internal energyj is the initial high explosive density over the densitly,
B, Ry, R, and() are constants dependent on the high explosivdaehaves likey — 1
for ideal gas when the products have expanded to a few tirmasitial volume. Figure
3.9 compares the JWL eos to the ideal gas law for C4 high exglo$ivis shows that the
JWL behaves like the ideal gas law after the products havenebguato about 1.6 times
the initial radius. This value might be different for othgpés of high explosives.

3.6 FLIC-scheme

TVD-schemes (Total Variation Diminishing) are methodsdolving hyperbolic differen-
tial equations without producing unstable results. Thadient and convective terms of
the conservation equations, including the pressure forsdg/perbolic. A general form
of a non-linear hyperbolic equation is shown in equatior®3vBereQ is the conserved
variables and(Q) is the convective flux function.

0Q  JF(Q)
E+ ox

=0 (3.30)
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Figure 3.9: Ideal gas law and JWL eos comparison of produaspre in C4 high ex-
plosive as a function of product radius assuming the predexpands spherically and
neglecting work. The heat capacity ratio in the ideal gasitafw+ 1.

The integration of a hyperbolic differential equation litkee one-dimensional Euler
equations without sources over a generic control volumewshin figure 3.10 and over
time stepAt gives the result shown in equation 3.31.

At
Qn+1 =Q"+ E (Fi_l/g — Fi+1/2) (331)

Where the superscripts n and n+1 denotes the time at t akid tNote that the fluxe§
at the interface does not include a superscript for timeesthe approximation in time
may use discrete values from different time-steps. Mosterigal schemes for solving
propagating waves use an explicit formulation of the fluxesesthere is a strict criterion
for stability on the time steps both for explicit schemes tordhe flow. This criterion is
given by the Courant-Friedrich-Levi (CFL) number. For consgible flow the criterion
demands that no wave in the system can travel farther thaoamneol volume in one time
step. The CFL-number is the ratio of a wave speed to a "meslispseeen in equation
3.32 and is between 0 and 1. The mesh speed is the mesh |levigigridoy the time step.
If the CFL-number is 1 the fastest wave travels one contralwa during one time step.
By setting a global Courant number based on the fastest waee apéhe computational
domain the time step can be determined.
Cor, = 2" (3.32)
At

Another property of higher order numerical schemes usecliopressible flow simu-

lations is the total variation diminishing (TVD) capabjlit-or stable solutions the scheme
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Figure 3.10: Principle of a computational mesh with disem@bdes and piecewise con-
stant values.

must not introduce spurious oscillations near large gradiand the total variation of the
solution must not increase. This property is usually iniicEtl through some form of
controlled numerical diffusion.

The FLIC scheme,Toro, 1999, is a 2nd order accurate centered flux-limiter scheme
that combines the 1st order accurate FORCE scheme and thed&rdRachtmyer version
of the Lax-Wendroff scheme. The FORCE flux is the arithmeticma&fahe Richtmyer
flux and the Lax-Friedrich flux. The 1st order Lax-Friedriahxfis defined in equation
3.33. The simplest form of these schemes are for one dimensiothis thesis the 1-
dimensional version is used and solved with the fractiotegd siethod. In the presentation
of this scheme 3.34 to 3.37 the conserved variable vegtand the flux vectoF from
the conservation equations are used.

1Az

FI, = LIF(Q) + F(Qu)] + 5 5 Qi Qul (339)

The 2nd order Richtmyer flux is defined by the intermediateestat the conserved
variables as shown in equation 3.35.

B, = 21(Q) + Q)] + 5 5 F(Q) ~ F(Qua) 334)
Fil, =F(Qf) (3.35)
FioF = ;[FL + P (3.36)

And the full FLIC scheme can be written as equation 3.37. Whasehe flux limiter.
FZ_L%IC — FZ’—O%RCE' + ¢@+ [FRI FZ_O%RCE] (337)
The flux limiters control the order of the scheme. For areasratihe solution is
smooth the scheme is 2nd order accurate or close to 2nd drderareas with discon-

tinuous solutions the scheme is 1st order accurate. A measihe smoothness of the
solution is needed to construct the flux limiter. Equatior383o 3.42 shows how the
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Figure 3.11: Graphic representation of the flux limitergs a function of gradientr. The
shaded area is the TVD region for the Euler equations.

slopes;, in the solution are calculated. For these equati@ns a variable that includes
all wave types such as total energy or density.

0Q; 1
Lyo=_——2 3.38
rz+§ 5Qz’+1 ( )
0Q; 3
R it
Tiy1 = (3.39)
T3 5Qi+l
Where the differences in the varialleis defined as:
5@-% = Qi — Qi1 (3.40)
5Qi+% = Qiy1 — Qi (3.41)
5@1% = Qiy2 — Qi1 (3.42)

Different kinds of flux limiters are constructed based onad#ity region for the slopes.
The different flux limiters are displayed in figure 3.11 gregally. These limiters are con-
structed based on the TVD region bounded by the SUPERBEE andEHENimiters.
The SUPERBEE limiter is the least diffusive limiter possiblelanay induce small os-
cillations around strong gradients and MINBEE is the mostusdife limiter. The shaded
area between these two limiters is the stable region of thigelis. The limiter used for
all calculations in this thesis is the MC-limitdtgVeque, 2002

SUPERBEE
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0 if r<0
6= 2r ?f 0<r< %
1 if 3 <r<1
min(2, ¢y + (1 — ¢g)r  ifr>1
MC-limiter
0 ifr<0
¢ = 2r if0<r<;i
min(2,05+%)  ifr>3
VanLeer
0 ifr<0
¢ = 12_J:r fo<r<1
bg+2(1 —¢g)7= i r>1
MINBEE

0 if r<0
p=< r fo<r<l1
1 if r>1

The flux limiter for the inter cell boundary+ 1/2 is chosen as the smallest limiter
value of the left and right slopes, equation 3.43.

Pyl = min(¢(rf+%)7 ¢(Tﬁ%)) (3.43)

3.7 Fractional step method

The fractional step method solves higher dimensional émustand source terms with
one-dimensional numerical schemes. An example with a twmasional hyperbolic
equation with a source term is shown in equation 3.44.
0Q | IF(Q) , 9G(Q)
ot ox oy

This equation is split into three sub-problems with the geaof Q in time term is com-
mon in all sub-problems as is seen in equations 3.45 to 3.47.

~J (3.44)

0Q  OF(Q)
5 g =0 (3.45)
0Q  0G(Q)
il (3.46)
0Q
= = (3.47)

The solution of equation 3.45 is used as initial conditiomsequation 3.46 and the so-
lution of equation 3.46 is used as initial condition for etjma 3.47. This method has
truncation error of first order. A more thorough discussiarttte fractional step method
can be read ineVeque, 2002
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3.8 Total algorithm

Figure 3.12 shows an overview of the total algorithm for ggime FLIC-scheme with the

fractional step method to solve the models presented abidve metod is implemented

in Matlab [The MathWorks, n. §l. The initial conditions are set for all variables in all
control volumes before the time stepping starts. A time seplculated using the global

CFL-number, usually set to 0.9. The burning velocity is ciltad from the temperature,

pressure and turbulence field before each time the algosthiies the convective part
using the FLIC-scheme. The gradientssoénd velocity is calculated from the interme-
diate states in the Richtmyer scheme. These gradients aledchém the source terms in
the combustion model and turbulence model respectively.

| Mainscript |

| Set initial conditions |
for all variables

_,I Start for-loop, |
time stlg)pinq

| Calculate time-step

alculate burning velocity |
nd source for induction time

Enter numerical scheme Di ti iabl h
x-direction Iscretize variables on mes

\ Richtmyer flux |
| Flux limiter

| Gradients in velocity and B
| Force flux from intermediate states

| Limited flux | |

|

Update all variables

/’1 Lax-Friedrich flux |

Reaction rate and |
source for turbulence

TN

| EXit numerical scheme |._|
x-direction

Other sources, Tike dmu5|on|
and polar coordiantes

| Enter numerical scheme |\
y-direction

| EXit numerical scheme |‘/
y-direction

| Enter numerical scheme I\

z-direction

| EXit numerical scheme |‘/

z-direction

| Storing variables

|

Next time step End for-loop

Stop criteria

Same process as |
for x-direction

¥

W—

Same process as |
for x-direction

Figure 3.12: Algorithm chart.






Chapter 4

Basic tests of the method

4.1 Test of numerical scheme

This chapter presents siulation results from well knownste$ numerical schemes for
compressible, inviscid flow. For all one-dimensional tékessdomain is length 1 and is
discretized by 100 control volumed.ifka and Wendroff, 200&nd [Toro, 1999 have
performed several tests for different numerical schemdgtantests shown here are from
these two studies. Table 4.1 summarize the initial conbti@r the tests used as verifi-
cation of the numerical scheme. The three one-dimensiestd have the discontinuity
between the left and right statezaat= 0.5. The 2D test is a cylindrical test where the left
state is the state at radius smaller than 0.4. The domaiuaeqith side lengths of 2.

Test 1 is a modified Sod’s test. For comparison test 1 is alsedavith the 3. order
PPM-MUSCL-Hancock (PPM-MH) scheme with an analytical Riemaalver and the
Random Choice Method. Figure 4.1 shows the comparison of tyeatsi=0.25 for the
three methods. The density contains all wave families aadgyisod variable for compar-
ing the schemes performance. The RCM is used for comparisael@ral cases since
the RCM does not have any numerical diffusion the disconigsiiére not solved as a
continuous gradient. Test 2 is called the 123 test. It cemsistwo rarefaction waves
that produces low pressure and density. Figure 4.2 showspéeific internal energy

(e = ﬁ) for the exact solution and the FLIC solutiontat 0.15, figures 4.3 and 4.4
are pressure and density. The internal energy is the varrabkt schemes has problems
simulating correctly for this test. Test Noh is a test by [Nd887] for testing numerical
schemes on their ability to handle infinitely strong shod®sst codes will set the mini-
mum pressure to 10. Figure 4.5 shows density for for the Noh test at2. Test 2D is a
two-dimensional test where a cylinder of high pressure amsitly expands cylindrically.
Figure 4.6 shows the density along the radiusat0.25 and figure 4.7 shows the entire

density field also at = 0.25.

45
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Table 4.1: Initial conditions for tests of the numerical scte.
Test| pr | ur | p | pr | Ur | PR | 7
1 |1.0[/0.75/1.0/0.125/ 00|0.1|14
2 [1.0|-20|04| 10 | 20/04|1.4
Noh|1.0| 1.0 |0.0| 1.0 |-1.0|0.0|5/3
2D |1.0, 00 |1.0/0.125| 00|01 1.4

T
RCM
PPM MH| |
* _FLIC

0.1

Il Il Il Il Il Il Il Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Position

Figure 4.1: Comparison of density for test 1 at t=0.25.

Discussion

The simulation results from test 1 show that the FLIC schemieRPM-MH scheme has
similar performance. Both have numerical diffusion that sthe the discontinuities over
a few control volumes and the numerical diffusion acts gjesron the contact disconti-
nuity than on the shock front. The PPM-MH simulates the hewtkail of the rarefaction
wave somewhat better than the FLIC scheme. This is becaudeMiPis a higher order
method and the flux limiting produce higher order fluxes wttaeesolution is continu-
ous. Liska and Wendroff, 2003howed that many schemes have problems with test 2
where all schemes they tested showed the same type of dascieps seen in figure 4.2
where the schemes are unable to produce the minimum regibe internal energy. Even
though pressure and density are close to the analyticaicolinere are large deviations
in the internal energy due to numerical diffusion which irstbase erroneously produce
entropy. In the solution algorithm the numerical diffusisfirst applied to the mass equa-
tion to update the density then the momentum equation tdgetew velocity and finally
the energy equation for pressure. The density and velacity the new time step is used
to calculate the new pressure and artificial viscosity isctively applied three times to
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Figure 4.2: Comparison of internal energy for test 2 at t=0.15
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Figure 4.3: Comparison of pressure for test 2 at t=0.15.

the energy equation. The FLIC scheme handles the Noh testygagly but there is a
small dip in the density in the center of the domain due to migakdiffusion. Some
schemes have larger problems with this case and even too nwmhrical diffusion at
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Figure 4.4: Comparison of density for test 2 at t=0.15.
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Figure 4.5: Comparison of density for the Noh test at t=2.

the shock frontlLiska and Wendroff, 20Q3Results from the 2D test show increased nu-
merical diffusion compared to the similar 1D test 1. This igedo numerical diffusion
in two directions and even inaccuracies in the fractiong shethod which is only a 1.



49

4.1 TEST OF NUMERICAL SCHEME

T T T T T T T ¥
=0
O3
o W

1 Jo

+ =

4*

o

4™~

o

1<

o

4w

o

4=

o

4

o

4N

o

4

o

3 Il Il Il Il Il Il Il o

-~ @ @© © 0 ~ « N b

o o o o o o o o

Aisuag

Radial position

=0.2bh@lhe radius.
160 140 120 100 80 60 40 20

180

Figure 4.6: Comparison of density for the 2D test at t
200

0.25, simulatedheyELIC-scheme.

Figure 4.7: Density from the 2D test at t
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4.2 Test of combustion model

As a test of the behavior of the combustion model presentetiapter 3.3 a one dimen-
sional flame is simulated with constant burning velocity.eTRandom Choice Method
with the very thin flame Riemann solver (appendix B) is used @ngarison. The gas
in this test is typical hydrogen-air mixture with = 1.4,~, = 1.241,¢ = 3-10° J/kg, T, =
293 K, the burning velocity is constant 40 m/s, which is assadifior a turbulent flame in
a pipe where the burning velocity includes the total flameaafée gas is ignited at the
left side, which is closed. Both methods use 1000 controlmelst Figure 4.8 shows the
pressure along the computational domain for both the FLI@oteand the RCM with
the very thin flame Riemann solver. In figure 4.9 the comparafdhe velocity for both
methods can be seen.
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17f F 1
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= = I = =
N w N ol o
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Figure 4.8: Simulated pressure for FLIC and RCM. The time is1D/& and the flame is
located at about 0.035 m.

Discussion combustion model

The RCM with the very thin flame Riemann solver should producetexesults for this
simple case with a constant burning velocity. The combuastiodel presented here gives
the same pressure and velocity as the RCM. For this one-dioraaisiase the combustion
model is only using the progress variable gradient rate lam&inhetic part is virtually zero
since the temperature in front of the flame is low.
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Figure 4.9: Comparison of pressure between FLIC and RCM. Theism.610-* and
the flame is located at 0.035 m.

4.3 1D Detonation simulations

This section presents results and discussions of simaoktibone-dimensional detonation
problems where detonation in two different gasses is sitadlaThe first gas has only
one reaction rate which is exothermal and the second gasMoasates where one rate
Is modelling the isothermal induction reaction and the othée models the exothermal
reaction of radicals to products.

1D Detonation simulation with one step reaction kinetics

The numerical simulations presented here are typical il@hchmark tests for numer-
ical methods on their abilities to handle unstable detonati It is the same model gas
that Erpenbeck used in his study of instabilities in detmmatand has been used in sev-
eral other studieHourlioux and Majda, 199 [Fickett and Davies, 1979The reactive
Euler equations are solved with a single step forward reactte, as shown in equation
4.1. The unreacted non-dimensional pressure and denditgrid the temperaturejig p.

dg T,

i —BKoexp <—?) (4.1)

To determinek, so that half reaction length is one length unit equation ¢ ttans-
formed from describing the change ©fin time to a change in space. The transformed
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coordinate system is relative to the detonation front aredpibsitive spatial direction is
from the shock into the reaction zone as seen in equation 4.2.

i D — u(x) (4.2)

Whereu(z) is the particle velocity and is the detonation velocity.

dp GK, T,
&= () @9

Equation 4.3 is the transformed reaction rate and is soteeatively for K, at 5 = 0.5 for
r=1.

Two factors that influence the stability of this system isdl@vation energy/,,, and
the overdrive of the detonationi, defined in equation 4.4.

D 2
1= (o) @4

[Fickett and Wood, 1966eported af-T, diagram, shown in figure 4.10 fgr= 50 and
~v=1.2 where the stable and unstable areas are marked.
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Figure 4.10: Stability boundary for=1.2 and q=50,Hickett and Wood, 1966
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Results

Figure 4.11 shows the effect of spatial resolution on thegree just behind the shock
front of a traveling detonation wave for a simulation where50,~v = 1.2, f = 1.6 and[,
=50. According to the stability regions this should be artalple detonation Hrpenbeck,
1969 calculated that the maximum pressure peaks here isQ@L The ZND theory
gives a constant pressure peak of 67.3. Three differentaspasolutions are shown
for testing the grid dependency in the simulation. The leragid time scale is half the
reaction thickness and half reaction time. The spatialloéisns used is 2, 5 and 10
volumes pr. half reaction length.

p/p,

120

110

100

90

80

70

@

o

"»w "W \‘\"

“H

A ,m‘l‘n

u‘nw

L !
M‘ "y"\\“““r\d 4“’ Wit wn' it ’
Ayt i
i w}‘ "«'\*M‘T,ﬂ“}""y“{wm i"‘]‘h‘ M ""5"!;!";‘:“‘,"‘ lwu‘ ;: ) “w, '\v"

““A“‘M}‘»“nnﬁw“ ﬂ»'nN !
i i m\‘f Wu Al

i

A x=L1/2/10
A x=L1/2/5
_ Ax=L1/212 |

"“"Mw,“u"‘ Nuw“‘n YA i lm )HMM wumw inh
W\”’“ﬁ'\‘\ i mm Wﬂ‘ { ‘im‘m O il B Lyl Im!,‘ 'r Mw,
‘m,‘ “;M-W.,{% fﬁ?““‘k“ufmm"““wﬁ ‘,“w.‘ﬁ'"'v‘wm ""\,g "“}A{m’: h.m,"m‘;‘.m»w, gt wm‘,;ﬂ?’; .,,Vf;‘;a}ﬂ‘,‘ L"yﬂ,.’l\

”H’ i hl fki i

45 50

80

55 o 65 70 75
Tlme [ t 12]

Figure 4.11: Simulated shock pressure results for 2, 5 armbdfputational cells pr. half
reaction thickness.

1D Detonation simulation with two step reaction kinetics

To introduce a longer reaction zone by an isothermal reaati@an induction zone a new
reaction variabley is solved. Wherex is between 0 and 1, where 0 is reactants and 1
Is radicals. This reaction does not release energy and omilgsras a switch so that the
second reaction equation does not start until the valuerebiches 1. Equation 4.5 is an
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example of a reaction rate of the variabl@nd is the inverse of the induction time.

da
dt

= —Kpexp (— T;;a) (4.5)

Results

Figure 4.12 shows the comparison of two spatial resolut@insn unstable detonation
front with two step kinetics. The two grid sizes are 10 and Bte® volumes pr. half
reaction thickness of the exothermal reaction. The exothereaction rate is the same
as for the one step reaction. The reaction rate of the ragkeation is shown in equation
4.5with T, , = 50 andK,, = 1128.7 which gives an induction time of 1 time unit based on
the stable von Neumann spike temperature.

A X=szl10

V|- Ax=LwZIS

pip,

40 L
0

40
Time [mwz]

Figure 4.12: Simulated pressure for a two-step reactiore Sgatial resolution is 5 and
10 computational cells pr. half reaction length.

Discussion

The calculated half reaction thickness is based on a staii2 sblution but in an oscil-
lating detonation the thickness fluctuates with the stagdsniol the shock front and the
thickness is decreased as the temperature behind the stwelkses. For the one step
chemical reaction the grid resolution influences both thplaude and frequency of the
fluctuating detonation front pressure. The numerical difin smooths the shock front
over a few control volumes and artificially cools the shocked just behind the shock
front. For a very coarse calculation this cooling takes @iaa relatively large part of the
reaction zone and the effect of the oscillating reactiockihess is not seen for two control
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Table 4.2: 2D detonation simulation conditions.

Case 1| Case 2
v 1.4 1.2
T, 10 41.3
q 42 50
To/Ton 0.8 7.4
f 1 1.2

volumes over half reaction length. It even under-prediotsstable detonation induction
zone pressure. These results are also showBboyrfioux and Majda, 1992and [Helzel,
20040. [Helzel, 200D proposed a method for counter acting this effect by moddythe
numerical scheme. For the two step chemistry the frequehtyedfluctuations are in-
fluenced by the mesh resolution, but the amplitude is sinfoiaboth resolutions shown
here. By introducing an isothermal induction zone the flannekttess is increased and
the resolution of 5 control volumes over half reaction lénigtbased on the exothermal
reaction length. Effectively the induction zone increabesmesh resolution.

4.4 2D detonation simulation

As for one dimensional detonation systems two dimensioetdrdhtions can display os-
cillations in all variables, but the oscillations in two démmsions also form waves that are
transverse relative to the leading shock. The interactioveees from fluctuations in two
directions display the cellular structure associated w#konation fronts. Figure 4.13
shows the initial setup for detonation front simulationsewéhthe non-reacted gas flows
towards the detonation front with the CJ-velocity fron thghtiboundary. The products
flow out the left boundary and the upper and lower boundarieperiodic.

The structure of the oscillating detonation front can beresped by a relative acti-
vation energyl, /T,~, WhereT,y is the temperature just behind the shock in the ZND
profile, also called the von Neumann spike temperature.dvoralues of the relative ac-
tivation energy the cellular pattern of the detonation frierstructured. For higher values
of activation energy the front becomes more unstructuréeé.simulations presented here
are for two different relative activation energies whéréT,, v is 0.8 and 7.4. This should
produce a structured and an unstructured detonation feoshewn by Gamezo et. al.,
1999. The slight overdrive off = 1.2 in case 2 reduces the relative activation energy from
8.6 atf =1to 7.4 atf = 1.2. Bourlioux and Majda, 199Pshowed how the regularity
of a detonation front increased with increasing overdrive tb increasing von Neuman
spike temperature. Table 4.2 summarizes the simulatioditons, Az / Az /, is the ratio
of mesh size to half reaction zone length. For both simutatite initial dimensionless
pressure, density and temperature is 1 and with a one-s¢epiisible reaction in equation
4.1.
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Figure 4.13: Setup for numerical simulation of 2D detomatio

Results

A structured simulated detonation front is shown in figure44where the unreacted gas
has dimensionless pressure of 1, dimensionless densityaidh=1.4. The chemical
reaction rate is a one-step forward reaction as describeduation 3.17 witt7, = 10.
The dimensionless energy release s 50. This front is structured since the activation
energy is low, 7, /T,x = 0.8. Figure 4.15 shows a snap-shot from simulations wigh th
unstructured detonation whetg/ T,y = 7.4 and q = 42.

Discussion

It is possible to discern the different waves and instaégdithat are characteristic of cel-
lular detonations from the simulation of the structureddation. The Kelvin-Helmholz-
instabilities occur at the slip-line where there is a jumghie density and velocity causing
a shear layer, as shown schematically in figure 2.23. The RigdtMeshkov-instability
appears where the triple points collide and can be seenfareiit stages of development
behind the shock. The simulation results of the detonattis show a distinct difference
between the two relative activation energies. The heataftien for both cases are quite
similar, but the activation energy is much higher for theturtured case. This causes
the reaction zone to be more sensitive to temperature afrdalibn of the front shock.
A reduction in shock strength significantly increases thduation zone and may lead
to detonation failure followed by a re-initiation due to lesibns of triple points. These
re-initiations at the shock front form pockets of unreagyad behind the front that reacts
slowly compared to the reactions in a detonation front. Tmeition results of the struc-
tured and unstructured detonation front are similar to dseilts presented bBpurlioux
and Majda, 199Pand [Gamezo et. al., 199%vith relative activation energies of 0.8 and
7.4. The simulation results o§amezo et. al., 199% seen in figure 2.24.
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KH-instabilities Slip line

Transverse shock

Triple point

Figure 4.14: Simulation of a structured cellular detonatiath 7, = 10,¢q =42, f = 1,
~=1.4,T,/T,~=0.8, case 1 table 4.1.

Figure 4.15: Simulation of a unstructured cellular detamatith 7, = 41.3,¢ =50, f =
1.2,4=1.2,T,/T,n=7.4, case 2 table 4.1.

4.5 Simulation of compressible mixing layer

This section presents a test for validation of the codestald handle compressible
turbulence with the one-equation turbulence model. Siheecbde is going to simulate
explosions with averaged equations the sub-grid turbelenienportant for modelling the
turbulent burning velocity. The experiments consists af parallel streams of air flowing
in a channel. The compressibility of a mixing layer is ddsed by a single convective
Mach-number which is the stream-wise velocity of the edahid¢be mixing layer relative

to an average sound speed, equation 4.6.
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U - U,
Cc1 + C

M, (4.6)

Experimental and simulation setup

The experiments byJamimy and Elliot, 1990are simulated as a validation. In these
experiments there is a shear layer in a channel with cradsseal area of 15 cm x 15
cm. Figure 4.16 shows the side-view of the channel whereitisglplate is separating
a supersonic stream (M1) from a subsonic stream (M2). Inxpereaments discussed in
this thesis the subsonic stream has a Mach number of 0.45arsdipersonic stream has
a Mach number of 1.8 and the convective Mach number is 0.5&.sithulation and ex-
perimental mean velocity at 60 and 120 mm from the splittilageoresults are compared.
These velocities where measured with 2D LDV. The boundanditimns at the splitter
plate are from the experiments and set as boundary conglitiothe simulations. The
computational mesh sizes used in this study is 0.25 mm, 0.z mm.

—M

7 — ® E@g layer |150 mm
\

*)MZ

A
Y

h
<

60 mm 60 mm

Figure 4.16: Setup of experiments with compressible miiaygr.

Results

Figure 4.17 and 4.18 shows the simulation results with 0025,and 1 mm mesh and
experimental results of the mean velocity at positions G EH0 mm from the splitting
plate.

Discussion

The simulated shear layer profile for 0.25 and 0.5 mm meshisgienilar to the experi-

ments but the results for the 1 mm mesh size shows too largadipg rate of the layer.
The shear layer is very thin and the velocity gradients becweeny high in a thin region

and the coarse mesh smooths the gradient increases thdiagnesde. In a shear layer like
there are coherent structures or vortices that are impdidathe spreading of the layer.
These structures are not necessarily effects of turbulbatenight produce turbulence.
For a simulation with a coarse mesh the length scale of thetsttes might be too large
and produce an artificially large spreading rate. The nurabeontrol volumes over the
mixing length thickness can be a parameter that shows hoWtleesimulation captures
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Figure 4.17: Velocity profile fon/. = 0.51 at 60 mm from splitting plate for experiments
and simulations with 0.25 mm, 0.5 mm and 1 mm mesh resolution.

the phenomena. The spreading of the velocity gradientsalgth spread the modelled
turbulence and introduce too large momentum diffusion @aarwhere the shear rate is
small in the experiments.

4.6 Simulations of blast from high explosives

This chapter describes tests of the numerical scheme fst fotan high explosives. The
simulations are of realistic cases and the results are cadpaith experimental data.
The simulations does not take into account any reactionsrong as the high explosive
detonates but simulates the shock propagating in air artd dxglosive products. The
solver is the FLIC-scheme with the JWL equation of state to rith@ghermodynamicsin
the high explosive products. Two different simulations sttewn one in two dimensions
of a free field detonation of C4 high explosive and the othen ihree dimensions in a
generic building.

4.6.1 Free field tests 2D simulation

The experiment byllangberg et. al., 2004s a high explosive charge of 2 liters C4 placed
in a free field at 1 m above ground with pressure transducetst@nces 4 m, 5m, 6 m
and 10 m from the center of the blast.



60 CHAPTER4: BASIC TESTS OF THE METHOD

500 T T
1 mm mesh

—%— 0.5 mm mesh
as0H — — 0.25_mm mesh _ y
Samimy and Elliot

400

350

Velocity [m/s]

250

200

150 | | | | |
-10 -5 0 5 10 15 20

Position from center [mm]

Figure 4.18: Velocity profile fol/. = 0.51 at 120 mm from splitting plate for experiments
and simulations with 0.25 mm, 0.5 mm and 1 mm mesh resolution.

Simulation conditions

The numerical simulation is set up as a 2D domain in axisymmeylindrical coordi-
nates where one edge of the domain is the symmetric centiabax one edge is the
ground as is seen in figure 4.19. The two other boundariesaraailective. Only the
pressure transducers at 4 m and 10 m are discussed here. $Sheizeis constant 0.08
m. The initial conditions for the high explosive charge igedmined by assuming the
condensed matter is reacted to gas in the same initial voasrtbe charge. The inter-
nal energy from the high explosive is set in the JWL eos and ¢héisn strategy is to
solve a small area around the charge with very fine mesh andlag the solution onto
a coarser mesh for the entire domain. The ground boundawi islip and no boundary
layer is formed and no topological variations are includBde temperature of the initial
non-compressed air is unknown but is assumed to be 288 K.efhedrature influences
the speed of the blast wave and the assumed value may be a sbercor.
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Figure 4.19: Case setup for free-field blast from 2 liters C4repaessure transducers.
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Figure 4.20: Pressure history at 4 m from center of charggyaoison with experiments
and simulations.

Results and discussion

The results are compared for pressure and impulse pr. ajeatien 4.7, at each trans-
ducer.

fz/Amt (4.7)

Figure 4.20 and 4.21 show the simulated and experimentakpre and impulse at 4
m from the center of the blast. Figures 4.22 and 4.23 showsdhee at 10 m. The
experimental histories are solid lines and the simulatetbhies are dash-dotted.

The simulated initial shock wave with the following rarefaa wave is identical to
the experimental results at both 4 m and 10 m. After about 1@tdsm the secondary
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Figure 4.21: Impulse history at 4 m from center of charge camspn with experiments
and simulations.
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Figure 4.22: Pressure history at 10 m from center of charggeoison with experiments
and simulations.

blast arrives but the magnitude of this shock is not predictgrectly by the simulations.
The origin of this shock wave is the over-expansion of thedyeesto the spherical shock
propagation and a subsequent focusing in the center. Thusifag takes place in the
products from the high explosives and numerical diffusimcassed in chapter 4.1, figure
4.2, may be the reason for the under-prediction of the sergnshock. The internal
energy and also the sound speed is over predicted in a lowyreeand density region
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Figure 4.23: Impulse history at 10 m from center of chargeganmson with experiments
and simulations.

and entropy is artificially produced.

Conclusion

The simulated incident shock is similar to the experimeskaick. This shows that the
initial conditions for the high explosives is correct. Themmerical scheme also behaves
satisfyingly for this wave. The secondary shock is not hadidbrrectly, which is a known
problem and can only be corrected by higher accuracy methodsry fine mesh.

4.6.2 High Explosive Blast in Small-Scale Generic Single-Story Sys-
tem

This section presents simulations of high explosive blast generic building and the
simulation results are compared with experimental datdReidhenbach and Neuwald,
1997 in a small scale model of a one story building, see figure 4.PAe building is
composed of six small rooms and one large room connected bijveely. The height of
the geometry is 39 mm. The small rooms have dimensions 130 yniri® mm by 39
mm, the large room has dimensions 130 mm by 280 mm by 39 mm anklatway is
26 mm wide. The internal walls are 10 mm thick and the extenal is 20 mm thick.
This is a 1:77 scale model. A high explosive charge is plangtie center of one room
as showed in figure 4.24. The charge is 0.5 g of Nitropentalwbicresponds to a 228
kg charge in full scale. In the experiments there are pressansducers in every room
except the room with the charge. In addition there are thiegestucers in the large room.
In this thesis results from only two transducers are disighie one in the room opposite
the room with the charge and one in the large room. The traresdare placed in the wall
opposite the entrance to the rooms marked gage 1 and 9. Gageedence the direct
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blast from the detonation and in addition the reflected sbogige 1 should experience
the highest pressures since it is located closest to thealksbo in a direct path. Gage 9

is located far away from the initial blast and the waves teath gage 9 has experienced
several diffractions and reflections.

Simulation conditions

The numerical experiment is set up as a 3D domain with axisgtryralong the central

horizontal plane of the geometry. The same solution styaitegsed here as in chapter
4.6.1 where a small area around the charge is solved first ae anfesh then mapped into
the coarser mesh. The simulation mesh for the entire donaaiialtonstant size of 1 mm.

Gage 1

130 mm
N
o
o
3
] |‘l/| I 3
26 mm —>g< Gage9 [
] [ |1u =]
3
3 130 mm
3
' — <=
High 10 mm
explosive
charge

Figure 4.24: Experimental setup for high explosive blasinall scale house.

Results and discussion

To analyze the results from both the physical and numerigagements a description of
the shocks that reach the wall at gage 1 is given. Four diffgmeessure peaks numbered
in figure 4.25 are discussed. Since the transducer is se¢ iwdh all pressure peaks are
from stagnated waves. Peak number 1 is the shock wave fromitla blast which is
an incident wave that has experienced diffraction whenregngehe hallway and room 1.
Peak number 2 is a result of the reflected and focused shoths rom with the charge.
When the waves from the initial blast is reflected from all walhd focused in the center
two separate peaks are produced since the rooms are noraticdide time of arrival of
the reflected waves is different. Peak 3 is the reflection akpin the side walls and
focusing in the far corners of room 2. The waves that produare4he reflections of the
strong shocks that has previously entered the room.
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Figure 4.25: Pressure peak numbering from the experimd@eschenbach and Neuwald,
1997.

For sensor P1 simulated pressure results are plotted grgsith experimental pres-
sure results in figure 4.26 and simulated and experimentalilises are seen in figure
4.27. For sensor P9 the pressure is shown in figure 4.28 anchhse in figure 4.29.

The simulated pressure and impulse follow the experimetisfgingly both at sensor
P1 and P9. The maximum pressure and time of arrival are ctosleet experimental
values and the pressure history follow each other quite. wEfle impulse also shows
this. The simulation results show that peak 1 and the peaksnmber 2 are merged at
sensor P1. The numerical diffusion solves a shock over adawral volumes the scheme
can not keep these three waves separate. With higher medhti@s this may have
been avoided but the computational cost of increasing thaugon in 3D simulation is
very high since halving the mesh length makes the memory ddi®dimes as high and
computational time 16 times longer. This simulation doasiawe the same problem with
the secondary shock as the free field test. The over-expaokmroducts is not as strong
here since reflected waves from the ceiling and floor readteeddtonation center before
the products have time to expand sufficiently.
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Figure 4.26: Experimental and simulated pressure histioPla

Conclusion

The initial conditions set by the JWL equation of state giveedyagreement between
simulation and experiments for this case. The shock strectureproduced but some
pressure peaks are merged due to numerical diffusion. Tdt#em of artificial produc-
tion of entropy in low pressure and density areas is not seéims simulation since the
products don’t have time to expand as in free field explosions
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Figure 4.27: Experimental and simulated impulse histofylat
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Figure 4.28: Experimental and simulated pressure histoP@a
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Figure 4.29: Experimental and simulated impulse histofy&t



Chapter 5

Simulations of gas explosions

This chapter present simulations of gas explosions in cexngéometries. Appendix A
contain two papers which is not discussed here. The firstrpage presented at MABS
20, Oslo 2008, and shows simulation- and experimental teesfildetonation and blast
from fuel-air explosives (FAE). The second paper is pulgiésin International Journal of
Hydrogen EnergyVaagsaether et. al., 200and shows simulation- and experimental
results of flame propagation in a pipe. The case is the same @sapter 5.1 but the
simulation method in the paper is different than the methedented in chapter 3.

5.1 Simulation of flame acceleration in a pipe with one
obstacle

Parts of the work reported in this chapter was presented aERID21, Poitiers 2007,
[Vaagsaether and Bjerketvedt, 200 This chapter presents simulation results of flame
acceleration in a pipe with one obstacle. The simulatioesampared with experimental
results performed at Telemark University College by Knudsenal. Knudsen et. al.,
20054, [Knudsen et. al., 2003bThe experiments show the effect of the flame accelera-
tion phase in a smooth tube before the flame passes an oletadlee subsequent flame
acceleration or DDT. The flame experiences several interecivith pressure waves that
travels between the ignition end and the obstacle and theesbiathe flame is strongly
dependent on these interactions. The flame will experiedmedrichtmyer-Meshkov in-
stability as a short duration force is acting on the flame. Aentborough explanation for

a similar experiment in a square channel is presenteGaathaug et. al., 2009 The
geometry studied here is similar to the geometry studiedaydfeev et. al., 1996

5.1.1 Geometry and setup

The experimental setup is shown in figure 5.1. It is a closedldng tube with 0.107
m diameter. The tube is filled with stoichiometric hydrogémad atmospheric pressure
and 293 K. The ignition is a spark set in one end wall. A disviit0O3 m hole (BR
= 0.92) is placed 1.0 m from the ignition. A pressure transdus placed at the igni-
tion end and in addition there are five pressure transdut€x$ an intervals behind the

69
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obstacle starting at 0.5 m. The simulation domain is disgdtwith 2D axisymmetric

cylindrical coordinates and with two homogeneous meshésaatd 2 mm size. The as-
sumption of 2D geometry is assumed because the strain irxthletangential plane and
the radial-tangential plane is assumed small and the dorhsteain rate is in the axial-

radial plane due to the hemispherical development of theeflfrom central ignition and
the cylindrical geometry.

P

=

Ignition ——] 0.03m D=0.107 m

D=1m

Figure 5.1: Experimental setup of a 4 m long tube with a siogistacle.
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Figure 5.2: Pressure history at ignition point for simwasg with 1 mm mesh and 2 mm

mesh and for experiments. Stoichiometric hydrogen-aif8tkR and 1 atm in a tube with
one obstacle.
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Figure 5.3: Simulated flame front development at time irgksfrom ignition in tube with
one obstacle. Stoichiometric hydrogen-air.
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5.1.2 Results and Discussion

Figure 5.2 shows the pressure records from transdugcat fe ignition end for the ex-
periments and two simulations with two different mesh siZesnm and 2 mm. The
simulation time in this figure is up to the time the flame pagbesobstacle. Figure
5.3 shows the simulated flame front at different times fromitign time. The flame is
highly distorted by pressure waves, as seen in figure 5.3s€ellaege scale distortions are
probably the most important effects that contribute to flameeleration before the flame
reaches the obstacle. By comparing simulated and expehemssure histories it is
possible to see that the simulated flame speed is reasoifablgagating pressure waves
are reflected from the flame front and these waves are captyrdee transducer and the
simulated time of arrival is the same as in the experimertte. combustion model keeps
the flame thin and propagation is controlled by the reactammeble gradient model for
the most part. The Arrhenius rate expression is only activereéas of high temperature
and low values of? and only help to keep the flame thin in this part of the explosio
The flame inversion can be explained by the Richtmyer-Mesihistability described in
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Figure 5.4: Experimental flame front development at timenvdls from ignition in tube
with one obstacle. Stoichiometric hydrogen-air at 293 K amdm [Gaathaug, 200B

chapter 2.1. When a pressure wave interact with the flame itofhenage in figure 5.3
from the reactant side the flame is pushed in the directioneoptoducts along the center
axis of the pipe. When the same pressure wave is reflected batkewall and interacts
with an inverted flame, as seen in the third image, from theycbside the RMI predicts
a growth of the funnel. The pressure gradients and densiigmts are opposite as the
first interaction and the vorticity grows in the same directi When the wave interacts
with the inverted flame from the reactant side the signs otthes product changes and
the rotation changes direction and can be seen as the flagaimstzck to a finger shape
in the 9th image.

[Gaathaug, 200Bfilmed the flame development in a similar pipe as used in the si
ulation. Frames from the high speed film is shown in figure S¥ne the shape of the
flame starts as finger-shaped. When a pressure wave refleatedhe obstacle interacts
with the flame it gets a tulip shape (frame 120). When the waaiagaches the flame
from the product side the tulip shape gets even more promalifcame 165). When
again the wave reaches the flame from the reactant side a¢ ft8tthe flame changes
curvature and the leading front of the flame is in the centaat pf the pipe (frame 210).
The process is shown schematically in figure 5.5 where thicitgreffecting the flame
Is indicated. The simulations does not show the detailsefldtme after it has interacted
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Figure 5.5: Drawing of the flame-pressure wave interactigh ¥he direction of vortic-
ity. First image: finger-shaped flame. Second image: a waserttaracted with the
flame from the reactant side, changing the curvature. Thmage: a wave has inter-
acted with the flame from the product side increasing thaacrtyrt Fourth image: a wave
has interacted with the flame from the reactant side chandjmegtion of the vorticity
and curvature. Fifth image: a wave has interacted with thedl&rom the product side
increasing vorticity.

with a pressure wave and small tongues of reactants or pidrereacted in an averaged
larger volume due to the artificial thickness of the flame.sTdgcurs even if the overall
reaction rate is not over predicted but a finer mesh would betalyesolve the details in
the simulated flame and should be able to show the detailsis¢ea experiments.
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Figure 5.6: Simulated flame 220 mm to 740 mm behind obstadle ivinm mesh. The
simulation shows high reaction rates at the walls. DDT ogeuren the fast flame in the
boundary layer catches up to flame tip. Stoichiometric hgdmair at 293 K and 1 atm.
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Figure 5.7: Schematics of the flame passing the obstaclevdiex behind the obstacle
increase the reaction rate.

Figure 5.6 shows the simulated density gradient contounghethe obstacle. The
simulation is with 1 mm mesh size. The radial-axial planewsh@ at a position from
220 mm to 740 mm behind the obstacle. The pressure in theoseictifront of the
obstacle becomes high enough to choke the flow through thtaaes When the flame
passes the obstacle it follows the jet and forms a volume btiumed gas close to the
wall. A vortex is formed behind the obstacle which creaténhrigaction rates and a local
explosion, see figure 5.7. The volume of reactants closeaavéll burns with a very
high reaction rate due to high velocities and turbulenceis Tilgh reaction rate create
a shock wave that causes DDT when it catches up to the flam&hip pressure sensor
placed 0.5 m behind the obstacle, shown in figure 5.8, shaatgtils not a detonation that
goes through this volume but a deflagration. This volume isomaand cannot sustain a
detonation as the shock created from the high reactionsatéfiacted into the products.
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Figure 5.8: Experimental and simulated pressure recordbat behind obstacle. Stoi-
chiometric hydrogen-air at 293 K and 1 atm.

The pressure sensor at 1 m behind the obstacle, figure 5®@sghat there has been a
transition to detonation and a detonation is propagatingdbe pipe. Kuznetsov et. al.,
2009 reported that high reaction rates close to the wall causatbition to detonation for
a flame propagating in a smooth pipe and is similar to whatds sethese simulations.

5.1.3 Conclusion

The simulation results show that the combustion model behavasonable and simula-
tions with this model show promising results for cases wigfiodmations of the flame
shape due to propagating pressure waves. The structure fsithe front is not captured
in detail with the mesh sizes used in this simulation. Thiedkhces in pressure histories
in front of the obstacle for the simulations with two diffatenesh sizes are small and for
the 1 mm mesh the model predicts DDT behind the obstacle wheraitiation is due to
high reaction rates close to the wall. The position of th@dation is about the same as
the experimental position.
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Figure 5.9: Experimental and simulated pressure recor@i®an behind obstacle. Stoi-
chiometric hydrogen-air at 293 K and 1 atm.
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5.2 Flame acceleration and DDT in channel with several
obstructions

Parts of the work reported in this section was presented aER® 22 Vaagsaether
and Bjerketvedt, 20Q9[Lee et. al., 198pand [Lee and Moen, 198thave described
different regimes of high speed flame propagation in obttdichannels. Flame accel-
eration may lead to three different regimes, i) choked floywjuasi-detonation where
DDT occurs but the detonation fails due to interactions witistructions and iii) CJ det-
onation. Experiments with flame acceleration and DDT in mia$¢d channels has been
presented by several authotsg et. al., 1984_ee and Moen, 198Chan, 1995Doro-
feev, 2000Teodorczyk et. al., 1988eodorczyk, 20Qd7among others.Gamezo et. al.,
2007 has presented simulation results for channels with repkaibstacles with one step
Arrhenius reaction rate. The flame acceleration in obstdichannels are caused by insta-
bilities such as Rayleigh-Taylor, Richtmyer-Meshkov anditeHelmholtz, flame-shock
interaction and flame-vortex interaction. Shock focusing Bach-reflections cause tran-
sition to detonation.Thomas et. al., 20Q2resented experiments and a criterion for the
onset of detonation from shock reflecting on an obstacleatsmu5.1.

h

CrTr

n= (5.1)

If nis smaller than one a direct initiation of detonation migbt nccur. Whereh is
the height of the obstacle,. is the sound speed behind the reflected shockand
the induction time behind the reflected shock. This numtmsled the Thomas number,
explains that for smaller obstacles a stronger shock wawesdded to initiate a detonation.

The study of simulations of flame acceleration and DDT witluader-resolved mesh
Is motivated by having the ability to predict DDT and fast f&smn large geometries or to
get simulation results within a short time. Models for sulztgpehavior of the flame-flow
field interaction are important for describing the flame &medion since the flame front is
thinner than the computational mesh size. This sectionrdiescsome of the validation of
this methods ability to predict DDT with an under-resolveesin. The simulation results
are compared with experiments biepdorczyk, 2007

5.2.1 Geometry and setup

In figure 5.10 the experimental setup depdorczyk, 20Q7s shown and results from
three different channel heights of 20 mm, 40 mm and 80 mm asepted here. The
channel is 2 m long and closed in all directions and the blgekatio for all experiments
are 0.5. In the experiments the channel is 110 mm wide, bugithelation domain is in
two dimensions assuming an infinitely wide channel withtigni along the entire width.
The ignition o