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Preface

The International Seminar on Fire and Explosion Hazards has become one of the
important international events for fire and explosion engineering and science. The
long-term traditions were established by the past successful events in St.
Petersburg, Russia (2019), Hefei, China (2016), Providence, USA (2013), Leeds,
UK (2010), Londonderry, UK (2003), Lake Windermere, UK (2000), and
Moscow, Russia (1997, 1995). The Tenth International Seminar on Fire and
Explosion Hazards (ISFEH10) organized in Oslo, Norway from 22 to 27 May
2022, is a place to share research on the physical effects of hazards, prediction
methods for consequences, applied safety analysis methods, mitigiation methods,

emergency response strategies, and many other topics.

It is a pleasure to present the Proceedings of the the Tenth International Seminar
on Fire and Explosion Hazards (ISFEH10). In total 63 papers and 17 posters'
abstracts are included in the Proceedings, after careful evaluation and selection by

the Scientific Advisory Board with help of the reviewers.

The Organizers and Editors express thanks to all who have contributed to the
success of the Seminar and helped to make this conference possible, including the

following supporting organizations:

University of South-Eastern Norway
FM Global

Sincere thanks are extended to numerous professionals for their involvement in

the evaluation and selection of the submissions.

The work done by the Local Organizing Committee created opportunities and
solutions during the difficult times the conference was held in. This is well

acknowledged with appreciation.

The Editors,
May 2022

Norway
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Combustion Fundamentals of Fires

Theoretical study of solid laminar combustion under forced flow

Fuhai Gou, Huahua Xiao*, Mi Li, Manman Zhang, Jinhua Sun*

State Key Laboratory of Fire Science, University of Science and Technology of China, Hefei,

Anhui, China.
*Corresponding author’s email: xiaoh@ustc.edu.cn; sunjh@ustc.edu.cn

ABSTRACT

In this paper, the laminar combustion characteristics of solid plates under forced flow have been studied.
The steady combustion experiments of PMMA plates of different sizes under forced flow have been carried
out. The theory of solid plate combustion under forced flow is developed based on the boundary layer
theory. It can also be seen from the experiments that the combustion state of PMMA plate is stable laminar
combustion. Based on the boundary layer theory, the flow function equation is solved and the theoretical
expressions of flame thickness and Nusselt number are obtained. Based on the experimental results, flame
thickness, flame length, the relationship between Nusselt number and Reynolds number, and the mass loss
rate are discussed. Flame standoff distance is related to the wind speed, position, and mass transfer number.
The relationship of Nusselt number and Reynolds number under forced flow can be obtained through

experimental data and calculated using boundary layer theory. And, the result shows that Nu and +/Re are
not simply proportional, which is different from previous studies. In analysis, the mass transfer number is
found not to be constant for different positions in the flame area.

KEYWORDS: Laminar combustion, boundary layer, flame, heat transfer.

NOMENCLATURE

B mass transfer number v vertical velocity (m/s)

¢, constant pressure specific heat (J/(kg-K)) x  characteristic length (m)

/ modified flow function (-) x, flame length (m)

F  dimensionless function (-) v, flame standoff distance (m)

AH . combustion heat (J/g)

h  heat transfer coefficient (W/(m?-K))
k  thermal conductivity (-)
L heat of gasification (J/g)

i, mass loss rate per volume (g/(m’s))

Y  mass concentration (-)
Greek
n  similarity variable (-)

v viscosity (m?/s)

v, mass stoichiometric ratio (-)
Nu Nusselt number (-) 4 dynamic viscosity (N s/m™)
q" heat flux (W/m?) ' 5

p density (g/m’)
q" heat release rate (W/m?®) ,

v  stream function (-)
O heat(J) ) .

y  fraction of flame radiation (-)
Re Reynolds number (-)
r reflectivity of PMMA surface (-) Subscripts
T temperature (K) [ flame
u  horizontal velocity (m/s) © ambien
INTRODUCTION

The combustion of solid fuel is one of the most common phenomena in real fire scenarios and the key
research content in the fire area. The forced wind affects the burning of solid, making combustion
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more complicated and unpredictable. The theoretical analysis of solid combustion under forced
convection is more difficult than that under natural convection. However, the burning of solid fuel
under force wind is more consistent with the actual fire scene than that under a static environment.
Hence, the study has great practical value and significance.

In fire research, whether the fuel is gas, liquid, or solid, the fire behavior under forced flow is always
a research hotspot. The diffusion flame of solid combustion may be laminar or turbulent under forced
flow, which is an important research direction of flame reaction dynamics theory. The research can
help people to understand and master the combustion mechanism of solid fuel more clearly.

Some researchers studied fire behavior under forced flow. Spalding[1] carried out experiments on

liquid fuel combustion and analyzed the combustion behavior of liquid fuel under force flow. The
mass transfer number was demonstrated by Spalding in his study, so it was also called Spalding B

number, which can well solve the problem of mass and heat transfer between solid and liquid in the

combustion process. Based on Spalding’s study, Emmons[2] proposed the boundary layer theory
about the fire under forced flow by solving approximate solutions of Navier-Stokes equations, which

also provided an important theoretical basis for the value of mass transfer number. Sibulkin et. al[3]

studied the combustion of vertical fuel under natural convection driven by buoyancy, and the stud

showed that even considering the finite reaction rate, they still got a solution similar to the study of
Emmons. Based on boundary layer theory, Loh et. al[4] carried out experiments of PMMA plate flame

spread under forced flow. Without considering the influence of radiation heat transfer, they found that

there is a linear positive correlation between flame spread rate and wind speed. Ananth et. al[5] and
Ndubizu et. al[6] measured the regression rate of PMMA surface burning under a forced flow
boundary layer flame and obtained local mass loss rate. Their study found that the local mass loss rate

of PMMA plate in upstream and downstream present different rules, while the local mass loss rate of
upstream is always transient and the local mass loss rate of downstream trends to steady-state. Zhao

et. al[7] discussed the influence of width on flame spread under forced convection by solving the flow
function equations based on boundary layer theory. Their study found that flame spread rate increases

with the increase of width, but does not increase when the width exceeds 10 cm and the mass transfer

number affects the mass and heat transfer process. Zhu el. al[8] found the steady-state flame spread
process goes through a transitional process to a new steady-state when the wind speed changes.

Although some previous studies on fire behavior under forced flow have been carried out, and also

have some shortcomings. Many researchers have carried out some experiments on solid plate flame

spread. However, the boundary layer theory is established based on the assumption of stable
combustion, and the flame spread process is unstable combustion process. The boundary layer theory
is more suitable for stable combustion without spreading, which is the research content of this paper.
In addition, the calculation method of Nusselt number based on boundary layer theory will be
discussed.

Based on laminar boundary layer theory, this paper will analyze the stable combustion of PMMA
plate under forced flow, combining with previous studies and experimental results. The burning
process is recorded by DV camera and the video is processed by MATLAB. The mass data of PMMA
plate in burning is obtained by electronic balance. The experimental data are combined with
theoretical analysis to further enrich the theory of flame reaction kinetics.

THEORETICAL DEVELOPMENT
Laminar Boundary Layer Theory

Laminar boundary layer theory is the basic theory that is widely applied to fluid mechanics and
combustion research. Figure 1 shows a two-dimensional reacting boundary layer to depict the steady
burning of the solid plate under forced flow. Because of the forced flow, the effects of buoyancy can
be ignored to simplify model and calculation. Hence, the study assumes that burning of PMMA plate
is stable two-dimensional laminar boundary layer flow which is ignoring buoyancy. Besides, it
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assumes the mixed gas is ideal gas that the specific heat and molecular weight are constants in the
burning area. Thus, the conservation equations for the burning of PMMA plate can be expressed by:

Mass conservation equation

0 0
pu O
Ox dy

(1

where p, u, and v are density, horizontal velocity parallel to the airflow and vertical velocity
perpendicular to the airflow.

Momentum conservation equation
pu—+py_—=—p_—, (2)

where p is the dynamic viscosity of the mixed gas in the reaction zone.

Energy conservation equation

u%_F v%—gi%_i_'m (3)
pax ,an dy C, Oy .

where # is the specific enthalpy, C, is the specific heat, ¢" is heat release rate per volume.

Species conservation equation
Y, oY, 0 aY, | ..
IODi — +mi > (4)
y
where Y, is mass concentration, 7z, is mass loss rate per volume.

In this study, an overall one-step irreversible chemical reaction mechanism adopted to describe the
combustion reaction can be expressed as:

viPMMA +v,0, — v Products + O ®)
where v, v, , v, are stoichiometric coefficients of the fuel, oxygen, and production, Q is the heat
released by the reaction.

u

s

Boundary laye(\‘

Va mlh* Jh"hlo ql“.r‘ +qi& r'(;l;.r £i:rr

i R

qm_mnd quu‘

Fig. 1. Diagram of solid laminar combustion under forced flow.
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Coupling Eq. (1-5), by using the Shvab-Zeldovich transformation[9] and boundary layer theory[2],
the combustion of solid fuel under forced flow can be described by the following equations:

f"+ﬁ‘ ='0 , ©)
F +PrfF =0

where f isthe modified flow function that can be expressed by f 1 = ﬁ , where ¢ is primitive

flow function, Re is Reynolds number, x is characteristic length, ' x,y is the dimensionless

function defined in solving. The boundary condition of Eq.(6) is expressed as:

f 0=0,f0=BF 0/Pr,F 0 =1

, : (7)
f oo =2,F oo =0
where 7 is self-similar variable, expressed as
_ y
n="4x""Re| v, 8)

o

self-similar variable 7 is equal to 7, . Using the inverse of the Howarth-Dorodnitsyn transformation,

= B+1r / B r+1 is the solution of Eq. (6) on the flame location in the reaction zone, when the

x,m can be transformed to x,y , thus Eq. (8) can be written as:

y=2xRe™ ["2ay 9)
0

where p, /p is expressed by = % +1and 7=h_ /L. Thus, the flame standoff distance

T

can be calculated by integrating from 0 to 7, :
o _y2 [
Ve = 2xRe j;

In Eq. (10), F is the solution of Eq. (6-7). Figure 2 shows all solutions of Eq. (6-7) when B is equal
to 1.3.

B+T/;BF TWTZT\ + l]dn (1 0)

8
—_—f
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™ F/
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2_
0
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Fig.2. Solutions of Eq. (6-7) when B is equal to 1.3.
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The flame standoff distance can be calculated using Eq. (10) if the value of the B number is
determined. On the contrary, the experimental value of the B number at any position can be obtained
by measuring the flame standoff distance.

Mass transfer number

Mass transfer number, also called Spalding-B number, was proposed by Spalding in the study of
liquid fuel burning to characterize the relationship between chemical energy released and heat loss in
combustion[1]. A more accurate expression of mass transfer number was proposed by Emmons in the
study[2]. Then, Torero et. al[10] conducted a special study and discussion on mass transfer number,
and proposed the modified mass transfer number, the adiabatic mass transfer number, the leading
edge mass transfer number, and the critical mass transfer number. The expressions of these four forms
are shown in Table 1.

Table 1. Four expressions of mass transfer number

Type of mass transfer number Expression
-y AHY Jv. —C _ T —T.
modified mass transfer number B= X < 02"%/ ” Pz r =
L+0
AH Y, -C T -T
adiabatic mass transfer number B, = € 00 L S
L
1—x AH/Y -C T -T
leading edge mass transfer number = i g G pr P =
L
1— AHY -C T —T_
critical mass transfer number B.= X € O pr_r =
L+0.

In this study, it is assumed that only convective heat transfer exists in combustion. However,
radiation exists in the actual combustion, so the modified mass transfer number is used in the study,
which is expressed as:

l-x AH/Y,  [v, =C, T,-T

00 P 00

B—=
L+0 ’ (b

where  is the radiant fraction of flame, AH . is combustion heat, v_is the mass stoichiometric
ratio, L, isthe heat of gasification, Q is the non-convective heat loss at the surface. As showninFig.1,
the surface energy conservation of PMMA in combustion can be expressed as:

m”hg - qlf',c + l_ r q;,r —Jr_ n./l”hng - q.‘sl,rr _q.i“n,cond —q-i"n,r K (12)
where n'q"hg is the heat carried by fuel vapors away from the surface, q;,c is the convective heat from
the flame to fuel surface, ¢, is radiative heat from the flame to fuel surface, r is the reflectivity of

PMMA surface, 1 h,, is the heat carried by solid fuel to the surface, ¢, is the surface re-radiative

heat, ¢, .., is the conductive heat loss into solid, and ¢, is the radiative heat loss into solid. In

previous studies[11, 12], the heat carried by solid fuel to the surface is approximately equal to the
sum of the conductive heat loss into solid and the radiative heat loss into solid for thermal-thickness
solid plate, which is expressed as:

m”hng = q.;'n,cond + qlnnr (1 3)

Therefore, the non-convective heat loss at the surface can be calculated by:



Proceedings of the Tenth International Seminar on Fire and Explosion Hazards (ISFEH10)

qs,rr - qf,r
m

0= (14)

Nusselt number

Nusselt number (Nu) is a physical quantity representing the dimensionless temperature gradient,
which can be applied to measure and calculate the convective heat transfer at the interface between
the fluid and solid fuel[13]. In the combustion process of PMMA plate, the convective heat from the
flame to fuel surface at any value of x can be expressed as[6]:

Nk gy AT (15)
X Ve

4. = hAT

where 4 is the convective heat transfer coefficient, AT is the temperature difference between flame
and fuel surface, k;is the thermal conductivity of gas near the solid surface. Hence, the Nusselt

number can be calculated by the following formula:

Nu=—

* =
Y 2j;’lf

! Re"? (16)
B+7—BF T,—T,
= Tt 1ld77

EXPERIMENTS

Figure 3 is the schematic diagram of the experimental device used in this study. Before the experiment,
the mica plate with good insulation is put on the experimental device support placed on the electronic
balance. The mica plate can play a supporting role and reduce the conduction heat loss from the lower
surface of PMMA plate to the experimental device during burning. The PMMA plate used in the
experiment is placed inside the hollow insulation board to ensure that the upper surface of PMMA
plate is flush with the upper surface of the insulation board. The whole composed of PMMA plate
and insulation plate is placed on the mica plate to obtain stable burning during the experiment. The
experimental device is positioned in the hollow area of the wind tunnel, ensuring that the fuel surface
is flush with the inner surface of the wind tunnel. In this way, it can not only ensure the wind blows
evenly over the PMMA surface but also prevent the wind leakage from the lower of the wind tunnel
to affect the flow field. To avoid the influence of DV camera on the flow field, the camera was
installed on the outside of the wind tunnel with transparent glass, and the lens of the camera is close
to the surface of the glass. The lens is installed to the same level as the flame center in the pre-
experiment, to ensure the DV camera can truly record the flame shape in the burning.
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Electronic
balance

Fig.3. Schematic diagram of the experimental device

The experimental fuel samples are PMMA plates produced by Qingdao SDM building materials
company. Table 2 shows the sizes of PMMA plates used in the experiment, and the thickness of all
samples is 2 cm. The length direction is defined as the same direction as the flow, while the width
direction is defined as the direction perpendicular to the flow. In the experiments, 2 m/s is adopted
for all cases.

Table 2. Sizes of PMMA plates used in the experiment

Case number Length (cm) Width (cm)
1 5 10
2 10 10
3 15 10
4 10 5
5 10 15

When the experimental facilities and fuel sample have been installed, the linear ignitor is used to
ignite the PMMA plate. The linear ignitor is powered by butane with an exothermic power of 1.8 kW
and can provide an ignition temperature of approximately 1550 K. When the whole surface of PMMA
plate is ignited by the linear ignitor, the ignitor is removed. Meanwhile, the fan fills the wind tunnel
with uniform airflow and the load cell (Mettler Toledo XP10002S) with a maximum load of 14000 g
and precision of 0.01 g began to record the mass loss data instantly. Camera with a spatial resolution
of 1980*1080 and frame rates of 25 fps were set to guarantee the flame shape to be recorded clearly.
Each case was repeated three times in this study to ensure that the experiment is repeatable. When the
experiments are finished, MATLAB is used to intercept the video and identify the flame.

RESULT AND DISCUSSION
Flame appearance

After the whole surface of PMMA is ignited, the combustion process reaches a steady-state in a short
time. Figure 4 shows the images of the flame of PMMA plates with five sizes in the steady combustion
process. As shown in Fig.4, the combustion flame of PMMA plate presents a laminar flow state
basically at a wind speed of 2 m/s. Reynolds number (Re) is a dimensionless parameter describing
the relationship between the inertia force and the viscous force, which can determine whether the flow
state is laminar or turbulent. Reynolds number is calculated by
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Re=— (17)

v

According to Eq. (17), the values of Re of all cases is less than 10°, thus, combustion of PMMA plate
with all sizes is laminar flow state.

5x10 cm

10x10 cm

10x15 cm

Fig.4. Image of stable combustion of PMMA plates with different sizes under forced flow

As shown in Fig.4, the combustion flame of the PMMA plate under forced flow appears blue in
upwind. The flame in the middle is bright, while the downwind flame appears yellow. In upwind, the
air is sufficient enough for combustion. The combustion state in this area is fuel-lean, and the
combustible vapor pyrolyzed from the PMMA plate is fully burning. Therefore, fewer soot particles
are produced in burning and the flame is blue. In downwind, the concentration of combustible vapor
pyrolyzed from the PMMA plate is higher than that of air so that the combustion state is fuel-rich.
There are three main reasons for the fuel-rich in this area. One is that the combustible gas pyrolyzed
from upstream fuel travels downstream with the airflow increasing the concentration of combustible
gas. The second reason is that this area pyrolyzes more combustible gas than upwind area owing to
the flame. The third reason is that the gas products from upstream in burning are mixed downstream ,
resulting in reduced air concentration. Hence, the combustion is inadequate in the downwind area,
that more soot particles are produced in burning and flame appears yellow.

Flame standoff distance

Flame standoff distance is the distance between the flame surface and the burning surface of solid
fuel plate, which is related to the wind speed, position, and mass transfer number according to Eq.
(10). In the experiment, the wind speed is the same for all cases, so the main influences on flame
standoff distance are position and mass transfer number. Based on the video of the combustion process,
the image of flame shape can be captured and the flame standoff distance can be obtained By
MATLAB. Figure 5 shows the flame standoff distance data of five sizes of PMMA plates in burning
obtained from the video. As shown in Fig.5, there are some differences in the flame standoff distance
of five PMMA plates during combustion under the condition of constant wind speed. In the
comparison of the plates with the same area, the flame standoff distance of the wider PMMA plate is
slightly larger than that of the longer PMMA plate at the same position. In addition, the flame standoff
distance is increasing with x. The flame standoff distance is proportional to x*> according to Eq. (10),
which can be fitted by the following equation.



Combustion Fundamentals of Fires

Ve = Ax"?

(18)

In the previous study[ 7], another parameter related to flame standoff distance is mass transfer number.
From Fig.5, there is some deviation between the experimental data of flame standoff distance and the
fitting curve. This demonstrates that the values of 4 in different positions are different.
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Fig.5. The flame standoff distance of five sizes of PMMA plates

Flame length

Figure 6 shows data on the flame length of PMMA plate stable combustion under forced flow. As
shown in Fig.6, the effect of the length is greater than that of width. With the increase in length and
width of PMMA plate, the flame length increases obviously. However, with the increase of PMMA
plate length direction, the increase of flame length is more obvious. In comparison with PMMA plates
of the same area, it can be seen that the flame length of the longer PMMA plate is greater than that of

the wider plate.
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Fig. 6. The flame length of PMMA plate stable combustion under forced flow

Heat transfer and mass loss rate

Figure 7 is the experimental data relationship between Nusselt number and Reynolds number of
PMMA plates with different sizes in stable combustion under forced flow. Previous scholars studied
the relationship of Nusselt number and Reynolds number under forced flow. The research results of
Singh et. al[14] show that the relationship between Nusselt number and Reynolds number under

forced flow is as follows:

10
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Nu =0.1148Re (19)

Ananth et. al[5] concluded that: when the wind speed is greater than 1.2 m/s, the relationship between
Nusselt number and Reynolds number can be expressed by the following formula:

Nu=0.1JRe (20)

According to Eq. (16), the relationship between Nusselt number and Reynolds number can be fitted
by

Nu=C+Re 1)

As shown in Fig. 7, there is some deviation between the fitting curve and experimental data. Hence,
C of Eq. (21) is not constant.
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Fig. 7. The relationship between Nusselt number and Reynolds number of PMMA plates with different sizes in
stable combustion under forced flow

Mass loss rate

Figure 8 shows the relationship between mass loss rate per unit area and size of PMMA plates of
different sizes in the stable combustion under forced flow. As shown in Fig.8, the mass loss rate per
unit area decreases with the increase of length and width of samples and the length has a more
obvious effect than width.
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Fig. 8. Mass loss rate per unit area of PMMA plates of different sizes in burning under forced flow
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CONCLUSIONS

The study analyzed the stable combustion characteristics of PMMA plates under forced flow using
laminar boundary layer theory. The theoretical expression of flame standoff distance is obtained by
solving the flow function equation. According to the experimental results, it can be seen that the flame
standoff distance of the wider PMMA plate is larger than that of the longer PMMA plate in the same
size in the steady combustion process. And with the change of the characteristic length (x), the flame
standoff distance also changes constantly because the mass transfer number has a great influence on
it. According to experimental data, the flame length increases with the increasing length and width of
the PMMA plate, and the effect of increasing the length of the plate is more obvious. Based on
boundary layer theory, the theory relationship between Nusselt number and Reynolds number have
been analyzed, while the result is different from previous studies. The reason is the mass transfer
number is not constant in every position. The experimental results show mass loss rate per unit area
decreases with the increasing length and width of the PMMA plate and the effect of increasing the
length of the plate is more obvious.
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ABSTRACT

Economic, societal and environmental consequences from smouldering fires may be significant, and there
is a need for improved models to understand the smouldering dynamics and mitigate the risk associated
with this type of fire. A comprehensive three-dimensional numerical model is presented and compared with
an experimental study of self-sustained smouldering in a granular biomass fuel bed. The model considers
the complex heterogeneous bed structure of wood pellets storage, describing the interaction between the
granular fuel pellets and heat and oxygen transfers. It includes a Lagrangian description of the fuel bed,
which enables the characterisation and modelling of the individual particle in the fuel bed. As a result, the
model is capable of reviewing the localised hotspots in the fuel bed, which is also observed in the
experiment. Moreover, the model provides a platform to evaluate the delicate heat balance inside the fuel
bed. Various sub-models are discussed and compared in the study highlighting the difference between
simulations of combustion and smouldering as well as the impact of the char oxidation model, radiation
heat transfer model, and particle-fluid-particle conductive heat transfer model. The developed numerical
solver aims to form a basis for a tool that may predict the smouldering dynamics in industrial material
storages, and by extent, increase industrial fire safety.

KEYWORDS: smouldering, CFD-DEM, bulk granular biomass, industrial fires.

INTRODUCTION

Smouldering is a complex phenomenon representing significant risks to people, homes, industry, and
the wildland [1,2]. Smouldering usually results in high yields of carbon monoxide (CO) and other
complex fuel vapour combinations. CO is often found to cause death in residential house fires [3]. In
addition, the complex vapours from smouldering fires may cause a transition to flaming and
explosions in industries such as grain elevators [4], silos containing sawdust [5] and wood pellets [6].
Wildland is also subjected to smouldering fires [7], and where both significant emissions of toxic
gasses [8] and transition to flaming [9] cause substantial damage to wildlife, eco-systems and global
warming [10]. The development of smouldering fires depends on different factors such as the amount
and state of combustible material, access to oxygen, surrounding boundaries, and other constraints
[11,12]. Large variations in material properties, geometrical constraints, and overall scale etc., makes
it challenging to carry out controlled experiments for representative scenarios. Therefore, one needs
reliable and validated models for the evolution of smouldering fires, and these models have been the
focus of various research through the years.

To the authors' knowledge, the complexity of smouldering is not reflected in the current models used
to simulate smouldering, where relatively simple assumptions are made especially with regard to the
treatment of the fuel bed. Most of the existing smouldering models treat the phenomenon as a one-
dimensional situation [13—15], while two- [16] and three-dimensional [17] models are scarcer. And
finally, the porous fuel bed is typically represented as a continuum, employing volume-averaged
macro-scale values for the description of the smouldering fire, instead of resolving the pores at a
micro-scale. Macro-scale continuum approaches cannot account for nonequilibrium conditions at the
micro-scale [18]. There has been developed micro-scale models [17], which was applied in two-
dimensional [19] and three-dimensional simulations [20]. However, in general, there is a need for
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more complex models, including two- and three-dimensional models, to improve the description of
different heat transfer processes, the occurrence of non-centrosymmetric hotspots and temperature
gradients perpendicular to the propagation direction. The importance of this has been shown, for
example, in the horizontal propagation of smouldering peat fires, which was recently investigated by
Yang et al. [21], employing a two-dimensional model. The study identified three smouldering types
with different overhang structures, dependent on the wind speed and oxygen mass fractions. A unique
two-dimensional model, utilising a cellular automaton, was recently proposed by Fernandez-Anez et
al. [22] and was employed to study the roles of different ignition locations and airflow directions on
smouldering combustion of generic biomass.

Currently, Gpyro [23], Comsol [24] and special purpose models, which are detailed in a recent review
article by Zanoni et al. [2], are mostly used when simulating smouldering fires. Typically, all these
models use simple kinetics, one- or two-dimensional combustion zones and continuous fuels. The
work presented in this article will expand on the traditional approach of modelling smouldering fire
by using a three-dimensional configuration, where the fuel is represented by discrete particles. The
model builds on an existing model, which has successfully been employed to simulate fixed-bed
combustion of biomass by Zhang et al. [25,26]. The objective of the present work is to investigate
which assumptions and submodels need to be modified to make the previously developed model
suitable for the special case of a smouldering fire. The focus of this article is on the char conversion
process, radiation as well as heat transport between particles.

EXPERIMENTAL BACKGROUND

Experiments with self-sustained smouldering wood pellets from Mikalsen et al. [27,28] are used as a
reference for the model validation. The fuel sample was bulk and granular biomass, consisting of
wood pellets (1.25 kg, 1.8 litres) of pine/spruce mixture, 8.2 £ 0.2 mm diameter, 13.5 = 6 mm length,
elemental analysis 48% carbon, 39% oxygen, 6% hydrogen, 0% nitrogen, proximate analysis 6.3 %
moisture, 77 % volatiles, 0.46 % ash (more material properties can be found in [27,28]). The sample
was added to a vertical steel cylinder (330 mm height, inner diameter 150 mm) with insulated
sidewalls, which was open at the top and placed on top of a heater, as shown in Fig. 1.
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Fig. 1. Illustration of the experimental setup (left) and numerical domain (right), with the colour
showing the particle height.

A filling height of 100 mm was used for the wood pellets sample. The sample was exposed to external
heating for a predetermined time, after which self-sustained smouldering or self-extinguishment was
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observed, and the system was left undisturbed until all temperatures reached ambient. Temperatures
within the sample and on the heater were measured using 0.5 mm encapsulated type K thermocouples.
Self-sustained smouldering was indicated by fuel bed temperature increase after the external heating
was switched off, while self-extinguishing was indicated by temperatures decreasing to ambient.
During self-sustained smouldering, a key feature was non-centrosymmetric smouldering propagation,
displayed both by temperatures and by irregular fuel consumption (fuel height). A total of ten
experiments of self-sustained smouldering formed the basis of the numerical work in this study.

NUMERICAL METHODS

The computational fluid dynamics (CFD)—discrete element method (DEM) used in this study is
primarily based on the OpenFOAM solver developed in the previous works [25,26]. The gas phase is
described in an Eulerian framework based on the Navier-Stokes equations, whereas the biomass
pellets are modelled in a Lagrangian manner and are tracked individually.

Gas phase

The governing equations for gas phse are detailed in the previous works [25,26], thus are omitted
here. In general, continuity, momentum, energy, and species transport equations are solved in the
CFD-DEM solver. Moreover, the discrete ordinates model is applied to resolve the radiative transfer
equation for the gas phase. It should be noted that some modifications and simplifications are made
in the current solver to enable a prompt evaluation of the smouldering conditions. One major change
is that the sources from the particle are added to the gas-phase transport equations based on the particle
centroid method [29]. In addition, gas-phase combustion is not taken into account, which is common
for smouldering simulation.

Discrete particle phase

The biomass pellets are modelled as spheres with volume equivalent diameter as the pellets used in
the experiments. However, the surface areas of the spheres are replaced by the surface area of the
cylindrical pellets for better predictions of heat transfer and char reaction processes.

The motion of the discrete particle is obtained by solving Newton’s equation of motion. The fluid-
particle drag is calculated based on Wen and Yu correlations [30]. Both particle-particle and particle-
wall interactions are resolved by a soft-sphere method proposed by Cundall and Strack [31]. The soft-
sphere method is particularly suitable for handling densely packed granular systems. However,
different from the previous particle treatment [25,26], the shrinkage is not considered as minor height
changes of the fuel bed were observed in the experiment [27,28]. Therefore, the particle movement is
only activated during the bed forming process. However, as shown in the previous works [25,26], it
is possible to include the shrinkage effect during the particle conversion process using the soft-sphere
method despite the high computational cost. A compromise can be made to reduce the calculation
frequency of the particle collisions. Since the particle's velocity is relatively small, the collision update
can only be performed at the chosen time interval, e.g., 60 s, instead of every time step.

The biomass particles contain specific fractions of moisture, dry wood, and ash at the beginning of
the simulation. These fractions were set according to the experimental values. The conversion of the
biomass is simulated by three successive steps: drying, pyrolysis, and oxidation. The drying process
is calculated using a single first-order kinetic model with an Arrhenius type rate expression (a pre-
exponential factor of 5.13x10'° 1/s and activation energy of 88 kJ/mol [32]). Pyrolysis is modelled
with a two-stage model, the same model used in our previous works [25,26]. Wood converts to light
gases, char and tar in the first stage of pyrolysis. And tar can further decompose to light gases and
char. Regarding the heat of pyrolysis of wood, various values can be found in the literature reviewed
by Strém and Thunman [33]. Typically, the pyrolysis process is modelled as heat neutral or slightly
endothermic. In this study, only heat neutral pyrolysis is considered.
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Only oxidation is considered for char conversion as the rate of char gasification is much lower than
the char oxidation at the relatively low temperature during the smouldering fire. The char is assumed
to contain only reactive carbon and nonreactive ash, and the oxidation of the char is modelled as

0C + 0, - 2(2 —1)CO + (2 — 2)CO,, 1

where (2 is a temperature sensitive correlation, which is calculated based on the model introduced
byTognotti [34]. Both diffusion and kinetic rates are considered in the calculation of char oxidation
rate. Various char oxidation kinetics have been tested. But only the results obtained using the kinetics
applied in our previous works [25,26] are detailed in the later section. This char oxidation kinetics
was originally proposed by Evans and Emmons [35] and successfully implemented into a bed model
by Thunman and Leckner [36]. Depending on the cases, a multiplier ranging from 0.5 to 1.5 is
multiplied by the obtained char oxidation rate to assess the effect of char conversion. Details regarding
the char conversion model can be found in previous works [25,26].

The particle temperature is calculated from the equation below
dT,
myc, d—t" = hA, (T, — T,) + PA,e(G — 40T3) + Qr + Qeone ©)

where m,, is the mass of the particle, ¢, is the specific heat of the particle, A, is the surface area of
the particle, Ty is the temperature of the gas phase, h is the heat transfer coefficient estimated by
Ranz-Marshall correlation [37], PA,, is the projection area of the particle which is estimated as the
mean projection area of the equal-volume cylinder [38], € is the emissivity of the particle, o is the
Stefan-Boltzmann constant, Q,. is the energy source term caused by the drying, pyrolysis and char
oxidation processes, Q.on: 1S the energy source term caused by the conductive heat transfer between
particles. Compared to the previous developed model [25,26], one key difference in this work is the
thermally thin treatment of the particle, considering the relatively low temperature and slow heating
process. The second term on the right-hand side of Eq. (2) is related to the radiative heat transfer,
which may not be included depending on the simulation settings. The heat exchange rate between
particles i and j (Qcone;j) is calculated based on the presvious works [39,40]. Two different
conductive contributions are considered, including particle-fluid-particle conduction heat transfer and
particle-particle conduction transfer detailed elsewhere [39—41]. The numerical implementation of
the particle-fluid-particle conduction in the solver is based on the open-source code MFiX-DEM [42],
which was developed at NETL in US. The required parameters for calculating the two modes of
conductive heat transfer are obtained from the above-mentioned collision model. As our first attempt
to resolve the smouldering in a granularly packed bed, only the particle-fluid-particle conduction heat
transfer between two contacting particles is included. It is possible to include such heat transfer
between two particles that are not in contact by enlarging the search diameter for the neighbouring
particles in the collision model. However, as indicated in the previous work [41], the contribution
from such heat conduction is comparatively small.

Computational methodology

As shown in Figure 1, the computational domain is a cylinder that is discretised into 1836 hexahedral
cells. The corresponding boundary conditions used in the simulation are listed in Table 1. An electric
heater in the experiment heats the bottom surface. The temperature of the bottom varies slightly
between different experiments. Therefore, we use the mean measurements as inputs to set the
boundary temperature for the bottom in the simulation. In the first 20 seconds of the simulation, the
fuel bed is formed. Particles are injected randomly from the top surface until the fuel bed reaches a
similar height as reported in the experiment [27,28]. During these 20 seconds, all the models related
to reactions and heat transfer are temporally turned off. And the bottom surface is set to be at a
constant temperature of 300 K. The time step used in the simulation is estimated by limiting the max
Courant number to 1. A maximum time step of 0.01 s is chosen to ensure numerical stability. The
first order implicit Euler method is adopted for the time discretisation. Spatial discretisation is
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achieved using the so-called “Gauss limitedLinear” scheme with a coefficient of 1, which is the
OpenFOAM implementation of the total variation diminishing (TVD) scheme. Pressure and velocity
equations are coupled and solved by the pressure-implicit method for the pressure-linked equations
(PIMPLE) algorithm.

Table 1. Boundary conditions for the reactive simulation

Boundaries Velocity Pressure Temperature
Side wall No slip Zero gradient ~ Zero gradient
Bottom wall No slip Zero gradient ~ Experimental input
Top surface Outflow: Zero gradient 101325 Pa Outflow: Zero gradient
Inflow: Velocity based on the flux Inflow: 300 K
RESULTS AND DISCUSSION

The results are presented in two sections, char conversion and heat transfer. The first section presents
the results from a parameter study with different char conversion rate multipliers. The latter presents
the results for different variations in the heat transport modelling.

Char conversion

Char oxidation is, besides the heater, the only energy source in the present model. Hence, it is
important to describe this process accurately. Three different kinetic models, Thunman and Leckner
[36], Anca et al. [43], and Sven and Thunman [44] have been investigated. However, only the model
from Thunman and Leckner is shown here. There are many fuel-specific models available in the
literature, and it is at this stage not possible to evaluate which model is the most accurate. Furthermore,
the energy balance of the char conversion is not only dependent on the Arrhenius coefficients but also
on other parameters such as the ratio between CO and CO; yield, as seen in Eq. (1). It is, thus, more
interesting to evaluate the sensitivity of the smouldering combustion to variations in the char
conversion model. Therefore, a parameter study was conducted in which the char conversion rate has
been multiplied with different factors (1, 0.7, 0.6 and 0.5).

The results from this study are presented in Fig. 2, which shows the gas temperature development
overtime at the fuel bed centreline on three different elevations. All simulations underpredict the
temperature within the first hours. However, this is not related to the char conversion, as it is already
observed before char conversion starts after approximately two hours. The three simulations with the
highest char conversion rates show a temperature increase that also continues after the heater is turned
off at the six-hour mark. This indicates that these simulations would lead to a transition to flaming if
gas-phase reactions had been included in the model. The simulation, which uses 50% of the original
char conversion rate, shows, on the other hand, a temperature decay that follows the temperature
profile of the heater once the heater is turned off. Hence, self-sustained smouldering was not achieved.
Note that a few simulations in Fig. 2 were stopped before 10 hours. As mentioned in the previous
section, the time step was set according to a maximum Courant number of 1. However, due to the low
fluid velocity, the maximum Courant number in the simulation was, in general, smaller than 1.
Therefore, all conducted simulations were conducted mainly with a time step of 0.01 seconds, which
is relatively large. Such a large time step caused convergence issues resulting from the rapid increase
of the temperature.
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Fig. 2. Gas temperature development over time as predicted by the model with different char
conversion rate multipliers (solid blue lines) and measured in the experimental campaign (solid grey
lines) at different heights (20 mm, 60 mm, and 80 mm from left to right). The heater temperature,
which is used as input to the model, is shown as a reference (dashed black line).

It is important to note that only the centerline temperature is shown in Fig. 2 due to the limited spatial
resolution of the experimental data. However, the simulations show the appearance of hotspots
adjacent to the outer wall. This is related to the adiabatic boundary condition, which reduces the heat
loss compared to a particle located further to the centre of the fuel bed.

Once the heater is turned off, the bottom plate turns practically into a heat sink as it follows a
prescribed curve to lower temperatures. If a simulation shows only hotspots close to the bottom plate
at this point, smouldering will be quenched due to heat losses and reduced oxygen concentration.
Hotspots at slightly higher elevations were observed in the simulations that led to a temperature
increase also after the heater was turned off. An example is given in Fig. 3, which shows the explicit
particle enthalpy source. Since only the char oxidation releases heat, a positive enthalpy source

indicates the char oxidation is undergoing.
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Fig. 3. Particles are coloured by the explicit particle enthalpy source based on the simulation with a
char conversion multiplier of 0.6 after 7 hours and 14 minutes. Note that the colour scale is limited
to a narrow range of 0—1W, and opacity is employed to visualise the hotspot.

Heat transport

The results presented in Fig. 2 clearly show that further adaptations need to be made to the combustion
model to make it suitable for modelling smouldering combustion. The simulations have, furthermore,
shown that heat transport is a key factor for the formation of local hotspots and the potential onset of
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self-sustained smouldering. The three main heat transfer mechanisms, convection, conduction and
radiation, have therefore been addressed.

In a first step, the radiation model was disabled in the simulation as the temperature in the fuel bed
will be largely below 550 °C and is therefore not expected to have a significant contribution to the
heat transport as indicated in previous work [41]. However, the significant lower temperature (see Fig.
4 no particle-fluid-particle heat transport) compared to the same simulation with radiation (see Fig. 2
with multiplier 1.0) indicates that other heat transport mechanisms are underpredicted in the model.
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Fig. 4. Gas temperature development over time as predicted by the model with and without particle-
fluid-particle (PFP) heat transport and measured in the experimental campaign (solid grey lines) at
different heights (20 mm, 60 mm, and 80 mm from left to right). The heater temperature, which is

used as input to the model, is shown as a reference (dashed black line).

The present model treats convection by employing the classic Ranz-Marshall correlation [37]. The
gas-phase conductivity is modelled as a constant. Due to the relatively low gas velocity of the
buoyancy-driven flow at low temperatures, it can be expected that conduction between particles will
be a dominant heat transport mechanism [39]. The original model for flaming combustion in a packet
bed with forced convection [25,26] includes a particle-particle conductive heat transport model for
particles in direct contact with each other. However, the particle-particle conduction was deemed
neglectable due to the forced flow. For smouldering combustion without forced flow, this is not true.
Indeed, it has been shown [39,45] that not only direct particle-particle conduction should be
considered for packed beds without forced convection, but also indirect (i.e., particle-fluid-particle)
conduction. The present model was therefore extended with a particle-fluid-particle conduction model
for contacting particles. The heat transfer from particle-fluid-particle of non-contacting particles,
which contributes slightly less to the total heat transfer at low velocities, is not modelled explicitly. It
should, however, be noted that the coarse grid solution, containing several particles within a single
control volume, leads to an increased heat transfer (particle-fluid-particle for non-contacting particles)
as all particles within a control volume see the same gas temperature.

The results from the simulation with particle-fluid-particle conduction (Fig. 4) and without radiation
show a clear improvement compared to the earlier model (Fig. 2). This is especially evident in the
early stage of the simulation and lower elevations in the fuel bed.
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CONCLUSION

A CFD-DEM solver previously developed for simulating packed-bed combustion was modified and
used to investigate the self-sustained smouldering inside a granular bed of wooden pellets, a scenario
that is representative of industrial smouldering fires. The main features of the model are as follows:

e The smouldering process is treated in a three-dimensional framework, which allows
accounting for its random nature, including localised hotspots.

e The solid phase is described based on a Lagrangian approach instead of the commonly
employed volume averaged continuum assumption. This makes the individual treatment of
the particle shrinkage possible and consequently, together with the DEM, enables the model
to reflect the changing fuel bed structure.

e The solver provides a platform that can be used to test sub-models. Particularly, the inclusion
of the DEM solver enables the possibility to include particle-particle and particle-fluid-
particle conductive heat transfer.

The comparison of in total six CFD-DEM simulations with experimental data showed that the char
conversion rate has a strong impact on the potential to obtain self-sustained smouldering. Too high
rates may cause a transition to flaming combustion, while low rates lead to extinguishment once the
external heat source is turned off. It has, furthermore, been shown that, in order to model self-
sustained smouldering in packed granular fuel beds, it is important to employ a model that can predict
localised hotspots. The location of the hotspots in relation to the external boundaries has been
identified as an important factor for self-sustained smouldering.

The need to modify some of the assumptions and submodels of the combustion model for flaming
combustions with forced convections have been highlighted to employ the model for smouldering
combustion. One key difference is the contribution of the conductive heat transfer. Particle-particle
and particle-fluid-particle conduction need to be taken into consideration for the simulation of
smouldering in a granular fuel bed.

The conducted simulations show that the CFD-DEM model has the potential to describe some
important characteristics of smouldering in granular fuel beds, such as localised hotspots and their
random nature. However, the model failed to predict the self-sustained smouldering after the heater
turned off, as the selection of sub-models and related parameters are challenging, which requires
further studies.
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ABSTRACT

This study focuses on incorporating finite-rate chemistry in turbulent combustion modelling in CFD
simulations of the UMD line burner, a scenario considered to be representative of fire-induced flows. In
this exploratory research, the use of EDC (finite rate chemistry) is compared with predictions obtained with
EDM (infinitely fast chemistry) and validated against experimental data involving first and second order
statistics. A sensitivity study of the different reaction mechanisms on different grid sizes reveals a stronger
grid dependency and, particularly on coarse grids, higher maximum flame temperatures with the EDC
model and finite-rate chemistry. It is also found that the Arrhenius reaction parameters have a significant
impact on the numerical predictions, particularly on coarser grids. The consideration of finite-rate chemistry
resulted in an increased computational cost, compared to infinitely fast chemistry simulations, by a
maximum factor of about 4.

KEYWORDS: LES, fast-chemistry, finite-rate chemistry, fire modelling.

INTRODUCTION

The use of Large Eddy Simulations (LES) along with the Eddy Disspation Model (EDM) [1] or Eddy
Dissipation Concept (EDC) [2] is common practice in Computational Fluid Dynamics (CFD)
simulations of fire scenarios. Chemical reactions are usually assumed to be infinitely fast with the
turbulent combustion reaction rate then only determined by a turbulent mixing time scale (i.e., ‘mixed-
is-burnt’). While this is an appealing approach, minor species cannot be readily obtained with a high
level of accuracy in such simulations. Even though minor species are usually considered unimportant
in the context of fire dynamics (e.g., flame spread scenarios), they can play an important role in
assessing the toxicity in dedicated spaces, especially in under-ventilated conditions. With the use of
finite-rate chemistry, the prediction of minor species is in principle possible. When it comes to
incomplete combustion or flame extinction, with the introduction of finite rate chemistry in EDC,
these phenomena can be, in principle, better predicted without additional modelling as required with
infinitely fast chemistry (i.e., such as the use of a temperature or enthalpy-based flame extinction
model [3]). An assessment of the performance of EDM and EDC with infinitely fast chemistry was
previously performed in [4] and it was concluded that the EDC performed better in terms of predictive
simulations of a turbulent methanol pool fire. Also in [5], numerical predictions with EDC were
shown to be in a good agreement with the experimental data while reasonably predicting the radiative
fractions as well. The latter is important in the context of fire-related flows. Presently, this study is
not yet focusing on capturing extinction or re-ignition phenomena. Rather, the study aims to to assess
the inclusion of finite-rate chemistry combined with the EDC combustion model as a first step, before
flame extinction is considered in the future.

The main objective is the evaluation of the impact of the EDC/finite-rate chemistry approach in CFD
simulations for the UMD line burner [6]. The influence of the reaction mechanism (i.e., 1 and 2-
steps), as a function of grid size, is analyzed and compared against predictions obtained with EDM
using infinitely fast chemistry. The resulting flame temperatures, flow fields and reaction rates with
EDC and EDM are discussed, both in the near and far field of the plume. A simple radiation modelling
approach is employed (i.e., constant radiative fraction) in order to decouple radiation from combustion
modelling as the former can strongly affect the accuracy of the predicted flame temperatures.
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MODELLING

The CFD code FireFOAM, based on the OpenFOAM v1912 package, is utilized here. The code solves
the Navier-Stokes equations, along with transport equations for species mass fractions and sensible
enthalpy, assuming a unity Lewis number. The governing equations read [7]:
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P (p0) ¢))
o(pu) . _ T 2 _
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where p is the density (obtained from the ideal gas law), U is the velocity vector, P is the pressure,
My = p+ oy 18 the effective dynamic viscosity, | is the identity tensor, 0 is the gravitational

acceleration, Y, is the species mass fraction, D, is the species mass diffusivity, Sc, is the turbulent

Schmidt number, @, is the species source term, h, is the sensible energy, D, is the thermal

diffusivity, Pr, is the turbulent Prandtl number, qr is the radiative heat flux, qc =AH, a)k is the heat
release rate per unit volume due to combustion and AH, is the heat combustion of the fuel. Finally,
Pr, = Sc, is considered.
Turbulence Modelling

The Smagorinsky model [8] is used to model turbulence calculating the sub-grid scale viscosity as:
/usgs = CkA\, ksgs (5)

1
where the model constant is assigned the value C, =0.05 [9] and A = (AxAyAz)s is the filter width.

The sub-grid kinetic energy, k_, is calculated considering a local equilibrium as:

sgs ?

2 &2
C,A’S|
S C— (6)
where S is the resolved strain rate while the sub-grid scale dissipation rate, &4 18 modelled as:
3
k[i)
e =C =% (7
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where c, =1.048 is a model constant [4]. The sub-grid scale thermal diffusivity is calculated as
Qg = My / PY, with the Pr; set to 0.5. The sub-grid scale dissipation rate is used in the combution
modelling presented below.

Combustion Model

Two combustion models, namely EDM [1] and EDC [2] are used to model turbulence-chemistry
interactions in this study. The EDM is used together with infinitely fast chemistry, employing a 1-
step irreversible chemical reaction for the fuel. On the other hand, a finite rate chemistry scheme is
employed for EDC considering both 1-step and 2-step global chemical reactions.

Within EDM, the fuel reaction rate is expressed as:

2 Y,
min[Yk,OZ]
— s

o =p

®)

Tepm

where s is the stoichiometric oxygen-to-fuel ratio and the mixing time scale, 7y, , is calculated as:

. Kegs A’
Tegpy =MIN| —— 9

b
CEDM gsgs Cdiff aeff

which considers the mixing under turbulent and laminar flow conditions, respectively. C.,, and
C,n are model parameters, both set to 4 [4].

Within EDC, the species source term is calculated as:

2

- _ vx oy

i, = p—rF (% -Y) (10)
Tenc (1 7 x )

where ) is the size of fine structures, 7o, is the EDC mixing time scale, [ is the reacting fraction

of the fine structures, while Y, and Y,” are the filtered mass fractions of species K and the mass

fractions of that species in the fine structures, respectively. The latter is calculated considering a
Perfectly Stirred Reactor (PSR) [10], through equations for enthalpy, pressure and chemical species:

%:0 (11)

g_f:o (12)

e o 1 (Y -Y,) (13)
dt P Tenc

Where @, is evaluated from a chemical kinetics mechanism (Eq. 16). When finite-rate chemistry is
employed, the reacting fraction of the fine structures is generally set to be ¥ = 1, indicating that the
reacting fraction of the fine structures is controlled by chemistry [11].

The size of the fine structures can be expressed as:
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1
Vgsgs 4
V4 :Cy kT (14)

Sgs

with the model parameter set to C, =2.1377 while y < 1 [5].

The EDC mixing time scale ( 7 ), based on the original energy cascade model, is taken in the order

of the Kolmogorov time scale as:

Tene =C, [Lj (15)

gsgs

where C_ =0.4803 is a model constant [12].

Chemistry mechanisms

Four chemistry mechanisms are compared, i.e., two 1-step and two 2-step, in order to analyze the
influence of finite-rate chemistry in the numerical predictions. The kinetic parameters as described in
Tables 1 and 2 refer to Arrhenius expressions for the PSR calculations in EDC (see above):

o = AT e =" [Fuel | [Oxidizer]b (16)

e  I-step mechanism: CH, +20, — CO, +2H,0

Table 1. Kinetic parameters for 1-step mechanisms

PS-mod 1-step [13] CERFACS 1-step. [14]
A Ea a b p A Ea a b B
3x102 45000 1 2 - 1.1x 10 20000 1 0.5 -

PS-mod is the modified version of original Puri — Seshadri [15]. The ‘CERFACS 1-step’ mechanism
is not ‘recommended’ in [14], but is included here anyway for comparison purposes.

e  2-step mechanism: (1) CH, +1.50, - CO +2H,0,
(2) CO+0.50, < CO,

Table 2. Kinetic parameters for 2-step mechanisms

WD 2-step [16] CERFACS 2-step [17]
A Ea a b g A Ea a b B
@) 1.5x 10" 48400 0.3 1.3 0 || 49x10° 35500 0.5 0.65 0
(2)for  3.98x 10 40000 1 0.2 0
2x 103 12000 1 05 038
(2) rev 5x 108 40000 1 - 0
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Radiation Modelling

The radiation modelling approach adopted treats the radiative intensity as a function of spatial location
and angular direction. It is acquired by solving the radiative transfer equation (RTE) by the finite
volume discrete ordinates model (fvDOM), assuming a non-absorbing optically thin medium.
Subsequently, the radiative heat fluxes in the sensible enthalpy equation (Eq.(4)) are calculated as:

V-Q, =0, a7
where y, is the radiative fraction set to be 0.24 [6]. This simple approach aims at bypassing the

uncertainties related to modeling the radiation-turbulence interaction (RTI) as well as minimizing the

dependency of the source term of the RTE on the filtered temperature (i.e., T4) that can lead to
significant errors in the calculations if coarse grids are employed in the numerical simulations.

TEST CASE DESCRIPTION

The UMD line burner [6] (Fig. 1) is chosen as a validation test case for the numerical simulations. It
is one of the well-documented experiments within the MacFP workshop [18]. Only a case with CH4
as fuel is considered in the present study, in order to avoid any complexities associated with soot
modelling. The fuel is injected at a mass flow rate of 1 g/s, resulting in a heat release rate value of 50
kW for an unsuppressed flame. The co-flowing oxidizer is introduced with a mass flow rate of 85 g/s.
More details are found in [6] and the well-documented experimental data can be accessed from [18].

Oxidizer port
Ceramic fiberboard 1K
l 5cm  Fuel port i
$ 1500
— 1000

[500
290402

Fig 1. Left: Top view of the UMD line burner (adapted from [5]). Right: Computational domain, illustrating
the different levels of grid refinement and an instantaneous temperature plot in the vertical mid-plane.

x ——————

NUMERICAL SET-UP

The computational domain used in this study is a rectangular box of 1.6 m x 1 m x 2 m (length x
width x height), shown in Fig 1. The mesh labeled 25 mm’ below is uniform, using 25 mm cubic
cells. In order to improve the grid resolution in the flame region, a refinement strategy was
implemented in a region around the center of the burner, starting from the floor and up to a height of
0.6 m, which is higher than the flame height as reported in the experiments (i.e., 0.5 m). More
specifically, 12.5 mm cells are used in a 0.8 m x 0.8 m x 0.6 m region on the ‘12.5 mm’ mesh, and
additionally 6.25 mm cells are used on the ‘6.25 mm’ mesh in a 0.6 m x 0.6 m x 0.4 m region (see
Fig 1). The total number of cells is then approximately 739500. A previous numerical study [3] on
the same test case has indicated that cell sizes in the order of 5 mm are needed to accurately simulate
this scenario. The chosen grid size in our study is of the same order of magnitude. The fuel and co-
flowing oxidizer mass flow rates were set equal to the corresponding experimental values. The
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ambient temperature and pressure were 293 K and 101325 Pa, respectively. The ceramic fiberboard
plate (separating the fuel inlet and co-flow air at y = 0) was treated as an isothermal wall with a no-
slip boundary condition for the velocity. For the solution of the RTE, 72 solid angles were used for
angular discretization. All simulations were set to run for 35 s (averaged over the last 30 s to produce
mean results), with a varying time step, based on a maximum CFL number of 0.9. The equations were
advanced in time using a second order backward scheme. The convective terms were discretized with
a second order filtered linear scheme while for scalar transport a second order TVD scheme, using a
Sweby limiter, was applied. The bottom plane (y = 0), outside the co-flowing air, along with the sides
of the computational domain were set to be open allowing for air to be entrained inside the domain.

RESULTS

The mean and rms centerline and radial (i.e., at height y = 0.25 m) temperature profiles are presented
in Fig. 2 for the different combustion models on three different meshes.

Mesh 25 mm Mesh 25 mm

x=0m O PS-mod 1-s 1500 y=0.25m KR [ PS-mod 1-s

—O—CERFACS 1-s —O—CERFACS 1-s

1500 R 200 ﬁg&ﬁcs 25
€ 1200 oe g™
[0y [0
5 5 9004
® 900 ©
[0} [}
2 o 600
g 600 rms g
. [

300 {0 © 42 ¢EE 8-

« —(—:WQHJW 3001 » pEy "O S
e 5 M L ettt 4529 04

: : ) . | 0 et S g g
0.0 0.2 0.4 0.6 0.8 1.0 -0.2 -0.1 0.0 0.1 0.2
y (m) X (m)
Mesh 12.5 mm Mesh 12.5 mm
1800 -
x=0m [-O-PSmats 1500 y=0.25m _ LS CeRFACS 15
1500+ < = W2 s 1?&2?:@ 2s
o £’ TISCETAG2e ) 1200+ —EDM
< 12001 4 4
§ 4 _§ 900
© o
g & 600
I3 €
& @
- = 3001
0+
-0.2
Mesh 6.25 mm
1800 — = S PS-mod 1
X=0m [-Oresmdis 1500+ y=0.25m L CeRFACS 18
1500 e WD 28 “<;WDR2F;§CS 25
s =g gl o
o) [}
5 5 9004
® ©
g & 600
£ 1
& G
- =300 ; o
02 01 0.0 0.1 0.2
y (m) X:(m)

Fig 2. Left: Mean and rms centerline temperatures. Right: Mean and rms radial temperatures at y = 0.25 m.
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Overall, the EDM approach with infinitely fast chemistry performs better than EDC with finite-rate
chemistry on coarse grids. The EDM predictions follow the experimental profiles fairly well and
remain within 8% of the experimental data close to the fuel source on the finest grid size. Compared
to EDC, the EDM approach with infinitely fast chemistry is significantly less grid sensitive. In the
EDC simulations , the centerline mean temperature is over-predicted on the coarse grids (25 mm and
12.5 mm). The use of coarser grid sizes tends to dissipate turbulence and results in a flame with
laminar-like structure (as confirmed in the significant differences in rms values on the different
meshes), causing the fuel to react fast with oxidizer and producing high temperatures, as reported in
[5]. At the finest grid (6.25 mm), EDM still outperforms most of the EDCs except, CERFACS 2-s
which has the best agreement to the experimental data. This leads to the idea that the kinetic
parameters strongly affect the EDC results with the 2-step mechanisms, specifically in the flame
region where the scalar dissipation rate is believed to be high [19]. The width of the mean radial
temperature profiles, at height of 0.25 m above the burner, is reasonably well captured by the
numerical simulations on the finest grid size (6.25 mm). This is the case for both EDM and EDC with
different chemical mechanisms. Overall, the numerical predictions of CERFACS 2-s and EDM agree
better with the experimental data than the other EDC mechanisms, in terms of maximum flame
temperature and profile width. Overall, different maximum temperatures are predicted for each
chemistry mechanism. In addition, the maximum temperatures occur further downstream, compared
to the experiments, indicating lack of turbulence near the burner (i.e., see also the lower rms values
above the burner in Figure 2). The implemented static turbulence model might also be the cause for
these lower rms values. An overview of the numerical predictions is presented in Table 3.

Table 3. Maximum mean flame temperature and its recorded position on the 6.25 mm grid size.

Model Position (m)  Temperature (K)
Experiment 0.130 1180
PS —mod 1-s 0.194 1263
CERFACS 1-s 0.188 1247
WD 2-s 0.019 1365
CERFACS 2-s 0.181 1185
EDM 0.181 1094

As previously mentioned, the differences between the centerline temperature predictions obtained
with the two 2-step mechanisms (Figure 2) are striking and are attributed to be the effect of the
Arrhenius parameters. Compared to CERFACS 2-s, the WD has a higher pre-exponential factor (see
Table 2), hence, results in a higher reaction rate as well. A previous study [19] has indicated that the
region along the centerline, up to 0.05 m, is the region where the scalar dissipation rate is the highest,
which also results in higher mixing rates and faster chemical reactions to occur.

0.204 ——EDM o 1.04
w0 PS-mod 1-s © -<--WD 2-s
— —O—CERFACS 1-s c i ——CERFACS 25
@ <3 WD 25 S 084!
“e 0.154 ——CERFACS 2-5 g Vo
> o ]
2 2 061
£ 0.101 5 il
% £ 049
= B
0o { oo
e E
<] ) 3
0.00 o Z ool e
0. 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0
y (m) y (m)

Fig 3. Left: Calculated reaction rates from the simulations. Right: Normalized reaction rates (by their
maximum value) from the Arrhenius expression (Eq. 13). Results presented on the 6.25 mm mesh.
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In order to illustrate this, the predicted reaction rates from the numerical simulations are presented in
Fig 3. This is only done for the 2-step mechanisms, because the differences between the 1-step EDC
results in Fig. 2 are very small (suggesting that inclusion of finite-rate chemistry is less influential for
1-step EDC for temperature predictions). The reaction rate on the left figure is acquired by dividing

the heat release rate (HRR) per unit volume ( qc ) from the simulations with the heat of combustion (
AH,). In case of the 1-step mechanisms, the reaction rates represent the fuel (CH4) consumption rate

(wF ). It is observed that the maximum reaction rate of EDM is lower compared to all EDCs. This is
in line with the lower mean temperatures predicted by EDM, compared to EDCs. However, in the

case of 2-step reaction mechanisms, coF depends on both reactions. Therefore, the result shown on

Fig 3.-Left cannot explicitly explain the temperature differences observed very close to the burner
with the 2-step mechanisms in Fig. 2. For this reason, the fuel reaction rates from the Arrhenius
expression (Eq. 16), normalized by their maximum value, are presented in Fig 3.-Right. The profiles
of the normalized reaction rate values on Fig 3. have a very close resemblance to the temperature
profile of the two EDC 2-step models. The WD normalized reaction rate reaches its maximum value
very close to the burner, which correlates to the steep temperature increase for the model as seen in
Fig. 2. Also the CERFACS 2-s experiences a fluctuation that has a very similar profile as its
temperature. An in-depth analysis of the enthalpy changes from the chemical reactions and of the
spatial variation of the species mass fractions would help to further explain the temperature
differences observed in Fig. 2 and will be considered in the future.

The predicted mean centerline axial velocities and the radial profiles of the mean axial velocities at
height 25 cm above th burner are presented in Fig. 4 for the different combustion models on the three
different meshes. Overall, a decrease in the predicted axial velocities with decreasing grid size is
observed due to the fire becoming increasingly more turbulent. The predictions with EDM and EDCs
are comparable for the finest grid size (6.25 mm) but significantly differ on the coarser grids (12.5
mm, 25 mm). It is observed that the WD on the finest grid size has a higher axial velocity close to the
burner as a result of its higher temperature. This further strengthens the idea that the kinetic parameters
can affect the development of the flow field, and as such the mixing and the evolution of SDR.

One drawback when it comes to the use of EDC with finite rate is the increased computational cost
compared to EDM with infinitely fast chemistry. When finite rate chemistry was taken into account,
the computational cost increased by 18.5% for 1-step and by up to 409% for 2-steps (for the finest
grid of 6.25 mm) compared to EDM. The implementation of more detailed chemistry alongside the
TDAC [20] method is deemed promising in order to reduce the computational time of simulations
with multiple steps and will be explored in the future.
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Fig 4. Left: Mean and rms centerline axial velocity. Right: Mean and rms axial velocity at height y = 0.25 m.

CONCLUSION

Large eddy simulations of a buoyant turbulent line burner, focusing on combustion modelling with
EDC and finite rate chemistry, were presented. Focus was given on the influence of the employed
chemical reaction mechanism and the results were compared against experimental data and with
results obtained with EDM with infinitely fast chemistry. In total, four reaction mechanisms were
considered with EDC: two 1-step and two 2-step mechanisms. In general, the predictions with EDC
and finite rate chemistry were more grid sensitive compared to EDM at all the different grid sizes
considered.

In general, the simulations with EDC predicted higher temperatures, compared to the EDM, regardless
of the reaction mechanism used. The EDC, combined with the CERFACS 2-step mechanism for
finite-rate chemistry, revealed the best agreement on the finest mesh. However, when it comes to 2-
step mechanisms, the EDC were strongly affected by the kinetic parameters. The significant
differences in temperature evolutions have been explained through the evolutions of the reaction rates.
As the simulated test case is a buoyant driven flame, these kinetic parameters also influenced the flow
field given its correlation with the temperature. Lastly, the computational cost was increased up to
four times when the 2-step reaction mechanisms were employed. A further assessment of the use of
more complex reaction mechanisms and computational load improvements is considered as next step.
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ABSTRACT

In this study, simplified models for the prediction of the minimum ignition energy (MIE) of dust clouds
based on the ignition of a single dust particle are studied. The MIE results from the simplified models are
compared with the obtained data from a more complex model which considers propagation of ignition
within multiple particles in the dust cloud. Comparison between these models verifies the feasibility of
using the MIE of only a single particle at the ignition center as a prediction of the dust cloud MIE. A
parametric study is then performed using the simplified single central particle model, which shows that
most dust cloud and spark parameters have rather simple power function relationships with the MIE results,
except for the ambient, the spark and the dust cloud minimum ignition temperature (MIT), whose influence
on the dust cloud MIE is too complex to be analytically expressed. Nevertheless, piecewise function
approximations for the influence of the three temperatures on the MIE are derived, and based on these
functions simple MIE calculation equations are established as an alternative for the numerical solution of
the simplified single central particle model.

KEYWORDS: Minimum ignition energy, dust cloud, single particle, theoretical modelling.

NOMENCLATURE

Cp constant pressure specific heat (J/(kg-K)) Greek

d, particle diameter (m) a  thermal diffusivity (m%s)

E, initial spark energy (J) o(t) the Dirac delta function in time (1/s)

f  undetermined function 5(r)  the Dirac delta function in space (1/m>
h heat transfer coefficient (W/(m?-K)) in cylindrical coordinates and 1/m? in
k  thermal conductivity (W/(m-K)) spherical coordinates) .

L cylindrical spark length (m) 0 spem.ﬁc tempiramre difference ratio
MIE minimum ignition energy (J) P density (kg/m’)

MIT minimum ignition temperature (K) Subscripts

Nu Nusselt number
r radial coordinate (m)

cyli  under cylindrical coordinates with the
cylindrical spark

S particle surface area (m?) g gas
T temperature (K) i initial/ambient
Toan  SPark temperature (K) : 1.n1 la e
t : ig 1gnition

t

ime (s) . One  Model One
V  particle volume (m°)
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Three Model Three sphe under spherical coordinates with the
s particle/solid spherical spark
max maximum

INTRODUCTION

The minimum ignition energy ( MIE ) of a dust cloud is a measure of the spark ignition sensitivity of
the cloud. Therefore, accurate prediction of this parameter is crucial to the explosion risk control of
related industrial processes. The earliest attempt of the theoretical prediction of the dust cloud MIE

can be dated back to Kalkert & Schecker [1]. They derived an equation for a single dust particle MIE

located in the center of a spherical spark based on gas-particle heat transfer. This MIE was taken as
a prediction of the dust cloud MIE . However, this model rather arbitrarily assumes that the criterion
for the successful ignition of a dust particle is to reach a particle temperature of 1000 °C regardless
of the particle type, and does not take the influence of the spark temperature into consideration.
Hosseinzadeh et al. [2] further developed the Kalkert & Schecker model [1], solving the same
governing equations but with a new assumption for the ignition of a dust particle: the particle is ignited
when its temperature reaches the dust cloud minimum ignition temperature ( MIT ). Hosseinzadeh et
al. [2] also limited the spark temperature to 2000 K. However, the resulted predictive equation for the
dust cloud MIE by Hosseinzadeh et al. [2] was non-analytical because it contained imaginary parts.
Moreover, both the Kalkert & Schecker model [1] and the Hosseinzadeh et al. model [2] adopted the
single dust particle MIE to predict the dust cloud MIE .

Chen et al. [3] developed a model for the dust cloud MIE calculation considering not just the ignition
of a single dust particle, but including the particle to particle propagation of ignition in a dust cloud.
The self-sustaining character of the particle ignition propagation is used as the criterion for the
successful ignition of the dust cloud. With this model the influence of the dust concentration and the
dust material heat of combustion on the MIE can also be studied which is not possible with [1] and
[2]. Moreover, in this model both the spherical spark and the cylindrical spark were studied (the
cylindrical spark having a shape closer to that of the electric arc used in the MIE testing experiment),
and the model can be extended directly for the MIE calculation of dust mixtures. However, the Chen
et al. model [3] is more complex so it does not result in a single MIE prediction formula as in the
previous two models. Chen et al. [3] discussed the influence of particle diameter and dust
concentration on the dust cloud MIE , but did not provide an analysis of the influence of other
important parameters such as particle and gas densities and specific heats, spark temperature, and the
cylindrical spark length.

In this study simplified models based on the Chen et al. model [3] will be studied to explore the
feasibility of using the MIE of a single particle at the spark center to predict the MIE of a whole
dust cloud. In addition, more thorough analysis of the MIE influencing parameters will be provided.
Inspired by the Kalkert & Schecker model [1] and the Hosseinzadeh et al. model [2], this work will
also attempt to derive more accurate simple MIE prediction equations.

METHODOLOGY

In this section, different physical models for the dust cloud ignition processes and their governing
equations will be introduced and compared. The models are mainly based on previous models
developed in [1], [2] and [3].
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Fig. 1. Physical models. (a) Model One: complex physical model from Chen et al. [3]) and Model Two: the same
physical model but considering only ignition of the particle nearest to the spark center; (b) Model Three: further
simplified model with only a single particle at the spark center.

Physical models
The following physical models for the dust cloud ignition processes are considered in this study:

(1) The complex physical model from Chen et al. [3] (called Model One) as illustrated in Fig. 1(a)
considers the particle to particle ignition propagation process. The MIE calculated with this
model is the minimum spark energy to sustain the spontaneous propagation of particle ignition
from particle to particle throughout the dust cloud.

(2) A simplification (called Model Two) of this complex physical model considers only the ignition
of the particle nearest to the spark center in Fig. 1(a). The MIE calculated with this model is the
minimum spark energy to ignite this nearest particle, but not necessarily the outer particles in the
dust cloud, so it is expected to give rather conservative MIE results compared with Model One.
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(3) A further simplification (called Model Three) of the complex model is shown in Fig. 1(b) where
only a single particle’s presence at the spark center is considered like in the Kalkert & Schecker
[1] and Hosseinzadeh et al. [2] models. In Model Two, multiple particles in the dust cloud are
still included as in Model One, so although only the ignition of the nearest particle to the ignition
center is considered, heat transfer between the gas and the outer particles still affects the MIE
results, which means the outer particles only act as heat sinks. However in Model Three, only a
single central particle is included in the physical model and the influence of all the other particles
is completely neglected. The MIE calculated with Model Three will be the minimum energy to
ignite only this single particle at the spark center, which is an even more conservative prediction
of the dust cloud MIE than with Model Two.

It must be noted that the particle nearest to the spark center in Fig. 1(a) is not put exactly at the center
in Model One and Model Two [3] mainly because of a possible blast effect at the moment of the spark
releasing [2], so it is likely that no particle is present exactly at the spark center during the ignition
process. In Model One and Model Two, the space around the spark is divided into cylindrical or
spherical layers, each containing a single particle. The dust particles distribution is assumed to be
uniform, thus the divided layers also has the same volume. Each particle is assumed to be located at
the middle radius position of the corresponding layer. Therefore, in Fig. 1(a) the nearest particle to
the spark center is at the position of half the radius of the first cylindrical layer. With this assumption,
the position of the particles in this model depends on both the particle properties and the dust
concentration. Usually the distance between the nearest particle and the spark center is within the
range of 1 um ~1 mm . Higher dust concentrations result in the nearest particle closer to the spark
center and lower dust concentrations result in the opposite, which is also to be expected in reality.
Further details regarding the particle arrangements in Model One and Model Two and the position of
the nearest particle can be found in [3]. Moreover, Fig. 1 only illustrates the physical model with a
cylindrical spark, the corresponding model for a spherical spark can be derived with the same
approach. Other basic assumptions for the dust particles can be found in [3].

Governing equations

The governing equations for Model One and Model Two are consistent with [3]. For Model Two,
since only the ignition of the particle nearest to the spark center is considered, it is no longer required
to include the heat of combustion in its governing equations. On the other hand, for Model Three with
only a single particle in the spark center, the MIE depends only on the temperature profile of this
particle. For the spherical spark, the governing equations for this model are already given in [2], and
the governing equations for a cylindrical spark can be derived similarly. The temperature distributions
in the gas phase with an initial spark energy of E; are as follows [4]:

cylindrical spark (in cylindrical coordinates):

T, 1o, T (nb
9" 7 — __(k r—— -
ot ror ° or

EO

P,Ch, )+T5(t>6(F), (1a)

spherical spark (in spherical coordinates):

aTg(r,t):iﬁ , 0T, (r,t)
ot r* or or

P4CP, (k,r )+E,81)8(r), (1b)

with initial condition: T, (r,0)=T,,

iy oT,(0,1)
and boundary conditions: T (oo,t) =T, and ———=0

With only a single central particle, the analytical solution to Egs. (1a) and (1b) can be simplified into
the following forms considering only the gas temperature evolution at the spark center [2][3][5]:
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T,0,0)=T, +L s (2a)
4ratp,Cp,L
T.(0,t)=T + E, (2b)
o ' (4ma )’ p,Cp,
kg
where a, = .
P,Cpy

In order to avoid an infinite spark temperature [2][3], the initial time of the heat transfer between the
gas and the central particle is not set at t =0 but at t =1, when the central gas temperature drops to

an assumed spark temperature T, which is set as 3300 K in the air according to [6]. The central

spark ?

particle temperature is then governed by [7]:
oT,(0,t) hS

oot \Y

pCp

S

(T, (0,1)-T(O,1) , 3)

With initial condition: T (0,t,)=T,,

Nuk d d
where h, = ¢, S=4r(2), sz”(_pf.
d 2 372

p

Combining Egs. (2a) and (2b) with Eq. (3) results in the following equations for the central particle
temperature evolution:

6Nuk
pCp, O W ¢ B 1o, (4a)
ot d, 4ratp,Cp,L
6Nuk
pcp, LD M o & 1. (4b)
ot d, (4ra,t)” p,Cp,

Unfortunately, with the complex form of the gas temperature profile Egs. (4a) and (4b) can not be
solved analytically. Hosseinzadeh et al. [2] attempted to solve Eq. (4b) directly with T, assumed

to be 2000 K, but resulted in a non-analytical solution of T_(0,t) with imaginary parts. Nevertheless,

these two equations are no longer space dependent so they are still much simpler compared with the
governing equations for Model One and Model Two, and the numerical algorithm used in Chen et al.
[3] becomes unnecessary. Therefore in this study, Egs. (4a) and (4b) are solved directly with the ode45
solver in MATLAB [8] to find the maximum central particle temperature T and the time when

S, max

this temperature is reached. If the maximum particle temperature T, equals the MIT , the assumed

S, max

spark energy E, is regarded as the MIE . The time at which this occurs is the ignition time t,; .

RESULTS AND DISCUSSION

In this section, the MIE results calculated with Model One, Two and Three will be compared to
discuss the feasibility of using the single particle MIE as the prediction of the dust cloud MIE ; then
the influencing patterns of the dust cloud and spark parameters on the MIE will be discussed by
means of a parametric study.
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Comparison between the single particle and the dust cloud MIE results

Figure 2 compares the MIE results calculated with Model One, Model Two and Model Three for the
same 38 dust samples as used in [3]. The 38 dust samples include both metal dusts (magnesium,
Aluminum, Zirconium and Titanium) and organic dusts (PE-HD, Corn starch, Wood, Niacin and
Lycopodium), with d jwithin 10 ~ 163 um, p, within 940 ~ 7000 kg'm, Cp, within 278 ~ 2390

J-(kg. K)!, heat of combustion of the dust material within 15302 ~ 42704 kJ-kg™!, and the MIT within
503 ~ 1023 K. The figure clearly shows that the calculated MIE values with the three models have
very similar variation trends. Model One and Model Two generate almost identical MIE values as
shown in Fig. 2. Since Model Two is a direct simplification of Model One by only considering the
ignition of the particle nearest to the spark center, Fig. 2 also implies that the ignition of the particle
closest to the spark center requires the highest marginal spark energy input. Once this particle is
ignited, the dust cloud is likely to also be ignited with rather trivial extra spark energy requirement:
for the studied 38 dust samples, generally less than 5% of extra spark energy is required to ignite the
dust cloud once the particle nearest to the spark center is ignited. This confirms the feasibility of using
only the MIE of the particle nearest to the spark center as a prediction of the MIE of the dust cloud.
On the other hand, compared with Model Two, Model Three generates more conservative MIE
values: with the cylindrical spark, the Model Three MIE values are on average 88.5% of the Model
One MIE values, and for the spherical spark this proportion even decreases to 68.2%. This deviation
is due to the difference in particle position as shown in Fig. 1: in Model Three the single particle is
placed exactly at the spark center, while in Model One and Model Two there is some distance between
the spark center and the nearest particle. This distance is relatively larger for spherical coordinates
with the particle arrangement approach in [3], which is why the deviation is also bigger for the
spherical spark under spherical coordinates. Therefore, it can also be concluded that the exact position
of the particle nearest to the spark center has a much stronger influence on the MIE values than the
ignited particle number considered. Nevertheless, Model Three can still serve as a decent alternative
for Model One with a proportional correction: MIE ~1.13MIE and

MIE . one = 1.47MIE Also it must be noted that in practice at the moment of spark ignition,

the exact particle positions are actually unknown, in this sense Model Three is perhaps the safest
MIE prediction model as it gives the most conservative MIE results.
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Fig. 2. Comparison of MIE results calculated with Model One, Model Two and Model Three (a) cylindrical
spark; (b) spherical spark.
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Simple MIE calculation equations derivation

The above comparison verifies the usage of the single central particle MIE values obtained with
Model Three as alternatives of the dust cloud MIE values obtained with Model One and Model Two.
However, for all these three models the MIE results can only be solved numerically. Numerical
approaches not only require more sophisticated calculation tools, but also make it complicated to
identify the influencing patterns of the parameters involved. Therefore, this study attempts to find
simple equations that can give a rather precise prediction of the Model Three MIE results.

When E; = MIE, at the time of the central particle ignition t, the particle temperature reaches

ig ?
Te.max = MIT , which also implies that at this moment the gas temperature also has to be the MIT,
otherwise E, is either not enough to raise T, to the MIT resulting in ignition failure, or higher
than the MIE and can increase T, to an unnecessary high value. Therefore, Eqs. (2a) and (2b) lead

to the following equalities:

MIE,,; = 4za,t, p,Cp,L(MIT -T)), (5a)
MIE,,, = (47za t)" p,Cp, (MIT —T)). (5b)
In the above Eqs. (5a) and (5b) the only unknown parameter on the right hand side is t;; whose
MIT T,

analytical form is unavailable. However, by assuming T (0,t)-T,(0,t) as a constant of ———
( A is assumed as an unknown dimensionless constant) Eq. (3) will become

T.(0,t 6Nuk

TOD_ P Mir -, ©)

ot Ap.Cp.d,
Solving Eq. (6) at t =t;; results in
Ap,Cp,d ’
o = ’DS—pSP +ti . (7
6Nk,
o . . . ApCp.d,’
Comparing with t,, t; is expected to be very small, therefore by replacing t,; with Nk
9
(5a) and (5b) turn into
Ap.Cp 2
MIE,,; = 47a, 6Ns—ukgsngpg L(MIT -T)Hd ", (8a)
Ap.C
MIE,,, = (47, Ps-Ps )I'Sngpg(MIT —Ti)dp3. (8b)
6Nuk,

If MIT -T, =1000K , A=In(2) and Nu =2, then Eq. (8b) becomes exactly the MIE prediction
equation derived by Kalkert and Schecker [1]. However, the problem is that A is unlikely to be
constant but complexly related to the three temperatures T;, MIT and T_, . Clearly, here it is not

—MIT that really

affect the MIE variation, and the MIE is also expected to increase as MIT —T, increases or
T,

spark

the absolute temperatures but the temperature differences MIT —T; and T,

—MIT decreases. Therefore, it can be assumed that A is actually a function of € which is the
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specific temperature difference ratio of MIT -1
spark
different for MIE ,; and MIE, :
47p,Cp L(MIT —T, )dp2
MIEcyIi = 6NU fcyIi (9) H
(47)"* (p,Cpy)"" (MIT ~T))d ?
MIEsphe = : : ° fsphe (6) .

(6Nu)*(9,Cp,)"”

' . Moreover, this relationship is also likely to be

(9a)

(9b)

Whether Egs. (9a) and (9b) are decent alternatives for the numerical MIE solver of Model Three
requires verification with a parametric study between the numerical MIE values and all parameters
involved in Egs. (9a) and (9b). Moreover, mathematical expressions of the f functions are needed

to make Eqgs. (9a) and (9b) solvable in practice.

Influence of the dust cloud and spark parameters on the MIE
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Fig. 3. Parametric study of the influence of (a) gas volumetric specific heat p,Cp, , (b) particle volumetric
specific heat p,Cp, , (c) Nusselt number Nu, (d) particle diameter dp, (e) cylindrical spark length L, (f)

temperature difference MIT —T. and (g) temperature difference ratio & on the Calculated MIE results with

Model Three (base material lycopodium).

Figure 3 shows a parametric study of the influence of the particle and spark parameters on the MIE
results with Model Three to verify Eqs. (9a) and (9b). The influencing factors involved are gas
volumetric specific heat p,Cp, , particle volumetric specific heat p,Cp,, Nusselt number Nu ,

particle diameter d , cylindrical spark length L, temperature difference MIT —T, and temperature

difference ratio €. Each of these factors is studied independently with all the other factors kept
constant and with the same base material lycopodium. The resulted influencing patterns in Fig. 3 fit
accurately with the derived relationships in Egs. (9a) and (9b) where all parameters except for € have
simple power function relationships with the MIE results, while the influence of 8 is clearly more

complicated.
To further verify that f ; and f_,  areindeed functions of & and have universal forms for different

dust materials, f., and f.,, are calculated for another two different base materials: magnesium and

sphe
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zirconium, and the results are compared with base material lycopodium in Fig. 4. This figure clearly
reveals that f_. and f__ are very consistent for all these three base materials and are indeed

universal functions of only #. However, while Egs. (9a) and (9b) require mathematical forms of
fi(0) and f_, (@) to be operational in practice, the analytical solutions of f (&) and f_, (0)

are not available, so the numerical data of f_.(6) and f_, () are analyzed for & between 10-2%

and 300. Analysis of the numerical data shows that the asymptotes of f_,.(6) and f__(8) when €
approaches 0 are f_,(§)=—(In6)" and f_, (0)=e"'@, with deviations from the numerical data

cyli sphe

sphe
cyli sphe
cyli sphe

below 10% for @ <10~ ; however, for # above 107, these equations are not accurate anymore: for
10° <0 <0.05 , the corrections of the above asymptotes ( fou (@) =—1.41(In 0)" -0.0341 ,

(@) and ;. (0) .

(60) becomes quadratic polynomial.

fone(0) =€'VO+e7?'0) can still generate rather accurate predictions of f
However, for 0.05<6<1, f
Finally for 1<#<300 , both f () and f

Summarizing the above analysis, the following Egs. (10a) and (10b) are piecewise function
approximations of f () and f_ (0):

cyli

(6) becomes linear and f_,,

gne (@) fit better with simple power functions.

cyli

~(Ino)" 0<10°
~1.41(In6)" —0.0341 10° <0 <0.05,
fo0(0) = (In6) (10a)
2.760+0.315 0.05<6<1
g0ty 1<6<300
e'Jo <107
-1 0.921 -5
f.(0)~ e 'O +e"9 10°<0<0.05 (106)
0.0484 +3.080+4.970° 0.05<0<1
g0 7 1<6<300

Calculated results with Egs. (10a) and (10b) are also compared with the numerically calculated
fi(0) and f , (6) data as shown in Fig. 4, and the deviations between them are below 10% for
6 <300 . Therefore, with the combination of Eq. (9) and Eq. (10), the MIE with Model Three can be
predicted simply without the requirement of numerical calculations. It should also be noted that in
standard ambient air conditions, T, is usually 3300 K [6] and T, is approximately 300 K, and the
experimental MIT results of the 38 dust samples studied generally lie between 500 ~ 1100 K, which
means that under most conditions in practice, 8 ranges between 0.07 and 0.5. According to Egs. (10a)
and (10b), within this range f_ (@) has a simple linear expression of f_,(8) ~2.760+0.315, and

(0) ~0.0484+3.080+4.976" , thus

for usually encountered dust clouds with a € in the range of 0.05< 8 <1, their MIE values can be
predicted with the following equations:

cyli

f e (8) can be expressed polynomially with the equation of fSphe

47p.Cp,L(MIT =T ))d *(2.760+0.315
MIE,, = AP ), ¢ ), (11a)
6Nu

_ (47)"*(p,Cp,)"* (MIT =T,)d,*(0.0484 +3.086 +4.976")

MIE,, =
" (6Nu)"* (0, Cp, )™

. (11b)

It must be admitted that the parametric study performed here is under very ideal conditions and it
assumes that all the studied parameters influence the MIE independently and stay constant during
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the ignition process. According to Eq. (9a), p,Cp, does not have any influence on the MIE_; results

cyli

of Model Three, which is a direct result of Eq. (2a) where ¢, eliminates p,Cp,, while in Eq. (2b)
the o, results in MIEg, oc1/(p,Cp,)** . It is understandable that p Cp, has a complex
relationship with the MIE : on the one hand, increasing p,Cp, obstructs the gas temperature rise

which is a disadvantage for the gas-particle heat transfer, while on the other hand, this also increases
the heat storage ability of the gas which favors the particle temperature rise. It is possible that the
p,Cp, increase boosts the gas heat storage ability more significantly for the three dimensional

gaseous heat conduction under spherical coordinates comparing with the two dimensional gaseous

heat conduction under cylindrical coordinates, which is why with Model Three MIE,, drops when

p,Cp, rises but MIE_,; does not change. However, in reality, heat conduction in space is always in
three dimensions. Moreover, it must be noted that T, is also likely to be related to p,Cp,, so the

assumption of parameter independence is also questionable. Another very ideal assumption in the
models is that for dust particles, phase change and devolatilization are neglected during the ignition
process, while in reality metal dust particles can melt and organic dust particles will devolatilize, so
the real particle ignition processes are much more complex. One possible argument for this
assumption is that the ignition time t,; of spark ignition is usually within a short time scale of 1 ~ 100

ms[2], during which it is likely that the dust particles do not experience significant state and property
change before ignited. However, this argument also awaits further verification. Therefore, to what
extent will the simplified model stays representative is still to be tested in practice.
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Fig. 4. Functions f_,(6) and fsphe(ﬁ) calculated numerically for three base materials lycopodium, magnesium

cyli
and zirconium comparing with the predictions with Egs. (10a) and (10b).

CONCLUSIONS

In this study, the numerical model developed by Chen et al. [3] (Model One) for dust cloud MIE

calculation was further simplified into Model Two, considering only the ignition of the particle nearest
to the spark center and Model Three, which considers only a single particle at the spark center. MIE

results with these three models were compared; then a parametric study was presented for Model
Three and simple MIE prediction equations were also derived based on the governing equations of
Model Three. The following conclusions can be drawn:

(1) Comparison ofthe MIE results from the three models for 38 dust samples shows that the ignition
of the particle nearest to the spark center is the most important threshold for the dust cloud
ignition; the position of this particle has a stronger influence on the dust cloud MIE than the
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ignited particle number. Therefore, it is feasible to use the MIE of a single particle at the spark
center as the prediction of the MIE of a dust cloud.

(2) A parametric study of the influencing patterns of gas volumetric specific heat p,Cp, , particle
volumetric specific heat p,Cp;, Nusselt number Nu , particle diameter d, cylindrical spark
length L, temperature difference MIT —T, and temperature difference ratio & on the Model
Three MIE results reveals that for all these factors except &, their relationships with the MIE
results are simple power function relationships, while for & the relationship is too complex to be
expressed analytically, which also implies the complex influence of the three temperatures T,

MIT and T, onthe MIE.

(3) Simple MIE calculation equations derived from the governing equations of Model Three are
clearly verified by a parametric study: all the relationships between the studied parameters and
the numerical MIE results are predicted by these two equations; the assumed function f in

(6) and
(6) and
(6) are derived with deviations below 10% from the numerical data. A combination of the
(6) and

(6) allows the prediction of the MIE of dust clouds without the requirement of numerical

these equations is indeed only a function of 6. Although analytical forms of the f,

fone (€) functions are not available, simple piecewise function approximations of f_,
fsphe
simple MIE prediction equations and the piecewise function approximations f.,

fsphe
calculations.
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ABSTRACT

A vented corn starch dust explosion in an 11.5 m? vessel is studied by comparing experiments, simulations and the
standards. The reduced explosion overpressure inside the vessel is recorded using two pressure sensors installed on the
inner wall of the vessel. 3D Unsteady Reynolds-Averaged Navier-Stokes simulations of the experiment are performed
using the Flame Speed Closure (FSC) model and its extended version. The FSC model predicts the influence of turbulence
on premixed combustion, and the extended version allows for self-acceleration of a large-scale flame kernel, which is
associated with the combustion-induced thermal expansion effect. Such an extension is highly relevant to large-scale
industrial application. The explosion overpressure-time trace computed using the extended FSC model agrees reasonably
well with the experimental data. Furthermore, the effect of vent size and ignition location on the explosion overpressure
is studied by comparing the simulation results and the standards. The developed numerical tool and model is especially
useful for scenarios, which are not addressed in the standards, and it deserves further study in simulations of other large-
scales dust or gaseous explosions together with comparison with experiments.

KEYWORDS: Simulations, experiments, standards, vent size, ignition position, corn starch, vented dust explosions,
Computational Fluid Dynamics, turbulent combustion, flame self-acceleration, open source, OpenFOAM.

INTRODUCTION

Dust explosion is a constant threat to the physical working environment of industries worldwide, especially among
countries and regions with high industrial output, which deal with combustible powders. Examples of
representative industries are woodworking, metal processing, food and feed, pharmaceuticals and additive
industries. This complicated process involves ignition of very fine combustible particles well mixed with air in a
confined equipment, followed by a violent and explosive combustion. Once dust explosion occurs, the generated
high-pressure waves, hot flames and flying fragments can cause loss of lives and huge economic consequences
associated with destroy of process plants and stop in the productions.

Dust explosion risk is commonly mitigated by following regulations, e.g., using appropriate equipment,
housekeeping, safety routine and so on. In the research field, experimental testing is a dominant method. At the
same time, numerical simulations have become more and more requested due to high cost associated with large-
scale experiments and limited application conditions in the standards.

A dust explosion is a more difficult process to model as compared to that of a gas explosion. First, there is limited
knowledge on the fundamental burning properties of dust, e.g., laminar burning velocities. Furthermore, unlike
gas, the laminar burning velocities of dust depend not only on dust concentration, but also on dust particle size
distribution and the moisture content. In such a challenging situation, Computational Fluid Dynamics (CFD) research
into dust explosion were still carried out by different research groups [1-4].

This paper presents a part of results obtained in a project aiming at developing physics-based models and an
efficient numerical tool for simulating dust explosions. The current approach assumes that a dust explosion
resembles that of a premixed turbulent gaseous flame. Such an assumption is reasonable for fine organic dust
particles with high volatile content because the flame propagation is determined by the gas phase reactions not by
the devolatilization process [5-7]. Furthermore, such an assumption is commonly adopted in CFD simulations of
dust explosions [8]. In a previous study [9], a well-validated premixed turbulent combustion model Flame Speed
Closure (FSC) model [10,11] was implemented into the OpenFOAM code. The code including the model was
validated against corn starch dust explosion experimental data obtained using a small-scale fan-stirred vessel [6].
The current paper aims (i) to compare simulation results with data measured by investigating large-scale industrial
dust explosions and (ii) to demonstrate the practical usages of the numerical tool in a parametric study performed
by varying either vent size or ignition location.
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In the following section, the experimental method and setup are briefly described. Then, the numerical method
and setup are reported, followed by results and conclusions.

EXPERIMENTAL METHOD AND SETUP

An 11.5 m® vessel at the REMBE® Research + Technology Center in Brilon, Germany was used to perform the
vented corn starch dust explosions. The corn starch was characterized by a Kgi-value of 220 bar'm/s + 15 %, a
median diameter D5, of 97 pm and a moisture content of 9.87%. The calculated and applied vent area was set to
A,= 0.5 m? in a circular shape. The vent opening was closed with a layer of 70 um low mass aluminium foil with
a static activation pressure (Pgqq¢) 0f 0.1 £ 15 %.

To create an explosive atmosphere inside the vessel two pressurized dust containers were used for blowing the
dust into the test vessel. A dust concentration of 750 g/m?® was chosen. An ignition delay of 800 ms was selected
via multiple tests in order to achieve the required Kgi-value with the above dust concentration.

The resulting explosive atmosphere was ignited using a pair of pyro-technique igniters with a total ignition energy
of 10 kJ in the center of the test vessel. Two pressure detectors P1 and P2 were installed to measure the reduced
maximum explosion overpressures (p,.q) inside the vessel (see Fig. 1). The data was recorded using an
oscilloscope (Tektronix TDS 2014C). A snapshot of the vented corn starch dust explosion is shown in Fig. 2.
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o O o
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Fig. 1. Illustration of the 11.5 m? explosion vessel and the computational domain.

/ B
b AN

Fig. 2. A snapshot of the vented corn starch dust explosion in the 11.5 m?® vessel with a circular vent opening.

NUMERICAL METHOD AND SETUP

In this section, the used combustion model, the input data for the simulation, and the numerical method are briefly
discussed.
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FSC turbulent combustion model

The FSC model [10,11] deals with the following transport equation
ape

. _ . . p(1-¢ 0
- T V- (pué) = V- [p(k + D)VE] + p U |VE| + Mexp (— 7), (1

tr(1+D¢/Kp) T

for the Favre-averaged combustion progress variable ¢. Here, t is the time; u is the flow velocity vector; k is the
molecular heat diffusivity of the mixture; the Favre-averaged temperature T is evaluated using the simplest form
pT = p,T, of the ideal gas state equation; @ is the activation temperature for a single reaction that the combustion
chemistry is reduced to (® = 20000 K in the present work); over-lines designate the Reynolds average, while § =
pq/p is the Favre-averaged value of q with q" = q — §; subscripts u and b designate unburned and burned gas,
respectively; ¢, is the reaction time scale, which is calculated according to Ref. [12].

The turbulent diffusivity D, and burning velocity U, are closed as follows [10,11]

t
Dy =D, o, [1 — exp (— TLLd)], @
1/2 1/2
_ ST T (e -
Uy = Ut,ISP [1 tra + tra exp ( TL )] _ (fflacc) ’ ©
T, Tz

where tf4 is the flame development time counted starting from ignition; D, ., is the fully developed turbulent
diffusivity given by a turbulence model; 7, = D;/u'? is the Lagrangian time scale of turbulence; term T;
belongs to the original FSC model [10]; term T, is based on a study by Gostintsev et al. [13] who discovered a
self-similar regime of flame kernel growth by analysing large-scale gaseous flames; t¢jq¢. is the timing for
activating the flame acceleration mechanism in simulations. Due to the lack of a model or empirical formula, which
could be adopted to evaluate the onset of the self-similar regime, tf;q¢, requires tuning. In this work, tf;q¢. is
chosen for a time instance, which corresponds to a flame position characterized by ¢ = 0.5 at a distance of 1.85
m away from the vent opening.

Utisp = Au'Da/*, (4)

is an intermediately steady turbulent burning velocity [14]; Da = t./1; is the Damkohler number; 7, = L/u’
and L are turbulent time and length scales, respectively; t5 = §,/S;, and §, = k,, /S, are the laminar flame time
scale and thickness, respectively; A=0.4 is the sole constant of the FSC model. The interested reader is referred to
references [10,11,15,16] for detailed information.

Thermophysical properties of corn starch dust

Thermophysical properties are required to calculate the combustion and heat transfer process in the dust explosion
simulation. They include the chemical formula, heat of reaction, standard heat of formation, specific heat capacity,
and adiabatic flame temperature. The chemical formula of C¢H7.8304.08 and the heat of reaction AH,.¢q¢10n=-2 521
kJ/mol for corn starch are taken from a paper by Bradley et al. [6], whereas the specific heat capacity is taken from
the work by Tan et al. [17]. Accordingly, the absolute enthalpy H, [J/kg] is evaluated using the following NIST-
JANAF polynomial equation

Qg

Haes = Rspec,es ( S:CS TS + %TL‘ + %’Iﬁ + %TZ + agcsT + as_cs). ©)

Here, Rgpec,cs 18 the specific gas constant for corn starch measured in J/(kg-K); @g cs, @1 ,cs» G2,cs> Q3,055 Qa,cs and
as s are the JANAF coefficients of corn starch. A summary of the thermophysical properties of corn starch dust
is shown in Table 1.
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Table 1. Summary of thermophysical properties of corn starch dust.

Name Symbol Value
Chemical formular CoH7.8804.98 -
Molecular weight W, 0.16 kg/mol
Standard heat of formation HF_)CS -792.6 kJ/mol
JANAF coefficients Qo,cs -3.2726
A1,cs 0.10056
QA3 cs1 A3.csy Agcs 0
s cs -9 9808

The laminar burning velocity of corn starch dust

Contrary to gaseous flames, available data on the laminar burning velocities for corn starch dust is limited and
controversial. In the present study, the laminar burning velocity S; measured by Dahoe et al. [18] is used, and the
data is fitted using Giilder’s correlation [19] (see Fig. 3) as follows

S, = W¢ne—f(¢—0)2_ (6)

Here, the coefficients W = 0.2145, n = —0.2774, £ = 39.1832, 0 = 0.6 for corn starch dust. Note that the
corrected equivalence ratio includes only the dust which participated in the explosion. The dust concentration is
converted to a corrected equivalence ratio using data on burnt mass fraction reported by Skjold et al. [1, 20].
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Fig. 3. Laminar burning velocity measured by Dahoe et al. [18], and fitted using Giilder’s correlation versus corrected
equivalence ratio.

Numerical setup

The vented corn starch dust explosion was simulated in two stages. First, the dust explosion was simulated in a
closed vessel. When the computed overpressure in the vessel reached a critical value of 0.1 bar (recall that, in the
experiments, the vent panel ruptured at a static activation pressure pg.q¢ €qual to 0.1 bar = 15%), the simulation
was stopped, and the results were saved. These computed results were then mapped to a new computational mesh
created for a larger computational domain to simulate the venting process. The computational mesh covering the
closed vessel (see the vessel part in Fig. 1) has a mesh number of 1.4 million and a mesh size of 6.25 — 25 mm;
the computational mesh covering the whole domain (see Fig. 1) has a mesh number of 2.4 million and a mesh size
of 12.5 — 100 mm. One simulation of the initial flame growth and the flame venting process of a duration 0.35 s
took around three days using 2 nodes with 56 cores on a supercomputer. The initial temperature and pressure are
273 K and 1 atm., respectively. The initial turbulence velocity fluctuation u’ and the integral length scale L are
0.75 m/s and 0.1 m, respectively. Such initial turbulence characteristics are chosen by comparing measured and
computed pressure curves during the first stage of the dust explosion, i.e., ¢ < 0.1 s in Fig. 4. This method is
motivated by the lack of experimental data on the flow characteristics in the large-scale dust explosion
experiments. This method also offers an opportunity to handle uncertainties of the data on laminar burning
velocities, because the computed turbulent burning velocity is affected by the Damkdhler number, i.e., by a
combination of the laminar flame and turbulence characteristics. The dust dispersion process was not modelled. A
homogenous corn starch dust/air cloud was assumed, with a dust concentration being equal to 750 g/m? and the
corrected equivalence ratio being equal to 0.62 at the time of ignition.
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RESULTS AND DISCUSSIONS
Comparison with the experiments

Fig. 4 compares the measured overpressure inside of the vessel wall at P2 (see Fig. 1) and the calculated value.
The k-omega-SST turbulence model [21-23] is chosen instead of the standard k-epsilon turbulence model due to
better agreement in terms of overpressure curve as compared to the experiment. A detailed discussion of the effect
of turbulence models on the computed explosion overpressure can be found in Ref. [24]. The experimental curve
can be studied in four stages: (i) an increase in the overpressure during dust explosion in the closed vessel before
the rupture of the vent panel, i.e., at t < 0.1 s, (ii) a decrease in the overpressure after the rupture of the vent panel,
ie.,at 0.1 <t < 0.12 s, followed by a slow increase in the overpressure at 0.12 < t < 0.16 s, (iii) a rapid increase
in the overpressure at 0.16 < t < 0.30 s, and (iv) a decrease in the overpressure at t > 0.31 s. The simulated
pressure curve follows the experimental data closely.
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Fig. 4. Comparison between measured and simulated explosion overpressures. u'=0.75 m/s, L=0.1 m, tf14.,=0.15 s, k-
omega-SST turbulence model.

Effect of grid size

Grid size is a constant concern for CFD simulations. Figure 5 compares explosion overpressures computed using
two different grid size resolutions in the vessel. The red dashed curve in Fig. 5 shows results computed using a
mesh size of 25 mm inside the vessel, whereas the cyan dash-dotted curve in Fig. 5 shows results computed using
a refined mesh size of 12.5 mm in a 0.7 m radius sphere inside the vessel. A finer grid size yields lower pressure
as compared to a coarser grid size (c.f. red dash-dotted line and cyan dashed lines in Fig. 5). Figure 6 compares
the explosion overpressures computed using two different grid size resolutions at the walls. The red dashed curve
in Fig. 6 shows results computed using five layer mesh at the wall of the vessel and the venting wall, whereas the
cyan dash-dotted curve in Fig. 6 shows results computed without mesh refinement at the walls of the vessel. A
finer grid size at the wall yields a higher explosion overpressure as compared to a coarser grid size at the vent wall
(c.f. red dash-dotted line and cyan dashed line in Fig. 6). It is recommended to have a finer grid size in the vessel
and at the walls (especially at the vent wall) to better capture the propagation of the flame and the flow through
the vent opening. Such a finer mesh was used in the case setups in Fig. 4.
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Fig. 5. The effect of the mesh refinement on the explosion overpressure computed using k-omega-SST turbulence model.
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Fig. 6. The effect of the mesh refinement at the walls on the explosion overpressures computed using k-omega-SST
turbulence model.

Effect of vent size

In this section, the numerical model is applied to study the effect of vent size on the maximum reduced explosion
overpressure, Preq. Since the standard EN 14491:2012 [25] invokes the same correlations as those in the standard
VDI 3673:2002 [26] for calculating the required vent areas for isolated enclosures, only results yielded by EN
14491:2012 [25] are shown here. The parameters used in calculations in the standards and simulations are
summarized in Table 2. Both standards (i.e., EN 14491:2012 [25] for Europe and NFPA 68:2018 [27] for the US)
and the simulations show that the maximum reduced explosion overpressure decrease with an increase of vent area
(see Fig. 7). Furthermore, both the estimations done using the standards and the RANS simulations closely follow
each other, with the simulation results being slightly closer to the estimations for the NFPA 68:2018 standard. For
the current case, the calculations using the NFPA 68:2018 standard are slightly less conservative for a vent area
larger than 0.35 m? as compared to the results yielded by the EN 14491:2012. Similar finding was reported by
Tascon et al. [28]. However, for a vent area smaller than 0.35 m?, EN 14491:2012 standard yields a less
conservative result than that by NFPA 68:2018 standard.

Table 2. Summary of the parameters used in the calculations in the standards and simulations.

Name Symbol Value Unit
Vessel volume |74 11.5 m?
Static activation pressure Dstat 0.1 bar
Vent area A, 0.28, 0.50, 0.79 m?
Deflagration index K¢ 220 bar m/s
Maximum explosion overpressure Pmax 8.7 bar
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Fig. 7. Comparison of the maximum reduced explosion overpressure versus vent area among simulations, standards, and
experiments. NFPA 68:2018 invokes L/D = 1.86, and EN 14491:2012 invokes L/D = 1.41.
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Effect of ignition locations

The developed model and tool can be used not only for parametric studies covered in the standards (see the
previous example), but can also be used for parametric studies that are partly addressed in the standards. Ignition
location is a factor which can affect the vented explosions. Experiments from Bauwens et al. [29] showed that a
back-wall ignition yielded a substantially higher explosion overpressure than that for a central ignition for gaseous
explosions. Castellanos et al. [30] also found that a rear ignition led to a higher explosion overpressure for coal
dust using simulations. For dust explosions EN 14491:2012 and NFPA 68:2018 indirectly consider the ignition
location by applying the correction factors involving L/D, usually calculating the longest path that the flame can
travel to the vent opening. A higher L/D usually lead to a higher explosion overpressure. Especially for gas
explosions the equations are more limited and less precise.

In this study, four ignition positions are studied, i.c., back, center, upper and lower, as illustrated in Fig. 8. All the
ignition points are chosen in a vertical plane cutting through the center of the vessel. The back ignition point is
located at 0.5 m from the back wall of the vessel. The upper and lower ignition positions are located at 0.6 m away
from the horizontal center line of the vessel (see Fig. 8). Figure 9 compares the computed explosion overpressure
for four ignition locations using the original FSC model (i.e., Eq. 3 without the term T.) and the model with
acceleration effect (see Eq. 3). Due to the lack of experimental data on the ignition locations other than center
ignition, the flame acceleration timing is chosen by assuming that the flame position characterized by ¢ = 0.5
reaches a distance of 1.85 m away from the vent opening. Accordingly, the ¢, for back, center, upper and lower
ignition positions is equal to 0.193 s, 0.15 s, 0.143 s and 0.143 s, respectively.

To reflect different ignition locations, the L/D value was adapted for the vent area calculations when applying the
standards. L /D = 1 reflects center ignition or ignition close to the vent opening for both standards. Back ignition
is calculated considering L to be the length from the back ignition location to the vent opening. Accordingly, for
the back ignition vent area calculations EN 14491:2002 and NFPA 68:2018 invoke L/D being 1.31 and 1.56,
respectively. Note that for the NFPA 68:2018 standard, the effect of L/D starts to play a role for L/D > 2.
Furthermore, the L/D calculations between NFPA 68:2018 and EN 14491:2002 slightly differ due to a different
approach in the calculation of the conical part of the vessel.

The simulations clearly show that the back ignition position yields the highest explosion overpressure, whereas
the upper and lower ignition positions yield the lowest pressure. This is also reflected in the vent area calculation
using the EN 14491:2012 standard (c.f. red dotted line and cyan dash dotted line in Fig. 9). Note that the simulated
explosion overpressure using the extended FSC model with the flame acceleration term T, in Eq. 3 yields
substantially higher values than those computed using the original FSC model for the center, upper and lower
ignition positions, but not for the back ignition position (c.f. slash filled bars and backslash filled bars in Fig. 9).

. upper
< back  center

< lower

Fig. 8. Illustration of the ignition locations.
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Fig. 9. Maximum reduced explosion overpressures versus ignition locations.
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Effect of buoyancy force

The effect of buoyancy force is studied by introducing an extra source term in the Favre-averaged Navier-Stokes
equations. Results are shown in red dashed line in Fig. 10. Before 0.29 s, the buoyancy force has no influence on
the computed results, and after 0.29 s, the buoyancy force reduces the calculated explosion overpressure.
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Fig. 10. Effect of buoyancy force on the computed explosion overpressures.

CONCLUSIONS

The vented corn starch dust explosion in an 11.5 m3 vessel was investigated experimentally and numerically. The
numerical approach is based on unsteady 3D RANS simulations using the extended FSC model of the influence
of turbulence on combustion implemented into OpenFOAM. Good agreement between measured and computed
overpressures is obtained. Parametric studies are performed by varying vent area and ignition location using the
developed model and numerical tool. The well calibrated numerical model is especially useful for scenarios which
are not covered in the standards. The numerically efficient extension of the FSC model is promising and deserves
further study in simulations of other experiments with large-scales dust or gaseous explosions.
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ABSTRACT

In this paper the flame structure and propagation of coal particles are studied experimentally and
numerically. The measurements were conducted in a Hartmann tube and a high-speed camera was used to
record the process of the dust explosion. The results show the complex flame shape of coal dust explosion
due to the devolatilization process. The particle clusters are identified as a result of the unevenly distributed
dust cloud prior to ignition. The particle clusters produce more volatile content in the reaction which leads
the flame propagation. In order to understand the particle behaviors in the combustion, the coal particle
content is applied to its characters in the simulation. High temperature is found near the ignition source as
well as high particle load. The number of coal particles in the upper part of the tube gradually decreases
over time, and the flame is mainly maintained by the pyrolysis gas of the middle and lower particles. When
the flame spreads to the top of the tube, a large number of unburned particles are concentrated at the bottom
of' the tube. This is due to the lack of oxygen. When the flame at the top of the tube is extinguished, sufficient
oxygen is supplied to the bottom of the tube and the combustion will continue.

KEYWORDS: Hartmann tube, dust explosion, flame propagation, CFD.

INTRODUCTION

In the new and sophisticated process lines, dust explosion is a potential disaster. The fast explosion
process makes it hard to observe the chemical reactions and transport phenomena. Small explosion
chambers such as Hartmann tube and 20 L sphere were designed to do laboratory-scale experiments
[1]. Some recent research has focused on the flame propagation of different particles, including nano
and microscale particles. The flame shape is affected by particle size. In the dust explosion study of
octadecanol particles [2], when increasing the smaller particle content of the test sample from three
particles (D50 are 43.64 pum, 62.88 um and 101.95 pm), a smoother flame shape was identified.
Besides, the flame leading zone is supported by the volatile gases, and it tends to decompose the
smaller particles in the propagation. The flame propagates more rapidly when the particle consists of
more volatiles [3]. The flame shape is also influenced by turbulence flow when considering the dust
propagation period before the ignition. The uneven flame shape and large numbers of folds and
vortices occur during the combustion process [4].

The experimental instruments are able to provide repeatable results, but also many stays unknown to
us. For example, in the previous study [5], the dust concentration along the MIKE 3 tube prior to
ignition varies due to different particle sizes. A possible way to understand the fundamental
combustion principles and combustion behavior is using CFD simulation. However, the simulation
of dust explosion still faces challenges due to the complexity of phase change and chemical reactions
[6]. To investigate the process, proper simulation models should be used accordingly. The simulation
methods for multi-phase phase flow are Eulerian and Lagrangian approaches. For the Eulerian
method, particles and air are both described as continuum phase, where the solid particle is
implemented with a pseudo liquid model. The percentage of each phase in a cell is defined with a
coefficient alpha. This method is able to determine the flow field properties such as flame propagation
profile out of the embedded chemical reaction model. However, the particle trajectories are not
predicted due to the assumption of the pseudo-liquid model. The Lagrangian method provides the
possibility of a detailed investigation of particle effects. The particles are seen as individuals and data
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such as components and reaction rate is available. While the biggest drawback of this method is the
high requirement of computation time.

In this study, continuous work is carried out to study the explosion process of dust explosion in the
MIKE 3 apparatus in experimental and simulation methods. The open-source toolkit OpenFOAM
version 5 was used in the simulation work.

EXPERIMENT SETUP

.*— door lock

Hi high-voltage electrode

@ﬁ— dispersion pressure
(7 bar overpressure)

® keys for: mlet valve
L ..— ME / outlet valve

moving electrode

compressed air for ME ——| -
compressed ar for purging —/ .

onfoff switch

Fig. 1. MIKE-3 apparatus from Kuehner AG [7].

The experimental apparatus used in the study is shown in Fig. 1. MIKE 3 is a modified Hartmann
tube that is widely used in laboratories to test the minimum ignition energy of powders. The apparatus
consists of the dispersion tube, dispersion system, pneumatic system, high-voltage electrodes,
measurement and detection system. An additional high-speed video camera was set to record the
experiment process. For each dust class, tests were repeated five times to assure consistency of the
measurement results. All the tests are carried out under ambient pressure and temperature condition.

Table 1. Element analysis of the coal sample, air-dry basis

Element analysis (wt.%)

C H (0] N S

Coal 73.9 4.87 4.81 1.47 -

Fig. 2. SEM image of the coal sample.
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The sample used in the experiment is black coal with a density of 1007 kg/m?>. The bulk coal was
processed into smaller particle sizes. A ball mill was used firstly to grind the bulk coal and then the
coal dust was sieved into a particle size range of 71 - 125 pm. The pulverized coal was dried in an
oven at 100 °C for 12 hours. The element analysis result of the coal sample is shown in Table. 1. The
scanning elctron microscopy (SEM) image of the coal sample is shown in Fig. 2. In the experiment,
900 mg of dust sample was put on the curved bottom under the nozzle. When the experiment started,
an air blast was released from a high-pressure container into the dispersion tube. The dust is lifted
with the high turbulence flow and forms a cloud in the dispersion tube. According to the test standard
in dust explosion, the spark discharge is drawn from the electrodes at the height of 100 mm above the
tube bottom after a certain time from the dust dispersion. The delay of the discharge time from the
onset of air blast is the ignition delay time, which is 60 ms in the tests. The ignition delay time decides
the turbulence level, dust cloud concentration in the flow domain at the instant of spark ignition. The
ignition energy is set at 1000 mJ to ensure dust ignition. A detailed introduction and result analysis
of the dust explosion experiment can be found in documents [8,9].

MODEL DESCRIPTION

Current study is based on OpenFOAM 5.x version, in which the solver coalChemistryFoam was
employed. The coalChemistryFoam is a transient, compressible solver with the utility of chemical
reaction and multiphase flow. The solver uses RANS (Reynolds-Averaged Navier Stokes) model as
the turbulence model and closed up with k-epsilon model. The evaporation and devolatilization of the
particles were also modelled. The Lagrangian particles was used to couple with the gas, which the
trajectories are tracked in the combustion process.

To track the particle movement, the Newton’s second law was used as considering all the forces
exerting on each particle.

92 -
my ?sz =m, [FD(U - up) + g—(p;;p p)] Q)
where m,,, u,, p, are the particle mass (kg), velocity (m/s) and density (kg/m’), respectively. The
terms on the right hand side of the Eq. (1) are the drag force and gravity. The drag force
myFp (u — up) is calculated depending on the particle Reynolds number (Re,) and drag coefficient
(Cp) [10].

__0.75uCpRey

FD - ppd%, (2)
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d,, represents the particle diameter (m), and u is the dynamic viscosity (kg/m-s) of the fluid. Due to
the interaction of the two phases, more forces are taking part in the dispersion. In this study, the forces
in the two-phase system, such as the pressure difference on particles owing to the difference of
velocity (lift force), are not considered. The lift force has a negligible influence on the trajectories of
particles [10]. Considering the micro size of particles, the buoyancy force and drag forces have a
significant influence on the dispersed phase.

Due to the coal samples being dried prior to the experiment, the adsorbed water content is zero.
Therefore, the liquidEvaporation models are deactivated. According to the Thermogravimetric
analysis, the coal particles have 34.77% of the volatile gas component until 1200 K, which includes
52.71% CHa, 47.29% COas. The solid part of the coal at 1200 K consists of 16% incombustible ash
and 84% carbon molecules. The constantRateDevolatilization model was used to calculate the coal
decomposition with a constant rate in the form of a single-step Arrhenius expression:
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Eav
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m

A, and E ,, are the pre-exponential coefficient (kg/s) and activation energy (J/kg-K). Yi represents
the gas components in the coal particles. In calculating the Lagrangian particles, the numerical scheme
loops through all Lagrangian particles, the pyrolysis gases from the particles are updated by using the
Eq. (4), which uses the temperature and particle mass in the cell where the particle is located. These
become the source term of the gas phase equation. Other properties such as velocities, temperature,
gas-phase density are also calculated by the mass and energy conservation equations.

The surface reaction considers the direct reaction of carbon and oxygen on the surface of the particle:

C(s)+0, - CO, 4)

where the oxygen from the gas phase is consumed and carbon dioxide is produced from the
heterogeneous reaction. The diffusion-limited surface reaction model is used to specify the surface
reaction rate, which is limited by the oxygen diffused to the particle surface [11,12].

am Yo,ToP
—L = —4nd,D, 92 (6)

LM T+ Teo

where D; ,,, represents the diffusion coefficient for oxygen (m?/s). Yy, is the local mass fraction of
oxygen in the gas at the surface of the particle.

The devolatilization process is followed by a series of chemical reactions due to the release of
combustible gases. The evolved gases take part in the computational cell in the gas phase and
participate the homogeneous reaction. One chemical reaction mechanism for CH4 was considered in
the simulation.

CH,+20, - CO, + H20 )

The reaction rate is represented by an irreversible Ahrrenius equation, where only CH4 is combusted
in the gas phase:

. Ea,v
ey, = Men,AveX P (_ RTOO) ®)

The reaction model in the gas phase used PaSR (Partially Stirred Perfect Reactor) model. In each
simulation cell, the reactants are perfectly mixed only in part of cell. This model considered the
chemical scale and time scale to prevent overpredicting of the chemical reaction process. A robust
chemical reaction solver Seulex was used.

According to the movement momentum, chemical reaction, heat transfer from the particles, the
momentum, chemical component, and energy level in each computation cell are affected by the
particle sources. The sources are registered as source terms in the conservation equations in the gas
phase transportations.

L y.p=5P

—+V-p =S5 ©9)
a

TRV (pu) = V2 (pepsu) +V p = Sp, (10)

where p is the density of the fluid (kg/m?). u is the fluid velocity (m/s). ¢ is mass flux (kg/m?'s). i, ff
is effective viscosity (kg/m-s). p is fluid pressure (Pa). Sf and S;’u are the source terms from the solid
phase.
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NUMERICAL DOMAIN

The three-dimensional numerical domain for the current model is shown in Fig. 3, which has the exact
dimensions as the explosion tube in MIKE 3 apparatus. Itis a 1.2 L verticle cylinder with a dimension
of 300 mm in height and 68 mm in diameter. The spark ignition source is located at the center of the
tube at the height of 100 m. The geometry is discretized into 600 000 hexahedra cells. The grid sizes
range from 1 mm to 2 mm, which is enough to capture the intensive heat transport. The top of the
tube is outlet, and the others are walls as the boundary condition. The initial temperature in the internal
field is 300 K.

Fig. 3(b) indicates the particle positions at the instant of spark ignition. The positions are obtained
from previous simulation results in the particle propagation simulation [13]. The spark ignition is set
as a sphere region with a 6 mm radius. The temperature in the ignition source is 2000 K. It starts from
0.001s and lasts for 0.01s in order to ignite the particles. The particles are set as monodispersed with
a diameter of 125 pm. The total ignited particle mass is 900 mg, and the mass parcel basis is used.
The solid particles are two-way coupled with the flow domain. A summary of the simulation
parameters used in the present study is shown in Table 1.

Outlet

68 mm

300 mm Wall

ww Q0T

(2) (b)

Fig.3. Schematic of three-dimensional computational domain indicated the ignition source position. (a) the
geometry scale and boundary conditions; (b) the initial position of the dust cloud.

Table 1. Simulation parameters used in the model.

Parameter Value
Fluid Air
Solid Coal dust
Particle size (um) 125
Dust concentration (g/m?) 750
Particle density (kg/m?) 1007
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Ambient pressure (Pa) 100 000
Temperature (fluid) (K) 300
Temperature (solid) (K) 300
Ignition temperature (K) 2000
Cell size (m) 0.001 ~0.002
Simulation time (ms) 180
Ignition period (ms) 1~11

RESULTS
Flame propagation in the experiment

Figure. 4 shows a series of recorded images of the flame propagation of coal dust at a concentration
of 750 g/m? and particle diameter of 125 pm. At 0.001 s, a faint flame shows after the spark ignition
which propagates slowly during several milliseconds, which could be due to the burning of small and
easily released volatile particles of coal particles which leads to weight loss. The particles are
separated by the volatiles released from the heated particles. When the oxygen diffused to the
surrounding of the particle, the combustible volatile gases react. The heat from combustion continues
to heat up the separated particles. The flame starts to be luminous, which is a diffusion-controlled
reaction. The flame shape is irregular due to the particle suspension conditions at the instance of
ignition. As seen in 0.03 s, the flame has a direction towards the left wall because more particle
accumulation means more reactant. The flame propagates along the wall and continues to heat up
particles nearby. Therefore, the particles on the right side of the tube are ignited. The flame has a very
luminous part in the active reaction center due to the high volatile content released from particles.
This also explains the discontinuous flame front. The flame top front is hard to capture as a result of
scattering burning particles, which can be observed in 0.07 s. Similar irregular flames were also
observed by Kern [14], who did flame propagation experiments using lycopodium particles in a 2-
meter long cylindrical tube. Different from his result, the flame in the MIKE 3 does not propagate to
the bottom of the tube intensely due to the lack of oxygen. Only part of the dust is combusted, which
can be identified from 0.04 s to 0.08 s. Similarly, the particle concentration towards the right bottom
of the tube is higher and more combustion heat is produced, indicating a lower temperature gradient
in the neighborhood of the particle. The high particle concentration part is named particle clusters in
the study of Hosseindach [9]. The flame reached the top of the tube at 0.08 s. After that, the flame
still burns as the flame extinct and more oxygen is diffused to the tube bottom.

0.001s 0.003s 0.01s 0.02s 0.03s 0.04s 0.05s 0.06s 0.07s 0.08s

Leep

Fig. 4. High-speed images of coal cloud flame.
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Flame propagation in simulation

Figure. Fig. 55 shows the flame propagation in the simulation with the experimental results on the left
of each group of subfigures. The yellow dashed line marks the height of the ignition source. The
particle starts to form a flame at 0.1 s due to the lower heat transfer from the ignition source. It is
different from the experiment, where the flame forms at 0.003 s right after the spark discharge because
of high energy transfer. Such a high energy transfer condition is hard to achieve in the simulation due
to the instability and unknown material property at very high temperatures [15]. This problem arises
in the Lagrangian method because the heat exchange of gas phase and particles is calculated. The
temperature of the gas phase is limited by the Janaf thermal model.

It can be observed from Fig. 5 that the flame gradually spreads to the top of the tube. At 0.18 s, the
flame front reaches the outlet. The propagation lasts for 0.08 s, which is in good agreement with the
experiment result. At 0.1 s, the coal particles near the ignition source start to lose volatile content.
The volatiles in the surroundings of the particle combusts due to the high temperature. After that, the
ignition source is removed, and the heat transfer continues with the heat of combustion. The presence
of darker coal particles can be found near the yellow line. The particle temperature is lower due to the
release of volatile content. There is also a temperature gradient around the particles. The highest
temperature in the field locates neighboring the particles, where active homogeneous combustion
takes place. Due to air expansion and buoyancy, the flame spreads upward. In the meantime, the
burning particles simultaneously drive the flame to the bottom of the tube as a result of gravity. The
particle concentration is higher near the yellow line compared to the upper part of the tube. These
particle clusters yield more combustible gases and higher combustion heat. The particle in the
simulation are concentrated near the electrodes (see Fig. 3) and settle down during the combustion
when no initial velocity field exists. Therefore, the flame has a different shape from the experiment.

0.001s 0.10s 0.02s 0.12s 0.04s 0.14 s 0.06 s 0.16s 0.08s 0.18s

Tsim (K)
1.6e+03 =

300

Fig. 5. Coal cloud flame propagation of simulation and experiment over time with the ignition height marked
by the yellow dashed line.

Particle combustion behavior

The coal particle decomposition level is shown in Fig. 6. The Ygas represents the particle volatile
content varying from 0 to 1. When the Ygas equals 0, all the volatiles from one particle is released by
the devolatilization. At 0.1 s, the particles in the ignition source region are heated up and release a
large percentage of gas volatiles. The particles decrease into a lower location due to gravity. The high-
temperature volatile gas moves upwards due to the buoyancy and is combusted when the oxygen is
diffused to the particle surrounding. The fully decomposed particles become more in the lower part
of the tube, where more active combustion happens due to the high particle concentration. At 0.16 s,
the particle number is low in the upper part of the tube and the particles are mostly maintained
undecomposed. This indicates that the fuel in the flame front is raised from the middle of the tube. At
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0.18 s, the flame reaches the outlet, while high particle accumulation is found at the bottom of the
tube. Those particles are not combusted due to the lack of oxygen.

0.10s 0.12s 0.14 s 0.16 s 0.18 s
Fig. 6 Coal particle volatile content over time.

CONCLUSION

The flame structure and propagation in the dust/air mixture flames are hard to capture due to the fast
reaction process. The particle trajectories and devolatilization behavior are rarely investigated in the
dust explosion. In this study, experimental and simulation work has been conducted in order to
understand the flame propagation and dust behavior in the MIKE 3 apparatus.

The coal sample with narrow size distribution was used in order to do further research in comparing
the particle size influence in the dust explosion. The other reason is to prepare the experiment in order
to simplify the particle size distribution in the simulation. The volatile content was obtained by a
Thermogravimetric analysis and was applied to the CFD (computational fluid dynamics) simulation.

In the experiment, the flame propagates in the direction of particle clusters where more combustible
gases are present. As a result, the flame direction is more or less uncertain, and the flame shape is
irregular. The flame propagates mainly upward, where there is more oxygen entrainment. At the
bottom of the explosion tube, the flame also propagates to the particle clusters but at a very slow speed
due to lower oxygen diffusion.

The simulation flame starts at 0.01 s, which is slower than the experiment because of the limitation
of the energy source term in the model. It takes the same time as the experiment for the flame to reach
the top of the tube. The flame shape is not exactly matching the experiment results. It can be explained
by the reasons:

(1) The particle position in the simulation used is mostly accumulated near the electrodes.
During the combustion, the particles settle down. Therefore, fewer particles are combusted
in the simulation than in the experiment. The particle clusters in the experiment are random,
and the flame shape can not be exactly reproduced. The distributed particle concentrations
over the domain can be studied.

(2) The initial field of the fluid domain is assumed with no velocity. This will result in less heat
and mass transport. However, in reality, there exists high turbulence flow in the fluid domain
during ignition.

64



Proceedings of the Tenth International Seminar on Fire and Explosion Hazards (ISFEH10)

(3) The monodispersed particles lead to the same sedimentation speed. With the overall constant
devolatilization rate, the gas volatiles are not accurately predicted. However, this is hard to
be improved. This simplification is to reduce the computation time.

Further studies will be carried out to investigate the gas species consumption in the explosion. The
different particle sizes and initial particle positions are in consideration for parameter analysis. New
models would be implemented in order to obtain more accurate results.
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ABSTRACT

Hybrid mixtures of combustible dusts with flammable gases/vapors present explosion hazards across
various industries. To evaluate these hazards, and design appropriate explosion protection, it is often
necessary to characterize reactivity parameters of hybrid mixtures, such as the deflagration index and the
maximum explosion pressure. When test data for reactivity parameters are unavailable, simple methods are
needed to estimate these parameters for engineering purposes.

Recently, a large-scale test setup was developed at FM Global to study hybrid-mixture explosions, and the
initial results examining cornstarch-propane-air mixtures are discussed in this paper. These results, along
with experimental literature data, are compared with existing estimation methods for reactivity parameters
included in the NFPA 68 and EN 14491 standards and an improved method is proposed to reduce overly
conservative estimates at gas/vapor concentrations below the lower flammability limit.

KEYWORDS: Explosions; Hybrid mixtures; Large-scale testing

INTRODUCTION

Hybrid mixtures of combustible dusts with flammable gases/vapors and oxidizer pose explosion
hazards in industries such as mining, power generation, pharmaceutical, agriculture and food, and
other manufacturing (e.g., polymer, paint) [1]. Hybrid-mixture explosion hazards can exist both
within process equipment, for example when a combustible dust is suspended and mixed with a
vaporized solvent, or in larger enclosures, such as in mines where coal dust and methane gas may
both be present.

Reactivity parameters for explosion protection design

Reactivity parameters considered in the design of explosion protection for combustible dusts, such as
explosion venting, include the dust deflagration index, Ks;, and the maximum explosion pressure,
Prnax. The former represents the maximum rate of pressure rise, (dP/d¢)max, observed in a 1-m? vessel.
The scaling to test volumes V other than 1 m? is accounted for using the following relation [2]:

dP
Ko = [— 1/3 1
se=( dt)maxv )

Test standards including ASTM E1226 [3] provide methods for measuring Ks; of dust samples using
standardized test equipment such as 20-L or 1-m? spheres. Dust reactivity is typically classified in
groups, that is, St-1 (Ks < 200 bar-m/s), St-2 (200 bar-m/s < Ks; < 300 bar-m/s), or St-3 (Ks; > 300
bar-m/s). Equation (1) is also often used to evaluate dust explosion tests performed in non-standard
equipment, such as large-scale vessels, to obtain the test-specific effective deflagration index, Kesr.
Although there are limitations to the use of empirical parameters such as Ks; and Kefr in characterizing
explosion reactivities, current explosion protection guidance largely relies on these parameters. The
development of alternative methods for characterizing reactivity is an active area of research.

To determine the reactivity parameters of hybrid mixtures, standardized test equipment can be
modified to pre-charge the explosion vessel with flammable gas/vapor before injecting dust and
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igniting the hybrid mixture. While these small-scale tests provide an important relative comparison
of reactivity between different hybrid mixtures for engineering purposes, the deflagration physics
differ significantly between these tests and large-scale explosions. Additional tests need to be
performed at realistic scales to study the phenomena governing industrial explosions.

For hybrid mixtures where test data are not available, methods are needed to estimate reactivity
parameters for engineering purposes. NFPA 68 [4] and EN 14491 [5] provide such methods:

1. NFPA 68 estimates the deflagration index and maximum explosion pressure of hybrid
mixtures at Kp = 500 bar-m/s and Pmax = 10 bar(g), respectively, under the following
conditions:

e The flammable gas/vapor has a laminar burning velocity <1.3 times that of propane
(according to NFPA 68: 1.3 x 0.46 m/s = 0.60 m/s), and

e  The combustible dust is characterized as St-1 or St-2.

2. EN 14491 allows for estimating the reactivity parameters at K, = 500 bar-m/s and Pmax = 10
bar(g), under the following conditions:

e The flammable gas/vapor has a K, < 100 bar-m/s (K, is the deflagration index of the
gas/vapor, obtained under initially quiescent conditions according to EN 15967 [6],
where a value of 100 bar-m/s is representative of propane), and

e  The combustible dust has a Ks; < 300 bar-m/s, and

e The “main component” of the hybrid mixture is the combustible dust.
Published experimental studies on hybrid-mixture reactivity

Previous studies on hybrid-mixture explosions and their reactivity parameters have evaluated a wide
range of gases/vapors and dusts using mostly small-scale (20-L) and medium-scale (1-m?) test
equipment. Table 1 summarizes the test volumes, combustible dusts, and flammable gases/vapors
used in published studies, whose data will be used in this work to evaluate methods for estimating
reactivity parameters.

Table 1: Published experimental studies on hybrid-mixture explosions.

Reference Test volume Dust Gas/vapor
Bartknecht [2] I m? Cellulose, Propane
Pea flour,
Optical brightener
Chatrathi [7] I m? Cornstarch Propane
Kosinski et al. [8] 20L Carbon black Propane
Amyotte et al. [9,10] 20L Polyethylene Propane, Ethylene
Jietal. [11] 20L Lycopodium Methane
Garcia-Agreda et al. [12] 20L Nicotinic acid Methane
Addai et al. [13] 20L Lycopodium Methane, Hydrogen
Sanchirico et al. [14] 20L Nicotinic acid Acetone
Hossain et al. [15] 20L Microcrystalline Ethanol, Methanol,
cellulose (MCC), Isopropanol
Lactose
Dufaud et al. [16] 20L Magnesium stearate, Ethanol, Diisopropyl ether,

Nicotinic acid,
Antibiotic

Toluene
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Scope of this study

A large-scale test setup was developed at FM Global to study explosions of hybrid mixtures. A first
series of tests with cornstarch-propane-air mixtures is discussed in this paper with a focus on reactivity
parameters. Methods provided by NFPA 68 and EN 14491 standards for estimating reactivity
parameters are then evaluated against experimental literature data and the data obtained in this study.
Using these results, an improved method is proposed to reduce overly conservative estimates of
deflagration indices at gas/vapor concentrations below the lower flammability limit.

EXPERIMENTAL METHODOLOGY

This section introduces the test setup and procedure, discusses the choice of ignition source, provides
the properties of the gas and dust fuels used, and summarizes the diagnostics.

Test setup and procedure

Figure 1 shows a schematic of FM Global’s 8-m* explosion vessel used in the present study, equipped
with four dust injectors. Each injector assembly comprises a 150-L air cannon, a manifold that accepts
a dust container, a fast-acting valve that isolates the injector from the vessel shortly before ignition,
and a hemispherical perforated injection nozzle protruding into the vessel. Further connections at the
vessel include supply lines for gaseous fuel and dry air, gas sampling, and vacuum. This system can
perform dust, gas, or hybrid-mixture explosions.

To prepare for a hybrid-mixture explosion test, the vessel is flushed with dry air, supplied with
gaseous fuel, and mixed using a circulation pump. The mixture composition is verified using gas
sampling. Dust is loaded into the dust containers, all air cannons are pressurized with air, and the
vessel is partially evacuated. All air cannons are fired to inject dust and generate turbulence inside the
vessel, and ignition is triggered after a desired delay that controls the turbulence intensity at the time
of'ignition and therefore the effective reactivity of the mixture. Since air injection from the air cannons
dilutes the gaseous fuel-air mixture, the mixture prepared before injection contains a pre-determined
fuel concentration that exceeds the desired final concentration. Preliminary testing and gas sampling
showed that the desired final fuel concentration is reached with an uncertainty of +0.1% by volume.

dust container
Y,
air cannon ,/

injection
_ nozzle

v

fast-acting —
valve —{><]— gas supply
vacuum/air —N— -D<]— gas sampling

Fig. 1: Schematic of 8-m? vessel used in this study, including injection system and gas lines.
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Ignition source

This study used a standard ignition source commonly used for dust reactivity testing, which consists
of two 5-kJ Sobbe chemical igniters, located at the center of the vessel. The igniters were oriented
horizontally, facing the vessel side-walls in opposite directions. Tests were also performed where the
total ignition energy was varied in a range between 2 kJ and 10 kJ, and no significant changes in the
measured values of Kefr or Pmax for turbulent cornstarch-air or propane-air mixtures were found.

Gas and dust fuels

This study used propane and cornstarch as representative gas and dust fuels, respectively. Propane
was instrument-grade, with a minimum purity of 99.5%. The cornstarch dust was submitted for
reactivity testing according to ASTM E1226, resulting in a Ks; value of 155-166 bar m/s and Pmax of
7.9-8.1 bar(g), at an optimum concentration of 750 g/m?. The dust was dried before large-scale testing
to a maximum moisture content of 1% by weight.

Diagnostics

Measurements of explosion pressure were taken using a piezoresistive pressure transducer (Kistler
4260A) located at the side of the vessel. Additional transducers near the top and bottom of the vessel
were used to verify the measurement. The gas sampling system included a custom-built infrared
absorption measurement and a speed-of-sound measurement (SRS BGA244) to measure the gas
concentration in the vessel prior to dust injection.

LARGE-SCALE EXPLOSION TEST RESULTS

The following sections discuss two series of explosion tests conducted at two different ignition delay
times, 650 ms and 550 ms. In this test setup, these delays produce explosions representative of St-1
and St-2 hazards, i.e., the Kerr of cornstarch at an optimum concentration (750 g/m?) reaches values
of 200 bar'm/s and 300 bar'm/s for 650 ms and 550 ms ignition delays, respectively. The
concentrations of cornstarch (0 g/m3; 100 g/m?; 750 g/m?) and propane (0%; 1.05%; 2.1%; 3.0%;
4.0%; 5.0% by volume) were varied for each ignition delay to investigate the effect of the hybrid-
mixture composition on the reactivity parameters Kerr and Prax.

Reactivity parameters at 650 ms ignition delay

The reactivity parameters Kegr and Prax at 650 ms ignition delay are shown in Figs. 2(a) and 2(b),
respectively, for propane-air mixtures without dust (0 g/m? CS), mixtures with a low concentration of
dust (100 g/m* CS), and an optimum dust concentration (750 g/m* CS). Two tests were performed for
each condition.

The optimum concentration of dust shows K. = 200 bar-m/s at 0% propane, see Fig. 2(a), and a
moderate increase with increasing propane concentration, peaking at about 3% propane and 253-285
bar-m/s, and decreasing toward higher propane concentrations. The series of tests at low dust
concentration show a strong increase in K. with increasing propane concentration, from 30-34
bar-m/s at 0% to 407-459 bar-m/s at 5% propane, which is driven by the reactivity of the gas
component. Hybrid mixtures with low dust concentration exceed the deflagration indices of pure
propane-air mixtures throughout the entire range of tested concentrations. At 100 g/m*® dust
concentration and 5% propane, the value of K. averaged between the two tests conducted at this
condition exceeds the average value of K. for pure propane by 9%.

Figure 2 (b) summarizes Pmax values. At optimum dust concentration, addition of propane leads to a
decrease of Pmax, Whereas at low dust concentration, addition of propane increases Pmax. Likewise,
Pmax increases for pure propane-air mixtures with increasing propane concentration. The peak value
of Pmax Within this series of tests occurs at the optimum dust concentration and 0% propane.
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Fig. 2: Reactivity parameters at 650 ms ignition delay. K, left panel (a), and Pmax, right panel (b).
Reactivity parameters at 550 ms ignition delay

Selected mixture compositions were tested at a shorter ignition delay time of 550 ms, to investigate
the effect of initial turbulence. Reactivity parameters are shown in Fig. 3.

As expected, the values of K. at a delay of 550 ms, see Fig. 3(a), exceed those observed at 650 ms
delay due to higher initial turbulence. The optimum concentration of dust shows Kerr = 300 bar-m/s at
0% propane and a slightly lower value of 272-284 bar-m/s at 5% propane. Further testing would be
needed to investigate the cause of this decrease in Kes, compared to the relative increase observed at
650 ms delay. At 100 g/m? dust concentration, Kefrranges from 37-45 bar-m/s at 0% propane to 526—
585 bar'm/s at 5% propane. Pure propane at a 5% concentration reaches comparable Kesr values of
532-559 bar-m/s.

Values of Pmax shown in Fig. 3 (b) are generally similar to the values observed at 650 ms ignition
delay, which indicates that the faster rate of combustion at 550 ms delay does not lead to significant
changes in the magnitude of heat loss experienced during the explosion.
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Fig. 3: Reactivity parameters at 550 ms ignition delay. K., left panel (a), and Pmax, right panel (b).

DISCUSSION

This section evaluates the methods provided in NFPA 68 and EN 14491 for estimating the hybrid-
mixture deflagration index against experimental data, proposes an improved method that reduces
overly conservative estimates at low gas/vapor concentrations and, lastly, discusses representative
values of maximum explosion pressure.
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NFPA 68 and EN 14491 estimates of the deflagration index

Figure 4 shows a comparison between experimental data (gxp) and estimates from NFPA/EN
standards (xrpa/en) for the deflagration indices of hybrid mixtures, Ku, as a function of volumetric
gas/vapor concentration, X, normalized by the concentration at the lower flammability limit, Xirr, of
each gas/vapor in air. Estimates are conservative for gas/vapor concentrations below the LFL where
experimental values are over-estimated by up to 470%. Above the LFL, NFPA/EN estimates are
conservative for 71% of all considered data points. The maximum under-prediction of 34% occurs
for a hybrid mixture of carbon black with propane [8].

Overall, the NFPA/EN estimates provide a reasonable upper bound to the experimental deflagration
indices for the present hybrid mixtures. At low gas/vapor concentrations, however, the methods can
significantly over-predict Ky, which can lead to unnecessarily conservative and potentially infeasible
explosion protection designs and excessive cost.
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Fig. 4: Comparison between experimental literature values of K, and estimates from NFPA/EN
methods.

Improved engineering method for estimating the deflagration index

An improved engineering method is proposed for estimating hybrid-mixture deflagration indices,
which reduces the overly conservative estimates of the NFPA/EN methods at low gas/vapor
concentrations. The method estimates K based on the deflagration index of the dust involved, Ks;, by
increasing the Ks; value by empirical margins that depend on the concentration of the flammable
gas/vapor.

The hybrid-mixture deflagration index, K, is estimated as follows:

1)  When the hybrid mixture has a gas/vapor concentration less than the gas/vapor LFL, assume
K = Ks + 150 bar-m/s.

2) When the hybrid mixture has a gas/vapor concentration between the gas/vapor LFL and 1.5
times the LFL, assume K, = Ks; + 300 bar-m/s.

3) When the hybrid mixture has a gas/vapor concentration greater than 1.5 times the gas/vapor
LFL and the gas/vapor has a fundamental burning velocity of 0.5 m/s or less, assume
K = max (Ks¢ + 300 bar-m/s ; 500 bar-m/s).

To prevent under-conservative estimates, this method should not be applied for metal dusts or
gas/vapor concentrations higher than 1.5 times the gas/vapor LFL if the fundamental burning velocity
of the gas/vapor at optimum concentration exceeds 0.5 m/s.
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Figure 5 compares the estimates from the proposed method (rvm) against experimental data (gxp).
Below the LFL, the proposed method yields significantly more realistic predictions than the
NFPA/EN methods. Above the LFL, predictions are comparable to NFPA/EN. Additional data are
included in this comparison for hybrid mixtures containing hydrogen [13] and ethylene [9,10] at
concentrations below the LFL, showing conservative estimates using the proposed method.
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Fig. 5: Comparison between experimental literature values of K, and estimates from the proposed
method.

Similar to the comparison against small-scale and medium-scale literature data, the proposed method
can be evaluated against the large-scale experimental data obtained in this work for cornstarch-
propane-air mixtures. To consider the inherent differences between standardized small-scale setups
and large-scale tests, including the differences in initial turbulence at different ignition delays, the
effective deflagration index K.fr of the dust at 0% propane measured in the large-scale test is used in
lieu of the dust Ks; to exercise the estimation method. Figure 6 compares experimental (gxp) and
estimated (pm) values of Kerr. The proposed method provides conservative estimates, accounting for
the effects of dust and gas concentrations and ignition delay.
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Fig. 6: Comparison between large-scale experimental values of K (averaged between pairs of tests
for each condition) and estimates from the proposed method.

While the proposed method can be used to estimate deflagration indices of hybrid mixtures for a wide
range of gases/vapors and dusts, it remains preferable to obtain reactivity parameters of hybrid
mixtures experimentally, using standardized test equipment.
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Representative values of maximum explosion pressure

Experimental values of maximum explosion pressure, Pmax, were collected from the literature and the
present large-scale explosion tests and are summarized in Fig. 7 with values ranging between about
6 bar(g) and 10 bar(g) and a most representative value of about 8 bar(g). NFPA 68 and EN 14491
standards estimate Pnax at 10 bar(g), which provides an upper bound to the present experimental data.

Whether this upper bound is a reasonable value to be used for explosion protection design, depends
on the application:

e  Designs of explosion containment should generally be based on a high estimate of Ppay; the
NFPA/EN methods therefore provide a reasonable estimate for the mixtures included in
Fig. 7, and similar mixtures with comparable energetics.

e For designing explosion venting, the specific mathematical vent-sizing method used should
be reviewed to determine whether a high or low estimate of Pmax results in a conservative
vent size.

Metal dusts, which often produce values of Pm.x exceeding 10 bar(g), are not covered by the
NFPA/EN methods or the present experimental data and should be addressed individually.
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Fig. 7: Summary of maximum explosion pressures from literature studies and present large-scale
tests.

CONCLUDING REMARKS

This study examined hybrid-mixture explosions with a focus on reactivity parameters, i.e., the
deflagration index and maximum explosion pressure, using large-scale experiments in an 8-m3
explosion vessel and a survey of literature studies. These reactivity parameters are needed when
assessing explosion hazards and designing explosion protection, and are obtained either from
standardized testing or estimated when test data are unavailable. Available methods for estimating
these parameters were evaluated and an improved method was proposed in this paper.

Large-scale experiments were performed with cornstarch-propane-air mixtures in a wide range of
propane (1.05%-5.0%) and cornstarch (0 g/m?; 100 g/m?; 750 g/m?) concentrations. A worst-case
composition of 5% propane and 100 g/m> cornstarch produced deflagration indices of 407-459
bar-m/s and 526585 bar-m/s for ignition delays of 650 ms and 550 ms, respectively. The maximum
explosion pressure among all conditions was 8.4 bar(g) for a mixture of 750 g/m3 cornstarch and 0%
propane.
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The comparison of methods from the NFPA 68 and EN 14491 standards, used to estimate reactivity
parameters for hybrid mixtures, with experimental literature data showed that these methods are
overly conservative for mixtures with gas/vapor concentrations below the lower flammability limit.
An improved method was presented that considers the concentration of gas/vapor and the reactivity
of the dust to estimate the deflagration index. This method significantly improves the quality of
predictions especially below the lower flammability limit, which will result in more accurate
explosion risk assessments and allow for more feasible explosion protection designs.

Future work should continue to address the gap between small-scale reactivity testing and the
significantly larger scales of industrial hybrid-mixture explosions at realistic turbulence conditions.
Advanced reactivity concepts should be developed that allow for predicting the dynamics of hybrid-
mixture explosions and their consequences.
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ABSTRACT

Recent developments in the modelling of puffing and micro-explosions are reviewed. The focus is on
relatively simple models, compared with Direct Numerical Simulations, which, despite their simplicity, are
able to capture the most important features of the phenomena. The most recent model is based on the
analytical solution to the one-dimensional heat transfer equation in a composite droplet, assuming that a
spherical water sub-droplet is placed exactly in the centre of a spherical fuel droplet. The analytical solution
to this equation with the Robin boundary condition at the droplet surface was obtained, implemented into
the numerical code, and used at each time step of the calculations. The effects of thermal swelling and
evaporation, using the Abramzon and Sirignano model, are considered. The radiative heating of the droplet
is considered assuming that the droplet is semi-transparent. The effect of a supporting wire is taken into
account assuming that heat supplied from the wire is distributed instantaneously and homogeneously
throughout the whole droplet volume. The effect of relative movement between the droplet and gas is taken
into account considering a non-self-consistent model, in which this effect on the Nusselt and Sherwood
numbers was considered but not on the recirculation inside the droplet. The start of puffing/micro-explosion
is linked with the time instant when the temperature at the water/rapeseed oil interface reaches the water
nucleation temperature. The model predictions are shown to agree with experimental data referring to times
to puffing/micro-explosion for droplets placed in ethanol (temperature 1,120 K) and propane/butane
mixture (temperature 1,400 K) flames.

KEYWORDS: Droplets, puffing, micro-explosion, nucleation temperature.

NOMENCLATURE
p density (kg/m®)
c  specific heat capacity (J/(kg-K)) T, time to puffing/micro-explosion (s)
h  heat transfer coefficient (W/(m?-K)) Subscripts
k  thermal conductivity (W/(m-K)) B boiling
Ja  Jakob number d  droplet
L latent heat of evaporation (J/kg) ef f effective
P source (radiation) term in Eq. (1) (K/s) g gas
R  distance from the droplet centre (m) F liquid fuel
Ry droplet radius (m) N nucleation
T  temperature (K) s surface
t  time (s) v vapour
w  water
Greek 0 initial

k  thermal diffusivity (m?%/s)
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INTRODUCTION

Adding water into fuel droplets is known to lead to their puffing (partial disintegration into relatively
large child droplets) and micro-explosion (complete disintegration leading to the formation of a cloud
of aerosols). Typical images of these processes are shown in Figure 1. The experiments were
performed in a heated furnace in which the droplets were supported by a nickel-chromium alloy wire
of 0.2 mm diameter as in the experimental setup described in [1]. The initial droplet temperatures
were 300 K; the initial droplet radii were about 0.95 mm. The ambient pressure was atmospheric,
assumed to be equal to 101325 Pa; the ambient temperature was 850 K.

1=0.500 s I mm

Fig. 1. Typical dynamics of puffing/micro-explosion in the experiments performed at National Research
Tomsk Polytechnic University (rapseed oil (90%) + water (10%)).

The processes shown in Figure 1 can be considered within the wider framework of explosions, which
are the focus of this seminar. The main motivations for investigating these processes have been the
need to understand the underlying physics, and also the volume of potential engineering applications
which include the control of combustion and fire extinguishing processes.

Puffing and micro-explosion lead to a rapid increase in the liquid fuel surface area. This in turn leads
to an increase in the fuel evaporation rate and the formation of a homogeneous fuel vapour/air mixture.
The latter is important for improving the efficiency of combustion technologies including those used
in internal combustion engines [2,3]. The effects produced by puffing and micro-explosion lead to a
reduction in fuel consumption, improved fuel/air mixing and reduction of harmful emissions [4].

The contributions of puffing and micro-explosion in the extinguishing of fires have been discussed in
many papers including [5-7].

The importance of these processes in these and many other applications led to extensive experimental
and theoretical studies of the phenomena, the results of which are presented in numerous research
papers, including [8,9]. The most advanced models of the phenomena are based on Direct Numerical
Simulation (DNS) (e.g. [10,11]). Although these models are essential for understanding many of the
fine details of the processes they also have many well known limitations. The predictions of these
models depend on the initial and boundary conditions, which are difficult to accurately specify in
most applications. Also, the underlying physics of individual processes becomes hidden behind the
complexity of the whole event.

In a series of our previous papers, starting with [12,13], an alternative approach to modelling puffing
and micro-explosion was developed. In this approach, relatively simple models of the phenomena
were developed which, nevertheless, were able to capture the underlying physics of the processes and
predict the parameters that were measureable in the experiments (e.g. times to puffing/micro-

77



Deflagration DDT Detonation and Their Mitigation

explosion). This approach complements similar approaches to the modelling of other processes in
droplets and sprays described in [14,15] and summarised in a presentation by one of the author (SSS)
at ISFEH 9 in St Petersburg [16].

This paper primarily summarises the results of the developments of these models since 2019.

SIMPLE ANALYTICAL MODEL

The model for the puffing/micro-explosion of water-fuel droplets, suggested in [12], assumes that a
spherical water sub-droplet is in the centre of a larger n-dodecane droplet, as schematically presented
in Figure 2.

Fig. 2. Scheme showing the location of a water sub-droplet of radius Rw inside a fuel droplet of radius Rd. Tw is
the temperature at the interface between the water and the fuel, Ts is the droplet surface temperature.

The following heat conduction equation for temperature T (t, R) inside this composite droplet was
solved:

AT _ k0 (pooT

6t_R26R(R aR) +P(LR), @
where K (k = kw = kw/(Cw pw) When R < Ry and k = Kkt = ki/(Ct pr) when Ry< R < Ry) is the liquid
thermal diffusivity, kw, Cw(n, and pu() are the water (liquid fuel) thermal conductivity, specific heat
capacity, and density, respectively, R is the distance from the centre of the spherical droplet, t is time.
P(t, R) takes into account the contribution of the volumetric heating (e.g. by thermal radiation).

The Dirichlet boundary condition

T(R=Rg) =Ts 2)
and the initial condition
T(t=0) = Tao(R), (3)

were used to solve Equation (1). The temperature dependence of transport properties was ignored.
These properties were taken equal to those at the initial values of temperature. Droplet evaporation
was not considered.

These assumptions allowed the authors of [12] to obtain the analytical solution to Equation (1)
describing the distribution of T (¢, R) in the form of a quickly converging series. The time instant
when T = Tg, where Tg is the boiling temperature of water, was associated with the start of the
puffing/micro-explosion process. The contribution of P(t,R) was not considered in the initial
application of the model.

An example of the application of this approach is given in Figure 3. In the case shown in Figure 3,
the time to puffing/micro-explosion is predicted equal to 0.5 ms. This prediction and similar
predictions for other values of input parameters were shown to be in qualitative agreement with
experimental data in some cases [12]. In many other practically important cases, however, the
difference between the predictions of the model and experimental data was too large to justify the
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usefulness of the model for practical applications. This stimulated further developments of this model
leading to the simple numerical model described in the next section.

T.Kr
460

420

380

340

Fig. 3. Typical plots of temperatures inside the composite droplet (T) versus normalised distance from the
droplet centre at 5 instants of time: 1.1 ps (curve 1), 11 ps (curve 2), 0.11 ms (curve 3), 0.25 ms (curve 4) and
0.5 ms (curve 5). Reprinted from [12], Copyright Elsevier (2019).

SIMPLE NUMERICAL MODEL

The authors of [13] relaxed several important assumptions of the model described in the previous
section, which limited its practical applicability, although the models developed in both [12] and [13]
are based on the same geometry as shown in Figure 2.

First, the model in [13] is based not on the Dirichlet boundary condition, as in the model described

above, but on the Robin boundary condition at the surface of the fuel droplet:
aT

h(Tg - Ts) = kfﬁ |R:Rd: 4)
where Ty = Ty(t) is the ambient gas temperature, h = h (1) is the convective heat transfer coefficient.
This allowed the authors of [13] to obtain an analytical solution to Equation (1) which was different
from the one obtained in [12].

Second, the effects of evaporation and the temperature dependence of thermodynamic and transport
properties of water and liquid fuel were considered. The effect of swelling was taken into account.
The Abramzon and Sirignano model (see [14] for the details) was used assuming that the droplet was
stationary. To consider the effect of evaporation in the analytical solution obtained in [13], the gas
temperature T4 was replaced with the so-called effective temperature:

dRg
AL

where L is the latent heat of evaporation and % is the rate of change of droplet radius due to

evaporation.

Third, the assumption made in [12], that puffing/micro-explosion starts when the temperature at the
water/fuel interface reaches the water equilibrium boiling (saturation) temperature Tg, was replaced
in [13] with a more realistic assumption, that it starts when this temperature reaches the heterogeneous
nucleation temperature Ty, which is higher than Tg. The Onset of Nucleate Boiling temperature,
referred to here as the nucleation temperature, pertains to quasi-steady processes, where the liquid is
in the metastable region, which means it is kinetically stable, rather than thermodynamically stable
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Error! Reference source not found.. A higher nucleation temperature implies a higher Jakob
pfcg(TN-Tp)
pvlL
Reference source not found.. This, along with the effect on the time to nucleation, and hence the
growth duration, may affect the size of the bubbles that will eventually cause micro-explosions and

puffing.

number (]a = ), which equates to a greater driving force for bubble growth Error!

In contrast to the model described in [12], the second assumption of the model described in [13] does
not allow the application of the analytical solution during the whole period preceeding the onset of
puffing/microexplosion. This solution, however, can be incorporated into a numerical code and used
at each individual time step of the calculation. The prediction of the solution at the end of each time
step is used as the initial condition for the following time step with adjusted values of droplet radius
and thermodynamic and transport properties. Thus the model is called the simple numerical model.
The following approximations of Ty for water were given in [13]:

Tn= Tg + 0.377T10/626 when 105 <T < 10° (5)
Tn = 375 + 160tanh(T/10%)  when 102 <T < 10° (6)
Tn= Ts + 12tanh(T/50) when 0<T < 300, (7)

where T is the heating rate (in K/s).

The plots of Ty versus T predicted by (5) — (7) are shown in Figures 4 and 5. The experimental data
presented in [13] and by other groups (see the references in [13]) are shown in the same figures.
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Fig. 4. Nucleation temperature Tn versus heating rate T =dT/dt. — A comparison between predictions by
Expressions (5) (dashed) and (6) (solid), experimental data obtained in [12] (Current study), and six other
groups (references are given in [13]). Reprinted from [13], Copyright Elsevier (2020).
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given in [13]). Reprinted from [13], Copyright Elsevier (2020).

As follows from Figures 4 and 5, approximations (5)-(7) agree reasonably well with experimental
data in a wide range of T from zero to 10°. The main attraction of Formulae (5)-(7) for our application
is that in all cases Ty depends on a single parameter T. On the other hand, the analytical solution to
(1), subject to the initial condition (3) and boundary condition (4), predicts not only the values of T at
all points inside the droplet but also the values of T at these points. Remembering (5)-(7), this means
that this solution predicts both T and Ty at all points, including the water-fuel interface.

It should be noted that composite droplets in our experiments contain micron-sized organic dye
particles (Rhodamine B). These particles pose as nucleation sites (“ready-centres”), and thus lower
the energy boundary that must be reached for the formation of a new phase. These colloids and other
impurities determine the nucleation site density and limit the maximal heating rate and the maximal
heterogeneous nucleation temperature. Having said this, the values of Ty inferred from Correlations
(5)-(7) are not expected to be very sensitive to these effects and they can be used for the analysis of
our experimental data. Correlations (5)-(7) implicitly take into account the presence of impurities in
the system.

Assuming that puffing/micro-explosion is initiated at the water/fuel interface when the temperature
at this interface Ty becomes equal to Ty, this opens the way to the estimation of the time to
puffing/micro-explosion. The procedure is illustrated in Figure 6, where the time dependencies of the
surface temperature Ts, temperature at the water/fuel interface Ty, water nucleation temperature Ty
and water boiling temperature Tg are shown for n-dodecane/water droplets with initial radii and
temperature equal to 5 pm and 300 K, respectively, and with the volume fraction of water equal to
15%, placed in gas at atmospheric pressure and temperature 700 K.
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Fig. 6. The plots of time evolution of Tw (thick solid), Ts (thin solid), Tn (dashed-dotted) and Ts (horizontal
dashed line); the vertical dashed lines show the time instant when Tw = Ts and Tw = Tn. Reprinted from [13],
Copyright Elsevier (2020).

The intersection between the curves Ty(t) and Tn(t) in Figure 6 shows the time to puffing/micro-
explosion if these processes start when Ty (t)=Tn(t). As follows from this figure, this time is more than
three times longer than the time to puffing/micro-explosion predicted when T,(t)=Tg(t). This supports
the need to use the model in which puffing/micro-explosion is predicted when Ty (t)=Tn(t).

FURTHER DEVELOPMENTS OF THE SIMPLE NUMERICAL MODEL

The model described in [13] was generalised in a non-self-consistent way by the authors of [16] to
consider the effect of gas velocity around droplets. In this generalisation the convection heat and mass
transfer coefficients were inferred from the Abramzon and Sirignano model considering the non-zero
velocity between droplets and gas [14]. At the same time the recirculation of the liquid inside the
droplet was ignored.

The authors of [20] generalised the model to the case of up to three droplets following one another in
a flow, based on the above-mentioned non-self-consistent model.

The authors of [21] further generalised the model to consider the effects of thermal radiation and
droplet support. In the latter case, the model developed earlier in [22] was used. The contribution of
thermal radiation from remote flames is particularly important in the case of droplet ignition in Diesel
engines during late injection and in the process of extinguishing fire.

The authors of [23] suggested a simple model for the puffing and micro-explosion of composite multi-
component water/liquid fuel droplets. As in the case of the earlier suggested models, the new model
is based on the assumption that a spherical water sub-droplet is located in the centre of a spherical
fuel droplet. The equation for species diffusion inside the fuel shell is solved analytically, and this
solution is incorporated into the numerical code and used at each time step of the calculations.

The model developed in [13] was verified based on a comparison of the predictions of this model
with those of a numerical code for solving the same heat transfer problem in a fuel-water droplet
(using the heat transfer module available from COMSOL software) [24]. Almost perfect agreement
between the predictions of both codes supported the validity of both approaches to the problem [24].

The above-mentioned numerical code, based on COMSOL, was generalised to consider a shift of the
water sub-droplet away from the centre of the fuel droplet. The heat transfer equation was solved in
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the cylindrical coordinate system with the z-axis being the line joining the centre of the fuel droplet
to that of the water sub-droplet, using a simplifying assumption that the surface temperature of the
fuel droplet is uniform although it can change with time [24].

The size of the shift L (distance between the centres of the fuel droplet and water sub-droplet) was
inferred from experimental observations. It was demonstrated that in most cases the time to
puffing/micro-explosion predicted by the model with a shift is closer to experimental results than that
predicted by the model based on the assumption that the water sub-droplet is located in the centre of
the fuel droplet. The shift was quantified by the normalised shift, defined as S=L/Lax, Where Lpax is
the maximal value of L. It was shown that, for typical values of input parameters for S< 0.2, the
predictions of the original (based on the assumption that the water sub-droplet is located exactly in
the centre of the fuel droplet) and new models differ by less than 1% [24].

MODELLING VERSUS EXPERIMENTAL DATA
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Fig. 7. The times to puffing/micro-explosion of composite rapeseed oil/water droplets introduced into ethanol
(a) and propane/butane mixture (b) flames versus droplet radii. Curves 1 show the experimental data; curves 2
show the predictions of the model when the effects of radiation and support were ignored; curves 3 show the
predictions of the model when the effects of the support were taken into account but the effects of radiation were
ignored; curves 4 show the predictions of the model when the effects of radiation and support were taken into
account. Reprinted from [21], Copyright Elsevier (2021).

A comparison between experimentally observed and predicted times to puffing/micro-explosion (tp)
for droplets placed in ethanol (temperature 1,120 K) and propane/butane mixture (temperature 1,400
K) flames is shown in Figure 7. Composite droplets with volume fractions of rapeseed oil and water
equal to 90% and 10%, respectively, were used in the experiments. The efficiency factor of absorption
in the model was assumed equal to one.

Since the measurements took place inside the flames, where gas is optically thick, it was assumed that
the radiative temperature was equal to the gas temperature in both experiments. As follows from
Figure 7, the effect of the support was relatively small, while the effect of thermal radiation led to a
reduction in the values of 1, for both flames. When the effects of both radiation and support were
considered, the model predictions and experimental data were very close.

Note that the models described in the paper are still based on many assumptions, the applicability of
which to the analysis of experimental data is far from obvious. For example, Figure 1 shows a
noticeable time difference between the starts of droplet puffing and micro-explosion, while the model
assumes that these processes start at the same time.
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