
8698 IEEE SENSORS JOURNAL, VOL. 20, NO. 15, AUGUST 1, 2020

High Speed EIT With Multifrequency Excitation
Using FPGA and Response Analysis Using FDM

Mathieu Darnajou , Antoine Dupré , Chunhui Dang, Guillaume Ricciardi,
Salah Bourennane, Cédric Bellis, and Saba Mylvaganam

Abstract—The investigation of quickly-evolving flow pat-
terns in high-pressure and high-temperature flow rigs is
crucial due to inherent hazards. There is a dire need for
a high-speed, non-intrusive imaging technique to identify
characteristic flow phenomena to alleviate these hazards.
Electrical Impedance Tomography (EIT) enables reconstruc-
tion of the admittivity distribution of the flowing medium(s),
facilitating the characterisation of its/their flow. The require-
ment for images at high frame-rates led to simultaneous
voltage excitations over electrodes on the periphery of the
flow associated to Frequency Division Multiplexing (FDM),
doped ONe Excitation for Simultaneous High-speed Opera-
tion Tomography (ONE-SHOT) method. In previous studies,
we have demonstrated the possibility of the full implementation of simultaneous excitations and measurements strategies
for EIT, which maximise the number of measurements for 16 electrodes. This article presents the details of the proposed
method and the signal generation/acquisitionfirmware based on a Field Programmable Gate Array (FPGA) data acquisition
system focusing on hardware and software integration and the signal processing involved in realising the ONE-SHOT
operation of the EIT. It is shown that the simultaneously generated signals are successfully discriminated and used for
image reconstruction, at a rate up to 3906 frames per second (fps). The associated signal-to-noise ratio varies in the
55.6 dB–69.1 dB range, depending on the generated frequency in the range of 3.906 kHz–468.7 kHz.

Index Terms— Electrical impedance tomography, two-phase flow, frequency division multiplexing, FPGA, ONE-SHOT,
real-time.

I. INTRODUCTION

IN THE context of high-pressure and high-temperature flow
rigs, the timely identification of flow patterns helps by

alerting the process engineers about hazardous salutations
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involving fast moving slugs or bubbles. Especially in appli-
cations involving extreme process conditions in the flowing
medium, Electrical Impedance Tomography (EIT) [1]–[5] is a
suitable non-intrusive technique for interrogating the medium
continuously.

EIT consists of injecting (resp. measuring) electric cur-
rents through a set of electrodes at the surface of volume
under observation and measuring (resp. injecting) the elec-
trical potential over another set of electrodes. The standard
excitation strategy uses Time Division Multiplexing (TDM),
in which the excitation signal is routed to a single selected
pair of electrodes at any given time. The sequential selection
of these pairs of electrodes with multiplexers or electronic
switching [6] creates an excitation strategy producing an EIT
data frame, which includes the measurement data for all
excitation pairs [7]. The EIT data can be used in the solution
of the potential distribution with Neumann and Dirichlet
boundary conditions to solve the associated inverse problem
of reconstructing the distribution of material properties such as
the electric conductivity, permittivitity etc. in the meter-head
containing the fluids under test.

EIT requires data acquisition for high frame rate, for
instance in flow studies involving quickly-evolving flow
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regimes [8], [9]. In such conditions and using TDM, high
speed is reached using a small number of electrodes, a partial
scanning strategy, or short measurement times, often with a
combination of these [10]–[15]. A solution for increasing the
acquisition rate of EIT is to perform simultaneous electrical
excitations and measurements at the surface electrodes, leading
to a superposition of signals in the acquisition channels.

Based on simultaneous multifrequency stimulations,
the overlapping signals can be identified individually using
Frequency Division Multiplexing (FDM) [16]–[18]. In [19],
a proof-of-principle experiment predicted the feasibility of the
demodulation of simultaneous excitations with respect to their
frequencies, based on a four-electrode EIT system. In [20],
an experiment performed the generation and discrimination
of 15 signals injected simultaneously on to a single electrode.
The combined excitation signals with their simultaneous
responses at the electrodes of the EIT module were used to
produce images. These studies helped to establish the proof
of concept of realising an EIT module using multifrequency
excitation with FDM based detection of response signals
without looking into the high-speed data acquisition.

Multifrequency EIT has been used in reconstructing the
distribution of conductivity of the region of investigation by
fusing the spatiotemporal data of tissue conductivity measured
at different frequencies [21]–[26].

In Electrical Capacitance Tomography (ECT), another soft
field technique, simultaneous excitation strategies have been
applied in multiphase flow studies. [27]–[30].

Multifrequency tomography has been used in tomographic
applications involving other sensor modalities, e.g. magnetic
induction, acoustic and acousto-optic modalities. [31]–[33].

Multifrequency bioelectrical impedance analysis [34]–[37]
was introduced mainly in medical applications and especially
in sports medicine. Multiple frequency bioelectrical impedance
analysis was used in obtaining bioimpedance data at several
different frequencies for quantification of extracellular water
at low but spot frequencies (1.0 kHz and 5.0 kHz), and total
body water at higher spot frequencies (100 kHz, 200 kHz,
or 500 kHz). Bioimpedance spectroscopy presented in the
same study for bioimpedance measurements across a range
of frequencies (5 kHz - 1000 kHz).

An interesting study describing numerical techniques rel-
evant for anomaly distribution using multifrequency EIT is
presented in [38].

The hardware, software used along with the
hardware-software integration in these multifrequency
EIT, ECT, other tomographic applications and bioimepedance
measurements set-up are somewhat different to those
presented in this article. The handling of the agglomerate
of 120 excitation signals in this article and the detection of
the response signals are also different to those presented in
the earlier studies.

The present article describes the Field Programmable Gate
Array (FPGA) and Real Time (RT) software solutions to
implement the full excitation and measurement strategy of
the ONe Excitation for Simultaneous High-speed Operation
Tomography (ONE-SHOT) method [19], [20]. The details
of the high speed data acquisition system are presented in

Section II. Section III focuses on the hardware configuration
needed for the high speed data acquisition. Section IV presents
the multifrequency signal generation strategies, which is fol-
lowed by Section V dealing with signal acquisition. These
two sections includes the details on the firmware structure.
The details on the output data format is discussed in Sec. VI.
Moreover, experimental results, including data, noise analysis
and image reconstruction are discussed in Sec. VII. Finally,
Section VIII deals with the spectral analysis. An electrode
model for the contact impedance analysis is proposed in
Section IX.

II. RESEARCH OBJECTIVES

The goal of this research is to achieve high speed acqui-
sition of data frames for imaging of multiphase flow. Each
frame contains the maximum number of linearly independent
excitations and measurements for a given set of 16 elec-
trodes, using a set of multifrequency signals for the excitation
of 16 electrodes. From the state of the art along with the
findings of our own work presented in [20], three major areas
need to be addressed for improved performance in achieving
this high-speed data acquisition:

A. Analog Signal Generation

The first aspect is the generation of continuous signals at
120 distinct frequencies. An important task in this process is
the selection of suitable frequencies for good performance of
the FDM. A possible solution according to [39], [40] is to
generate harmonics based on Fast Fourier Transform (FFT)
frequency components and their amplitudes matching the fre-
quencies/amplitudes of the generated frequencies. This solu-
tion results in a large bandwidth for 120 frequencies, while the
signal frequencies are restricted by the Nyquist sampling limit
determining the proper detection of the signals at the sensing
electrodes. Moreover, harmonics of low frequency interfere
with the signals in the upper frequency range, as discussed
in [41]. We need to address effects of the available bandwidth
on the possible data acquisition rates. An alternative scheme
for signal generation based on periods based on prime numbers
is also presented.

The determination of the signal amplitudes is based on
experimental observations. The Data Acquisition (DAQ) sys-
tem used in our experiments operates within ±10 V for
Analogue Outputs (AO), [20], [42]–[44]. The simultaneous
generation of the 120 signals implies large values for the tem-
poral derivative of the voltages (dV/dt), imposing restrictions
on the output voltage levels in the DAQ system. We discuss,
based on experimental observation, methods of maximising
the signal output voltage to increase the Signal to Noise
Ratio (SNR) while keeping good discrimination of the signals
at different frequencies for implementing the FDM.

Moreover, the firmware is extended from 15 frequencies to
120 frequencies using a larger Block Random Access Memory
(BRAM), which is beyond the capacity of single FPGA
chip, given the implementation strategy described in [20].
There are at least two solutions for extending the capacity
of the FPGA. An array of FPGA chips can be used to
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increase the BRAM. First option enabling the fast operation
for high frames per seconds (fps) necessitates a robust and
fast synchronisation strategy, as discussed in [45]. Second
option is the generation of the signals point by point from
a pre-computed Look-Up-Table (LUT), saved in the FPGA.
The second option using the LUT saved in the FPGA is
adopted here. For achieving the high-speed operations, LUTs
are integrated in the FPGA firmware. This gives no flexibility
in selecting the signal generation patterns, once the firmware
is compiled. We propose to use one LUT for two AO channels.
By using two accumulators incremented in a loop at high
speed, we were able to extract two signals at two different
frequencies from the same LUT. This strategy permits the
firmware to fit into a single FPGA chip while keeping the
same flexibility for the signal generation.

B. Analog Signal Acquisition

The second task is to build a firmware architecture to
acquire 16 analog signals in parallel and apply FFT at the
high rate of 1 Mega Samples per second (MS/s). The full
implementation of the ONE-SHOT method requires each FFT
operation to extract 120 Fourier coefficients per channel. In
this architecture, we associate parallel FFT computing and
large data transfer, based on Direct Memory Access (DMA),
like the work described in [46].

C. Output Data Format

The excitations are based on the association of positive
and negative sinusoidal signals used for excitation. The signs
of the magnitudes are usually determined from the phase of
the Fourier transforms. However, the phase-shift of the signal
spreading in the domain is potentially large, creating phase
wrapping effects. A solution proposed by [47] is to extract
the wrapped phase in image processing with Gabor filter.
However, in EIT, the discretisation from the electrodes creates
large phase discontinuities and the Gabor filtering cannot be
used. In this article, we bring a novel solution, based on an
intuitive estimation based on the sign matrix of the measured
Fourier coefficients.

Finally, the full implementation of the ONE-SHOT method
at maximum rate necessitates high performance data buffer to
handle up to 75 MB/s of data. This requirement of the data
buffer led to the implementation of a high-performance data
storage system.

III. MATERIAL TO IMPLEMENT THE

ONE-SHOT METHOD

The ONE-SHOT method uses simultaneous excitation sig-
nals at several frequencies, on each electrode to increase
the data frame rate and eliminate transients at the
electrode-electrolyte interface. In parallel, FDM is performed
by point-by-point synchronous Fourier transforms, imple-
mented on FPGA to optimise the data acquisition speed. The
excitation pattern is described in detail in [20].

This article focuses on signal processing based on the DAQ
system which is composed of three elements:

Fig. 1. The system implementing the ONE-SHOT method as used for
static experiment. The EIT sensor is filled with water and a plastic rod
of low conductivity is inserted to mimic non-conductive inclusions. The
software provides a 2D real time image of the probed medium.

• The EIT sensor: contains a set of 16 electrodes (Fig. 1)
tangential to the inner surface of the pipe and in contact
with the fluid. The electrodes are used for excitation and
measuring the response of the medium.

• The Printed Circuit Board (PCB): used for the 16 exci-
tation signals fed to the 16 electrodes. The material
distribution is estimated using reconstruction algorithms
from voltage measurements over 16 resistors on the PCB.

• The DAQ controller: manages both AO excitations and
Analog Input (AI) measurements. This task is achieved
using the National Instruments CRIO-9039 [42] which
includes the Xilinx’s Kintex-7 325T FPGA [48]. The
DAQ controller provides 16 voltage AO channels pro-
vided by NI-9262 AO modules [43] and 16 voltage
AI channels NI-9223 AI module [44]. All channels are
operated at 1 MS/s.

IV. ANALOG SIGNAL GENERATION

In [20], we demonstrated the feasibility of discriminating
15 voltage signals, simultaneous pairwise excitation of 16 elec-
trodes. The implementation of the ONE-SHOT method in an
EIT module with 16 electrodes requires a set of 120 signals
of different frequencies. The complexity for generating a large
number of frequencies is balanced by the benefit of a full set
of excitation pairs which increases in turn the well-posedness
of the inverse problem for a given number of electrodes. In
the following, we discuss in Sec. IV-A, the requirements on
the frequencies and the constraints for the generation of the
signals. Sec. IV-B concerns the amplitude of the generated
sinusoidal signals. Finally, Sec. IV-C details the firmware
structure.

A. Excitation Frequencies

The discrimination of the excitation signals is achieved
using FFT. The number of points considered for the FFT as
well as the sampling frequency of the DAQ system suggest
the following restrictions on the generated signals.
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Firstly, the Nyquist sampling theorem limits the highest
usable output frequency. In practice, to avoid aliasing or
harmonics noise and ensure the quality of the output signal,
the minimum number of samples in a single sinusoid period to
compute the FFT is two. For the acquisition system operated at
facq = 1 MS/s, the theoretical maximum excitation/acquisition
frequency is the Nyquist limit: fNyq = facq/2 = 500 kHz for
a DAQ system operated at 1 MS/s.

Secondly, the residual voltage resulting from the energy
stored in the electrode-electrolyte contact impedance is a great
source of error in EIT [49]–[51]. However, if a continu-
ous signal is generated, the spurious signals due to contact
impedances are eliminated. The solution is to chose the lowest
generated signal frequency f1 to be equal to the FFT compu-
tation frequency, which depends on the number of integrated
samples. The other frequencies are then chosen such that an
entire number k ∈ N of periods fits inside f1. Thus, k is the
absolute Fourier coefficient as well as the harmonic index and
is associated to the frequency fk = k f1. Note that the FFT
magnitude does not depend on the phase shift, which is an
advantage.

In an early stage of the implementation of the ONE-SHOT
method, only prime numbers of sinusoid period were consid-
ered in order to avoid resonances from lower to higher frequen-
cies. Experimentally, the amplitude of the resonance peaks
were measured to be about 1% of the fundamental harmonics.
In the current system that excites the 120 independent pairs of
electrodes at 120 frequencies, the 120th prime number, 661,
gives a generated sinusoid frequency of 1.2 MHz (0.60 MHz)
for an FFT over 512 points (1024 points), which is beyond
the maximal frequency fNyq. Furthermore, the 661th resonance
of an FFT computed over 2048 points is 0.20 MHz and this
option could be considered to avoid effects of harmonics in
the measurements. The frame rate in the last case is 488 fps
which, for 16 electrodes, is the typical rate of the available
fast EIT systems based on TDM.

B. Excitation Amplitudes

The voltage generation and acquisition modules are con-
strained within the range ±10 V. Considering the generation
patterns given in [20], the amplitude A of the sinusoids must
be much lower than the generated sum of sinusoids due to
constructive interferences between them. On the other hand,
the signal amplitude must remain as large as possible in order
to reduce the SNR.

Another limit is the maximum variation allowed between
two successive generated voltages. A real-time control in
the DAQ system allowed to set the adequate value of
A = 0.15 V, giving resonance peaks at ±2.25 V. The fast
transition between negative and positive signal values cancels
the apparition of electrolytic effects [19], [51].

C. Firmware Structure

This section details the coding strategy for managing the
excitation signals. We give an overview of the software logic
blocks, step by step.

Fig. 2. Layout of AO Logic. The colours of the boxes and arrows indicate
respectively the nature of the functions used and the formats of the data
transfer.

The LabVIEW code for the generation and distribution of
the 120 sinusoids of different frequencies is based on two
levels: Host and FPGA. While the Host sends continuously the
frequencies and amplitude parameters to the FPGA, the latter
takes the data points 16 by 16 in a loop cadenced at the high
rate of 1 MS/s to create 16 analog signals. The following
details the firmware structure including the layout of the
LabVIEW based AO logic in Fig. 2.

1� When starting the execution, the FPGA is blank and
requires the information to structure itself. The Load
and Run FPGA Target function is implemented by the
Host prior to call the Reset I/O function of the three AO
modules. When this call completes, the FPGA is ready to
perform the other functions for the AO modules control.

2� The acquisition of the data has to be ready before
generating any signal. An Interrupt Request (IRQ) is
used to warn the Host that the FPGA is ready to begin
acquiring data and is waiting to start the acquisition until
the Host acknowledges it. This is necessary to ensure
that the DMA First-In-First-Out (FIFO) in the acquisition
firmware (see Sec. V) has been started.

3� Call the Generate Sample Pulse function to start gener-
ating data points. The rate at which the function is called
determines the sampling rate for the generation, so that a
loop timer is used to enforce the desired sampling period
of 1 MS/s. In parallel, the Write I/O Status function
is called at the same rate to check the status of every
generated sample. If an overwrite occurs, the generation
is stopped and an error message is reported to the Host.

4� The Host Prepare Data for FPGA contains two functions:
Generate Harmonic Parameters, Generate Sines Parame-
ters. As discussed in Sec. IV-A, the frequencies of the
generated signals are harmonics of the FFT frequency.
To ensure an accurate correspondence, the 120 frequen-
cies are set up using integers, representing the order of
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the harmonics k of the fundamental frequency. In the
next step, the function Generate Sines Parameters uses
Direct Digital Synthesis (DDS) to translate the harmonic
numbers into 120 sinusoids accumulator increments at
the Unsigned 32-bits (U32) format for the FPGA. The
function also provides the amplitude calibration of the
AO modules by setting the adequate scaling parameters.
To ensure that the FPGA loop starts after receiving the
values from the accumulators, these are sent to the FPGA
prior acknowledging the IRQ.

5� Each U32 accumulator contains 13 bits to address the
8192 elements stored in a LUT, saved on the FPGA
chip. The LUT outputs the addressed element, linearly
interpolated between one address and the next one, given
by the 16 remaining bits of the U32 accumulator. The
LUT returns an 16-bits Integer (I16) by truncating the
fractional bits resulting from the interpolation operation.
The obtained value is scaled with the signal amplitude.
There is a total of 240 positive and negative sinusoidal
signals that are dispatched to the 16 electrodes. To avoid
a large BRAM on the FPGA, only 60 LUTs are stored
on the FPGA. Each LUT is read in a loop at 2 MHz and
two values are extracted independently at 1 MHz from
two accumulators. The benefit is to control individually
the channels in RT, without necessitating a renewed
compilation of the firmware.

6� The Host contains online control functions to confirm that
signals are generated, to report loop iteration speed and
to report eventual errors at Host or FPGA levels in RT.

V. ANALOG SIGNAL ACQUISITION

The measurement of voltages over resistors on the PCB
gives access to Neumann boundary conditions for the image
reconstruction algorithm. The high rate acquisition at 1 MS/s
over 16 channels corresponds to a large data transfer rate
of 320 MB/s. We found two positive aspects in using FFT: the
first is to reduce the data size without altering the data quality
by considering only the Fourier coefficients that are related
to a generated signal. The second is to act as an efficient
bandpass filter. However, the computation of 16 FFTs online
requires very high speed computations. The FPGA is a suitable
device for this task since it allows the online and parallel
transformation of the signals into its Fourier components over
multiple channels.

This section details the coding strategy used for the task
of acquiring the signals and transforming them into their FFT
components. The Host generation functions 1�, 2� and 6� are
also used to monitor the acquisition. The AO and AI FPGA
firmwares are implemented together on the single FPGA chip
and run in parallel.

The following details the algorithm scheme of Fig. 3:
a� The Load and Run FPGA Target is shared with the AO

logic. In parallel to the AO firmware, the FPGA calls
the Reset I/O function of the four AI modules. Once this
function is called, the AI modules are ready to acquire
analog signals and proceed to their digitalisation.

b� The large AI data transfer from the FPGA to the Host
is based on a DMA strategy. At the very start of the

Fig. 3. Layout of AI Logic representing the Host software, shared with
the AO and the FPGA firmware including two loops operating in parallel
at 1 MHz. The colours of the boxes and arrows indicate respectively the
nature of the functions used and the formats of the data transfer.

compilation, the Host Configures and starts the DMA.
Subsequently, the FPGA Configures and starts the AI
FIFOs. These 16 FIFOs are used to ensure the commu-
nication from the 16 measurement channels to their FFT
computations.

c� As in the AO firmware, the IRQ is used to ensure that
the DMA and AI FIFOs are ready before generating and
acquiring data.

d� By analogy with the AO modules, the Generate Sample
Pulse function is called to control the sampling rate.
In parallel, the I/O Read Status is called at the same rate
to check the status of every acquired sample and report
an eventual error to the host.

e� The Read I/O function is configured to read a single
sample from each channel on each AI module. This
function is called at 1 MHz and regulated by the Generate
Sample Pulse function.

f� The FFT of each channel is computed in a loop operated
at the iteration speed of 1 MHz, as the AI loop. The
computation time is managed by the number P of points
considered for the FFT. Once all the P measurement
data points sequence is transferred for FFT computations,
the function outputs the P Fourier coefficients one by
one at each iteration of the FFT loop. In a second step,
the magnitude of the FFT coefficients are computed at a
rate of 1 MHz.
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g� The extraction of the data through FFT acts as an
efficient bandpass filter since only the harmonics of the
FFT computation time are considered. Each data point
magnitude is of format U32 and addressed with the
corresponding Fourier coefficient and channel both at the
format 16-bits Unsigned integer (U16). The association
creates an addressed 64-bits Unsigned integer (U64) data
element. At each iteration of the FFT loop, 16 elements
for the 16 channels are written in the DMA to be
transferred to the host computer. More details on the data
format will be introduced in Sec. VI.

h� The Host waits for the DMA to collect at least 1920 ele-
ments representing one full data frame. The address of the
nth electrode and the Fourier coefficient associated with
the FFT magnitude M are used to build a data matrix
denoted as D.

i� The data are either used for online image reconstruction
or stored. The image is based on the one step least square
iterative reconstruction algorithm [52], [53], implemented
using a MATLAB interface in LabVIEW. The computa-
tion time is much slower than the data frame rate obtained
with the ONE-SHOT method. Online imaging can be
achieved at around a hundred of frames per seconds. For
this reason, the data are stored independently in a binary
file to assure fast operation.

j� As in the signal generation step, the firmware reports
errors and checks the synchronisation of AO and AI.

VI. OUTPUT DATA FORMAT

In EIT, the data for one measurement are a set of points
describing the sinusoidal voltage over one or several periods.
However, in practice, only the magnitude of the signal is of
importance and the data size can be significantly reduced in
the post processing. The computation of the FFT within the
FPGA has two additional advantages: Firstly, the output data
matrix contains only the magnitudes and its size is significantly
reduced. Secondly, the magnitudes of the Fourier coefficients
not corresponding to an excitation signal frequency are dis-
carded. This section discusses first a single standard EIT
measurement data followed by the full set of measurements
case. Then, the ONE-SHOT method dataset developed in
[19], [20] is recalled, detailing the advantages of using a
FPGA-based system for the measurements.

A. Standard EIT Data

In TDM EIT, a single measurement (Fig. 4) is the asso-
ciation of a single excitation pair of electrodes En,m for
1 ≤ n ≤ ne, 1 ≤ m ≤ ne and n �= m with a single pair of
measurement electrodes. The signal is typically a sinusoidal
signal of frequency f , recorded over a finite number of periods
n p . The acquisition signal contains a finite number of points,
recorded over a time n p/ f , at the rate equal to the acquisition
frequency facq which is constrained by the hardware system.

A single measurement dataset contains

Ssingle = facq
n p

f
(1)

Fig. 4. Representation of a full dataset for the standard TDM EIT
acquisition process for 16 electrodes. The full dataset contains 120 single
measurements, and here, only three are shown. The dead time dedicated
to multiplexing is usually longer than the above representation.

measurement points, typically 10 to 100. The measurement
over each electrode gives a similar dataset for the total number
ne of electrodes.

A large measurement set improves the inverse problem
conditioning for image reconstruction. Therefore, maximising
the number of measurements improves the description of the
boundary conditions for a given set of electrodes. For an EIT
system with ne electrodes, there is two ways to maximise the
number of measurement. Firstly, by considering excitations
between the N independent pairs of electrodes with

N = ne (ne − 1)

2
. (2)

Secondly, by considering measurements over every electrode,
as shown in Fig. 4.

Therefore, from equations (2) and (1), the total number of
elements for all excitations and measurements is:

STDM = Ssingle ne N = facq n p n2
e(ne − 1)

2 f
(3)

Here, the number of points per measurement Ssingle is system-
atically reduced to 1 in the image reconstruction step, where
only the amplitude of the Fourier transform is used.

In addition, in order to reduce the error due to contact
impedance effects, the TDM based excitation strategy requires
dead time between successive excitations [15], when selecting
another pair of excitation electrodes.

B. Data From FPGA Based ONE-SHOT Method

On the other hand, the association of FDM with the appro-
priate FPGA firmware strategy allows to keep only the Fourier
magnitudes of interest. The FPGA based FFT permits an
online spectral analysis over 16 channels at the rate of 1 MS/s.

The FFT is computed from a P-point voltage measurement
sequence {Vn(p)} with p the discrete time and 0 ≤ p ≤ P .
The data points are the magnitudes of the Fourier coefficients
in the n-electrode channel; i.e.

Mn(k) = 1

P

������
P−1�
p=0

Vn(p)eikβp

������ (4)

with βp = 2πp/P , i = √−1 and a synchronous sampling is
assumed.
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Each 32-bits magnitude data point Mn(k) is assigned
with the corresponding 16-bits Fourier coefficient and 16-bits
n-electrode address as:

Mn(k) = 16 bits� �� �
k

+ 16 bits� �� �
n

+ 32 bits� �� �
M

(5)

The data format of each element is then a U64. Theoretically,
for 16 electrodes, it could be possible to reduce the data size by
considering only 8-bits for the Fourier coefficients and 4-bits
for the electrode address. The number of bits allocated to the
FFT magnitude must take into account the precision of the
FFT reconstruction, which depends on the FFT integration
time. The 16 + 16 + 32 bits data format is considered in this
article for future developments of the ONE-SHOT method for
32 electrodes.

The 16 magnitudes measured on the 16 electrodes for a
given Fourier coefficient k gives a data vector:

{Mn(k)} = �
M1(k) M2(k) M3(k) . . . M16(k)

	
(6)

where the Mn(k) are U64 elements as in (5). A data matrix D
then concatenates the set of magnitude vectors for the N
Fourier coefficients corresponding to the N generated frequen-
cies, i.e.:

D =

⎛⎜⎜⎜⎜⎜⎝
{Mn(1)}
{Mn(2)}
{Mn(3)}

...
{Mn(120)}

⎞⎟⎟⎟⎟⎟⎠ (7)

which constitutes a data frame. In this case, by analogy
with (3) the data size is given by:

SFDM = Nne = n2
e(ne − 1)

2
(8)

where only the magnitudes of the Fourier transform are
output, which reduces the data size by the factor of Ssingle

in comparison with the TDM.
The FFT is computed at a frequency f1 from P data points,

resulting in P Fourier coefficients at the output. The generated
signals are of frequency fk with 1 ≤ k ≤ N , and are defined
as harmonics of f1. Therefore, each coefficient k is associated
with a specific frequency value fk . In this setting, the data
frame rate is f1 and the resolution in the Fourier space is
� f = fk+1 − fk = f1. Considering the N independent
pairs of electrodes for the excitations, the Nth harmonic of
f1 is imposed below the Nyquist limit fNyq as discussed in
Sec. IV-A. One solution consists in generating the firsts N
harmonics of f1, giving fk = k f1, for k = 1, . . . , N .

In addition, among all P Fourier coefficients, only the
coefficients corresponding to the N generated signals are of
interest. The magnitudes associated to a Fourier coefficient
that are not related to a generated frequency are discarded.

Finally, one data frame D of the ONE-SHOT method is
represented in Fig. 5. With its elements in the format of (5),
D contains 123 kB of information. By comparison with
TDM EIT systems, the benefits of the ONE-SHOT method
associated with the FPGA implementation strategy is more
data frames for an equivalent total data size.

Fig. 5. Representation of the 120 data points considered in the
ONE-SHOT method current measurement on a given electrode. All other
magnitudes for any other Fourier coefficient k are discarded.

C. Sign of the Signal Magnitudes

The phase shift φn between the excitation signal and the
measured signal at the nth electrode depends on the frequency,
the physical properties and material distribution of the probed
medium. We consider the two following possibilities:

1) Case |φn | < π/2: The sign of the measured magnitude
can be determined from the sign of sin(φn) with:

φn = arctan

�− �P−1
p=0 Vn(p) sin(kβp)�P−1

p=0 Vn(p) cos(kβp)

�
(9)

and we can define the signed data matrix �D with its elements
given by:

�Dk
n = sin(φn)

| sin(φn)| Dk
n . (10)

where Dk
n denotes the elements of D, defined in (7).

2) Case |φn | ≥ π/2: The dependency on the frequency or
on the distance between the electrodes affects the sign. In this
case, experimental parameters affects drastically the images
associated with a given flow pattern. A solution is proposed
with the introduction of the sign matrix � to affect an arbitrary
sign to the signals.

The sign of the magnitude on a given electrode is arbitrarily
chosen as the sign of the same magnitude for an electrostatic
excitation in a homogenous medium. In other words, the oppo-
site sign of the closest excitation electrode. In the particular
case of a measurement electrode at equal distance between two
excitation electrodes, the amplitude is found experimentally to
be of order O(10−7) A which is a negligible contribution to
the data. To summarise, the ne × N = 16 × 120 sign matrix
is defined as follows:

� =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⊕ 	 + + + + + + + − − − − − −−
⊕ − 	 + + + + + + + − − − − −−
⊕ − + 	 + + + + + + − − − − −−
⊕ − − + 	 + + + + + + − − − −−
⊕ − − + + 	 + + + + + − − − −−

...
+ + + + + + + − − − − − − ⊕ −	
+ + + + + + + − − − − − − − ⊕	

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(11)

with the + and − symbols representing respectively the num-
bers +1 and −1. The symbols ⊕ and 	 denotes respectively
the source and the drain.

Finally, for a large phase shift, �D contains the arbitrar-
ily signed amplitudes of the 120 excitation patterns for the
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Fig. 6. Raw data from all of the 16 electrodes of a homogenous water
medium of conductivity σ = 635μS·m−1. The data from the electrodeE7
are shown in black for comparison purposes with the next figure. In the
upper-right corner, the image of the reconstructed electrical conductivity
σ(x) with the arbitrary values 0 ≤ σ ≤ 1 is shown.

16 electrodes where the element corresponding to the kth

Fourier coefficient and the nth electrode is:�Dk
n = �k

n Dk
n (12)

similar to (10).

VII. EXPERIMENTAL RESULTS

The full implementation of the ONE-SHOT method is
assessed on static experiments. The excitation software,
the measurement software and the data format are these
described in Sec. IV, Sec. V and Sec. VI, respectively. The fol-
lowing section introduces the measured data of two homoge-
nous and inhomogenous static mediums in Sec. VII-A and
Sec. VII-B, respectively. The results of a dynamic two-phase
flow experiment are presented in Sec. VII-C. The SNR of the
signals are discussed in Sec. VII-D.

A. Static Homogenous Medium

An experiment is set up to measure the system response
from a homogenous medium. The test section is filled with
water of conductivity σ = 635 μS·m−1 and a data frame
is acquired. The data frame, with the same representation as
in Fig. 5 for the 120 magnitudes data points measured on the
16 electrodes is shown in Fig. 6. The magnitudes are voltages
measured over resistances on the PCB. The figure represents
the measured current in Ampere, obtained from Mn(k)/R with
R = 200 �.

The generated signals frequencies fk are chosen so as
to maximise the image refresh rate. This is obtained by
considering the FFT to be computed over P =256 data points
at facq = 1 MS/s, with f1 = (256 μs)−1 = 3906 Hz.
Considering 16 electrodes, then N = 120 and the highest
frequency is N f1=468.7 kHz, which respects the Nyquist limit

Fig. 7. Raw data for an inhomogenous medium. The data from the
electrode E7 are shown in black for comparison purposes with the
Fig. 6. In the upper-right corner, the image of the reconstructed electrical
conductivity σ(x) with the arbitrary values 0 ≤ σ ≤ 1 identifies the
inclusion, shown with the white circle.

fNyq = facq/2 = 500 kHz. In this setting, the image refresh
rate is maximised at 3906 fps with a full set of 1920 measure-
ments per frame. It is important to point out that maximising
the image refresh rate is at the price of a large bandwidth, i.e.
a large difference between the lowest frequency f1 and the
largest frequency f120.

We observe that the signal magnitudes are well discrimi-
nated from one another. The magnitudes decreases at higher
frequencies.

B. Static Inhomogenous Medium

The dataset of an inhomogenous medium is shown Fig. 7.
In this experiment, the test section is filled with the same water
but includes a non-conducting PMMA rods of diameter 10 mm
close to the electrode E7, as shown in Fig. 1.

The comparison of Fig. 6 and Fig. 7 using the measured
data from the electrode E7 shows the system response for
different frequencies. We observe signals of lower magnitudes
close to the inclusion on the electrode E7 and its neighbouring
electrodes.

As an example, two images are reconstructed from the
homogeneous and inhomogeneous data. The one-step least-
squares iterative reconstruction method [52], [53] is imple-
mented, and the results are shown in the upper-right corner
of Fig. 6 and Fig. 7.

The images show the non-dimensional normalised variation
to a reference image of the electrical conductivity σ(x)
with x ∈ �, where � is the system representing the two
dimensional median cross section of the 3D EIT sensor.

The variations in the conductivities are σmax(x) = 0.027 for
the homogeneous medium (Fig. 6) and σmax(x) = −1 for the
inhomogeneous medium (Fig. 7), in the close neighbourhood
of electrode E7.
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Fig. 8. a. Layout of the dynamic experiment. b. Longituginal representa-
tion of the 156 reconstructed EIT images of an air bubble passing through
the pipe section with the electrodes in 40 ms. The pixels at the vertical
radius of the pipe cross section are shown for each image. c. Transverse
representation of 9 of the 156 reconstructed EIT images of the air bubble.
The state of the bubble at different instances is clearly seen in the nine
tomograms.

C. Dynamic Two-Phase Flows

An experiment were set up on a horizontal water/air
two-phase flow rig to test the performances of the ONE-SHOT
method in the context of dynamic two-phase flows.

Fig. 8a. represents the EIT sensor plugged in the multiphase
rig in University of South-eastern Norway, Campus Porsgrunn.
The experiment consists in a water flow mass of 60 kg/min
flowing in a pipe of diameter 51 mm. A tiny air flow
of 0.01 kg/min is introduced in the pipe, resulting in small
bubbles flowing at the velocity of about 1 m/s.

The DAQ controller and the PCB are connected to an EIT
sensor of diameter 51 mm which contains a set of 16 electrodes
of surface 1 cm × 0.5 cm. The EIT sensor is plugged in
the flow rig. Each of the 120 positive and negative excitation
signals has an amplitude of 0.2 mV. Their frequencies vary
from 31 kHz to 499 kHz. The FFT in each electrode channel
is computed over 256 data points at the rate facq = 1 MS/s.
Therefore, each data frame contains 1920 measurement data
points. The frames are recorded at the rate of 3906 fps.

A series of images (Fig. 8b. and c.) are reconstructed from
the inhomogeneous dynamic flow with the one-step least-
squares iterative reconstruction method as in Sec. VII-A and
Sec. VII-B. The ONE-SHOT method successfully measured
156 frames of the bubble passing the cross-section of the
electrodes in 40 ms.

D. Signal-to-Noise Ratio Analysis

The SNR of a signal magnitude Mn(k) measured at a given
electrode n and tagged with a given frequency k is defined as
follows:
SNRn(k) = log10

� �
λ[Mn(k)]λ/R�

λ([Mn(k)]λ/R)2 + �
λ([M0

n (k)]λ/R)2

�
(13)

where M0
n (k) is an experimentally measured set of voltage

magnitude, without any excitation to identify the noise spec-
trum [20].

The SNR of the raw signal magnitude is 69.1 dB in the
excitation electrode channel for fk = f1 when averaging
the signal from λ = 20 samples. In a non-excited channel,
the signal is O(0.1) weaker, resulting in a SNR of about 60 dB
depending on the signal magnitude. At the highest frequency
fk = f120 = 468.7 kHz, the SNR is 55.6 dB in the excitation
channel.

VIII. SPECTRAL ANALYSIS

The experimental datasets presented in Sec. VII contain
different magnitudes for the same excitation amplitude of
all signals. The reason is that the impedance Z of a mate-
rial depends on the frequency of the electrical excitation
Z = Z( f ). We setup an experiment to measure the water
impedance dependency on the frequency to explain the trend
in the data from multifrequency excitations.

In the following study, opposite electrodes (E1 and E9) are
selected as the source and drain of an imposed alternative
electrical potential. The magnitudes and phase responses mea-
sured from several NaCl solutions at various conductivities and
excitation frequencies are investigated.

A. Impedance Magnitude

As in Fig. 9, the impedance in the low frequency domain
( f ≤ 102 Hz) is influenced by the electrode-electrolyte
interface [8]. The response to an electric potential is the
formation of a double ion layer, essentially acting as a
dielectric. One layer of ions forms from the electrons that are
absorbed or emitted by the electrode. The ions of the other
layer are attracted to the surface due to the Coulomb force.
The phenomenon disappears when the frequency increases.

At the medium frequencies (102 Hz≤ f ≤ 104 Hz),
the impedance seems independent to the frequency. In the
frame of the ONE-SHOT method, the generation of a full set
of signal frequencies within this range can be a solution to
obtain a homogeneous magnitude response. However, the data
frame acquisition rate is significantly reduced in this situation.

At higher frequencies ( f ≥ 104 Hz) the impedance shows
an increasing dependency on frequency. This results in a
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TABLE I
COMPARISON OF THE PERFORMANCES OF THE ONE-SHOT METHOD WITH THREE EXISTING HIGH-RATE EIT SYSTEMS BASED ON TDM.

Fig. 9. Bode diagram of homogenous NaCl solutions of different
electrical conductivities. The impedance on the top and the phase on the
bottom are represented as functions of the imposed signal frequency.

weaker response in amplitude in the high harmonic range for
the same conductivity change in the system. Investigations
are ongoing for calibrating the amplitude of the generated
sinusoidal signals to have a similar response for all the
harmonics considered for a future generation of DAQ systems
based on the ONE-SHOT method.

B. Phase Shift

Concerning the phase shift, the results in Fig. 9 shows that
|φn| � π/2 on most of the spectral domain. As discussed in
Sec. VI-C, the sign of the magnitude data points cannot be
ascertained from (10). For this reason, the usage of the sign
matrix as given in (12) is justified.

IX. CONTACT IMPEDANCE

In TDM based EIT, the effects of contact impedance can be
neglected by assuming the current in the measurement channel
to be negligible. In practice, this is true since the data obtained
from the pair of excitation electrodes are always discarded.
Under these assumptions, the ideal circuit model is used for
the ensuing calculations.

On the other hand, in the ONE-SHOT method each mea-
surement channel is subject to the full set of simultaneous
excitations. It is on an a priori basis impossible to use the
ideal circuit model since every measurement electrode is used

Fig. 10. Electrode model composed of a charge transfer resistance Re,
a double layer capacitance Ce and a bulk resistance Rb.

for excitation at the same time. The demodulation process
occurs in different frequency bands, it ensures that a specific
measurement associated with a specific channel with the
associated frequency band is free from contact impedance
effects due to currents at frequencies not in the bandwidth
of the actual measurement channel.

A more accurate definition of the problem follows. The
effects of the contact impedance from a frequency band
to another can be investigated based on the electrode
model described in [12], [54]. The equivalent circuit shown
in Figure 10 neglects the contribution of the diffusion layer
impedance. The combination of the charge transfer resistance
Re and the double layer capacitance Ce contributes to the
capacitive effects. It results in a phase shift between the
applied current and the electrode potential.

The total impedance according to the electrode model is:

Z(ω) =
�

1

Re
+ iω Ce

�−1

+ Rb

=
�

Re

1 + (ω Ce Re)2 + Rb

�
−i

ω Ce Re

1 + (ω Ce Re)2 . (14)

With the time constant associated with the electrode, τ0 =
ReCe, when the angular frequency ω ∼ ω0 = 1/τ0, i.e.
ωReCe ∼ 1, the phase shift between the applied current and
the electrode voltage is significant (∼ π/4) for Re � Rb . The
currents follows: ⎧⎪⎨⎪⎩

ICe = Ce dU/dt,

IRe = U/Re,

IRb = IRe + ICe = I.

(15)

By applying a multifrequency AC current of the form:

�I = I0

ne−1�
k=1

sin(2π fk t) (16)
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The total impedance becomes a function of the form:

�Z(ω, f1, f2, . . . , fne−1) =
ne−1�
k=1

�Z(ω, fk)

+�ζ (ω, f1, f2, . . . , fne−1) (17)

where �ζ (ω, f1, f2, . . . , fne−1) is a cross-frequency
term. In our model, we make the hypothesis that�ζ (ω, f1, f2, . . . , fne−1) � �Z(ω, fk) for any 1 � k � ne − 1
and k ∈ N. The quality of the images reconstructed by the
ONE-SHOT method is an indicator that the hypothesis is
valid in the scope of our applications.

X. CONCLUSION

This article presents a complete implementation of simul-
taneous excitations and measurements using a multifrequency
strategy for high-speed EIT, based on the ONE-SHOT method
with the essential details of hardware and software using
LabVIEW and NI-modules.

Table I shows the performances of the ONE-SHOT method
with a number of existing high-rate EIT systems. The descrip-
tion of the different hardware systems contains several char-
acteristics that have to be considered in spite of the data frame
rates, including the Number of Measurements per Second
(NMS).

• The AI sampling frequency directly affects the data frame
rate.

• The data size is an important factor to be maximised to
improve the conditioning of the inverse problem.

• The noise also directly impacts the image qual-
ity. The noise is the value currently measured in a
partially-shielded DAQ prototype.

Future implementations, especially including an improved
PCB design, will result in better SNR.

Three prospects for the development of the method are
currently under investigation.

• A new hardware system for 32 electrodes ONE-SHOT
method is under development. The corresponding full
implementation requires the simultaneous excitation and
measurement of 992 signals at 496 frequencies.

• Another strategy is to generate electric excitation patterns
that are orthogonal potential functions, defined on the
boundary of the probed medium. The benefits of this
method are smaller set of frequencies used in the excita-
tion and smaller data size while keeping a complete set
of measurements for image reconstruction.

• The implementation of an online reconstruction algorithm
on the FPGA is proposed in [55].

Finally, further work concerns the quantification of the
cross-frequency impedance term �ζ (ω, f1, f2, . . . , fne−1) com-
pared to the impedance �Z(ω, fk ) in the analysis of contact
impedance with multifrequency current excitations.

NOMENCLATURE

AI Analog Input
AO Analog Output

BRAM Block Random Access Memory
DAQ Data Acquisition
DDS Direct Digital Synthesis
DMA Direct Memory Access
ECT Electrical Capacitance Tomography
EIT Electrical Impedance Tomography
FDM Frequency-Division Multiplexing
FFT Fast Fourier Transform
FIFO First-In-First-Out
FPGA Field Programmable Gate Array
fps frames per seconds
I16 16-bits Integer
IRQ An Interrupt Request
LUT Look-Up-Table
MS/s Mega Samples per second
NMS Number of Measurements per Second
ONE-SHOT ONe Excitation for Simultaneous

High-speed Operation Tomography
PCB Printed Circuit Board
RT Real Time
SNR Signal-to-Noise Ratio
TDM Time-Division Multiplexing
U16, U32, U64 16, 32, 64-bits Unsigned integer
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