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Abstract—In this paper, we investigate the performance of a
large-scale multiple-input multiple-output (LS-MIMO) receiver,
which deploys a deep neural network and a low-density parity-
check (LDPC) code for detecting and decoding disturbed signals.
The structure of the low-complexity receiver is also proposed.
The proposed receiver was tested with different LS-MIMO
configurations to reveal the performance and complexity tradeoff.
Besides, our investigation shows that the performance gap of
the proposed receiver and the conventional one decreases as
the number of transmitting and receive antennas increase. In
particular, our experiment results show that the proposed low-
complexity receiver has performance loss of about 1.8 dB and 1.5
dB in 10×10 and 32×32 LS-MIMO configurations, respectively.

Index Terms—Deep-learning, large-scale multiple-input
multiple-output detector, low-density-parity-check code, soft
output, low complexity.

I. INTRODUCTION

The maximum likelihood detector has been known as the
optimal solution for not only detecting all symbols simulta-
neously but also providing minimum joint probability error.
The detector can be conducted by some searching algorithms,
such as the sphere encoder in [1]. However, since this ap-
proach is high complexity to some degree, it is impractical
in many applications. Low-complexity algorithms are still an
active topic in the research community [2], [3]. Since sub-
optimal detection algorithms can provide acceptable results
at much lower complexity than the optimal one, they have
been received a great deal of attention from researchers. For
example, linear receivers, such as the Minimum Mean Squared
Error (MMSE) detector, the Matched Filter (MF), and the
decorrelator or Zero-Forcing (ZF) detector, are the popular
suboptimal detectors.

Some more cutting-edge detectors are Semidefinite Relax-
ation (SDR), [4], [5], Decision Feedback Equalization (DFE)
and Approximate Message Passing (AMP) [6]. Although both
AMP and SDR can approximate optimal accuracy under
different practical circumstances, they have both advantages
and disadvantages. On the one hand, the AMP method is
simple and cheap to implement in practice. But, this algorithm
could diverge in some problematic settings as it is an iterative

method. On the other hand, the SDR is more robust and has
polynomial complexity. It takes longer computing time than
the AMP.

In recent years, machine learning algorithms, especially
deep neural networks, have been increasingly applied to
the study of wireless communications. The authors in [7]
suggested that unfolding an existing iterative algorithm is
a promising approach to design deep architectures. In this
regard, each iteration will be considered as a layer, and the
algorithm could be viewed as a network. For example, in [8],
[9], a variant of AMP and Iterative Shrinkage and Threshold-
ing have been enhanced by unfolding iterations into a network
then learning to find the optimal parameters. Also, in [10],
the authors discussed various applications of machine learning
methods in wireless communications. The work provided a
new way of thinking about communications and pointed out
a lot of unsolved problems, encouraging the academics to dig
deeper into this promising aspect.

In [11], the authors investigated the application of machine
learning for channel estimation. An end-to-end detection with
continuous signals is studied in [12]. There are also a signif-
icant number of new contributions in the context of error-
correcting codes, such as [13], [14] and [15]. In [16], the
authors used deep learning to train the edges of a Tanner
graph, hence improving the belief propagation algorithm. The
authors in [17] used a machine learning approach to decode
over molecular communication systems. In these systems,
chemical signals are utilized for transferring information, and
an accurate model of channels is impossible to gain. The
authors then developed the approach of decoding without CSI
further in [18].

In [19], the task of MIMO detection using an end-to-end
approach is solved by deep neural networks. In this work,
the learning process is deployed on both sides, i.e., at the
transmitter and the receiver. At the former side, deep neural
networks are deployed to encode the transmitted signal. In
[20], the authors considered the use of deep neural networks
for MIMO detection. The work is then developed further
in [21]. In this work, the authors proposed two different
deep neural networks applied in MIMO detection: a standard



fully connected multi-layer network and a Detection Network
(DetNet). Deep neural networks are also utilized for detecting
real multilevel modulation symbols, which are shown in [22].
In another works, [23], [24], [25], sub-optimal message-
passing iterative MIMO decoders are enhanced by utilizing
the approach in [7], [16].

The paper will focus on investigating the performance of
deep-learning protograph LDPC coded communications in
LS-MIMO channels. Besides, we propose an approach to
connect channel coding technique from [26] and a deep MIMO
detector from [20] together. In particular, we use the atanh-
function to produce the soft output for the deep-learning de-
tector. The soft information at the output of the deep-learning
detector is coupled to the input of the conventional message-
passing LDPC decoder to form a low-complexity receiver.
Then, we carry out experiments to reveal the performance and
complexity tradeoff of the proposed receiver.

II. SYSTEM MODEL

The proposed system will utilize a deep neural network
for detecting received signals at the receiver. The network
was mostly proposed in from [20]. Besides, the Low-Density
Parity Check (LDPC) code technique from [26] is deployed
at both the transmitter and the receiver to combat the noisy
received signals. All signals will be assumed to be baseband,
e.g., digital, for the simplification purpose.

Consider the transmission between a transmitter and a re-
ceiver where M and N are the numbers of transmitting and re-
ceiving antennas, respectively. Let s be a message vector at the
transmitter. u is a coded message. x = [x1, x2, . . . , xM ]

T ∈
RM×1 denotes the transmitted signal.

Fig. 1. Communication model.

The elements of x are assumed to be uniformly distributed
between the two values, one and minus one, which means that
xi ∈ {−1, 1} , ∀i = 1, . . . ,M . The received signal is then:

y = Hx+w, (1)

where y = [y1, y2, . . . , yN ]
T ∈ RN×1. H ∈ RN×M denotes

a channel matrix whose elements follow independent and
identically distributed real Gaussian with zero mean and unit
variance, NR (0, 1). w ∈ RN×1 is real additive white Gaussian
noise with zero mean and variance N0, wR ∼ N (0, N0). The
received signal after being detected, û, will be passed through
the channel decoder to regain the estimate of the original
message, ŝ. The system model is illustrated in Fig. 1.

III. DEEP-LEARNING-BASED RECEIVER

In this section, the architecture of the detector and how it
will be combined with the channel decoder will be described.
Given that the network is fundamentally promoted from [20],
there is a modification in its structure in order to be matched
with the decoder.

A. The architecture of the detector

Before going into the architecture of the network, a rectifier
and a soft sign operator which are two essential components
of the deep neural network will be discussed first.

A rectifier is an activation function which returns its input if
the value is positive. Otherwise, the rectifier will return zero.
Mathematically, the rectifier is defined as:

r (x) = x+ = max {0, x} . (2)

In 2000, the function was first proposed by Hahnloser et al.
in [27], [28] with strong biological motivations and plenty
of mathematical justifications. However, the function was first
proved its potential a decade later. In 2011, the authors in
[29] demonstrated the outstanding performance of the rectifier
compared to the conventional activation functions, such as the
sigmoid function, when it comes to training a considerable
network. Nowadays, the rectifier is the most widely-used
activation function in the field of deep neural network [30],
[31]. A rectified linear unit (ReLU) is a unit employing the
rectifier.

Fig. 2. The piecewise linear soft sign operator with different values of t.

Another fundamental component in the detection network
is the soft sign operator. In deep learning, since outputs of
an arbitrary layer could be amplified by the later layers and
kept increasing excessively, the soft sign operator is taken into
account for mapping outputs of a layer into a specific range,
especially from −1 to 1. In this detection network, instead of
choosing a hard sign operator, such as

ψ (x) =

{
1 0 ≤ x
−1 x < 0

, (3)



the operator is chosen as in [20]:

ψt (x) = −1 +
r (x+ t)

|t|
− r (x− t)

|t|
, (4)

The function in Eq. 4 is called a piecewise linear soft sign
function. It is a soft sign function as it does not return binary
outputs but the values ranging from −1 to 1. In addition,
the function has an adjustable parameter, t, which allows
the operator to vary its gradient from layer to layer. This
would result in increasing flexibility of the model, hence
avoiding underfitting. The functions with different parameters
are illustrated in Fig. 2. The operator is a piecewise function
as if the input is a vector or a matrix, the operator will operate
on every entry of the input. This is illustrate by the following
equation

ψt (x) =


ψt (x1)
ψt (x2)

...
ψt (xM )

 . (5)

The rectifier is a piecewise function also.
The architecture of each layer in the detection network is

motivated from [20] and shown in Fig. 3.

Fig. 3. The architecture of a layer.

As shown in figure 3, there are three essential operators
in each layer: the concatenator, the rectifier, and the picewise
linear soft sign function. Each layer will have four inputs and
two outputs. The inputs are HTy ∈ RM×1, v̂k ∈ RM×1,
x̂k ∈ RM×1, and HTH ∈ RM×M . x̂k and v̂k are the outputs
from the previous layer, the (k−1)th layer. x̂k is the estimate
of the received signals of the (k − 1)

th layer. v̂k is a lifting
vector which is deployed to lift x̂k to a higher dimension. The
computing process in each layer could be summarized in the
following equations:

ẑk = r

W 1
k


HTy
x̂k

HTHx̂k

v̂k

+ b1k

 , (6a)

x̂k+1 = ψ
(
W 2

kẑk + b2k, tk

)
, (6b)

v̂k+1 = W 3
kẑk + b3k, (6c)

x̂0 = 0, (6d)
v̂0 = 0, (6e)

where k = 1, . . . ,K − 1. W 1
k ∈ R8M×5M , W 2

k ∈ RM×8M ,
W 3

k ∈ R2M×8M are weights in each layer. b1k ∈ R8M×1,
b2k ∈ RM×1, b3k ∈ R2M×1 are biases. tk is the coefficient of
the piecewise linear soft sign operator of the kth layer.

B. Training Process

The loss function is chosen similarly as in [20] to combat
difficulties in training deep networks, such as sensitivity to
initialization, the saturation of the activation functions, and
vanishing gradients. An extra feature from ResNet in [32]
is also utilized to enhance the performance of the training
process. In particular, the output of each layer will be weighted
with the output of the previous ones. The Adam optimizer is
also utilized for training the deep neural network.

Besides, since the detector tends to be converged when
it gets close to the optimal point, the learning rate with
exponential decay will be utilized in the training processes.
The detector will be trained through 50000 iterations with
5000 random samples for each batch. In this work, since the
channel model is known, the training samples will be randomly
created for each batch, which results in a significant number
of training samples, hence preventing overfitting.

C. The proposed receiver’s architecture

(a)

(b)

Fig. 4. Block diagrams of: (a) the proposed system; and (b) the conventional
one.

Given that the detector is fundamentally introduced from
[20], there is a modification in its structure to be fit with
the message-passing decoder. The DetNet detector has a total
of K layers, but only the first (K − 1) layers have trainable
coefficients as the last layer is an estimator which has nothing
to do with the training process. In the original detector
proposed in [20], since the neural network outputs values
which are ranged from −1 to 1, the authors had chosen the sign
function as the estimator to convert these values into binary
bits of −1 and 1. However, in this work, the estimator will be
chosen as the inverse hyperbolic tangent function as given in
(7).

x̂ = 2.atanh (x̂K+1) , (7)



where x̂ is the outputs of the deep neural detector. This
parameter plays the role of channel log-likelihood (LLR) ratios
of the received information signal in the conventional belief
propagation decoder, as shown in Fig. 4(b). x̂K+1 is the output
of the (K − 1) layer of the deep neural network, which is
considered as soft information bits. The inverse function in
the equation above was given in [33] in which outputs of
the canceller would be treated as log-likelihood ratios of the
transmitted symbols. The combination of the detector and the
channel decoder is plotted in Fig. 4(a).

By deploying the deep detector, the proposed receiver is
not required to feed back the extrinsic information as in the
conventional receiver. This results in a system with lower
complexity. It is even more important to note that the proposed
receiver does not require the knowledge of the signal to noise
ratio (SNR) to detect the received signals. This advantage of
the proposed receiver is interpreted as a means to lower the
receiver’s complexity [21].

In contrast, there are feeding forward and backward in-
formation between the canceller and the decoder in the
conventional system, as shown in Fig. 4(b). This Turbo-like
architecture helps to increase the accuracy of the decoded bits
at each iteration.

IV. NUMERICAL RESULTS

A. Set-up

The simulations are implemented on a Core-i5 laptop with a
2.5-GHz Central Processing Unit (CPU) and a 4-GB Random-
Access Memory (RAM). The training process is implemented
in Python programming language with supporting from the
Tensorflow [34] framework running on Python 3.6 platform.
The optimal coefficients are saved in text files and treated
as parameters for the proposed system. All simulations were
performed in the C++ programming language.

The number of layers is chosen three times of the number
of transmit antennas ( i.e., K = 3M ). The transmitter and
the receiver will have the same number of antennas in all
simulations, M = N . The protograph LDPC code with proto-
matrix in (8) is used. This code is one of our optimized codes
for LS-MIMO channels. The number of bits per frames for the
LDPC code is 4800 bits. At each data point in the simulations,
the proposed system is tested until reaching 100 frame errors.

B1/2 =

2 2 1 0 0 1
2 2 1 1 0 0
2 1 2 1 2 0

 (8)

B. Numerical Results

Fig. IV-B illustrates the bit error rates (BERs) of the deep-
learning protograph LDPC coded communications systems
with different numbers of antennas. The graph reveals some
insights for comparing the performance between the conven-
tional and the proposed receivers. The BER = 10−4 line will
be utilized as a reference when it comes to comparing the
average performance.

Fig. 5. The BER performance.

It can be inferred from the graph that the BERs of both
systems tend to decrease either when raising the SNR or when
increasing the number of antennas. For example, the BER of
the 10 × 10 LS-MIMO system is a little bit below 10−6 at
SNR = 6.2 dB. In the 16 × 16 LS-MIMO configuration,
the BER approximating 2.10−6 at SNR = 5.6 dB, and the
32 × 32 LS-MIMO configuration provides the BER level
slightly below 10−5 at SNR = 5.4 dB. The 32 × 32 LS-
MIMO configuration posses the lowest BER when comparing
at the same SNR level.

It is observed from Fig. IV-B, it is evident that the conven-
tional receiver outperforms the proposed one. In particular,
the coding gain of the traditional receiver over the proposed
receiver is 1.8 dB in the 10 × 10 LS-MIMO configuration.
Nevertheless, the coding gain decreases to 1.5 dB when the
number of antennas increases to 32. The coding gain of the
conventional receivers comes at the penalty for the system
complexity. Before closing this section, we should note that the
proposed receiver possesses not only complexity but also the
robustness. The later attribute comes from the fact the deep-
learning LS-MIMO detection does not require the estimated
SNR.

V. CONCLUSIONS

In this paper, we propose an approach to produce the
soft output information for the deep-learning LS-MIMO de-
tector. The proposed approach facilitates the usage of the
deep-learning LS-MIMO detector together with the message-
passing LDPC decoder to have low complexity. We performed
the experiments to reveal the performance and complexity
tradeoff of the proposed receiver. To reduce the complexity
and increase the robustness, the proposed receiver has coding
loss about 1.8 dB and 1.5 dB for 10 × 10 and 32 × 32 LS-
MIMO configurations, respectively.
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