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ABSTRACT: The VAMPERS (Vrije Universiteit Amsterdam Permafrost Snow Model) has been coupled within
iLOVECLIM, an earth system model. This advancement allows the thermal coupling between permafrost and
climate to be examined from a millennial timescale using equilibrium experiments during the Last Glacial
Maximum (21 ka) and transient experiments for the subsequent deglaciation period (21–11 ka). It appears that the
role of permafrost during both stable and transitional (glacial–interglacial) climate periods is seasonal, resulting in
cooler summers and warmer winters by approximately�2 ˚C maximum. This conclusion reinforces the importance
of including the active layer within climate models. In addition, the coupling of VAMPERS also yields a simulation
of transient permafrost conditions, not only for estimating areal changes in extent but also total permafrost gain/
loss. # 2019 The Authors. Journal of Quaternary Science Published by John Wiley & Sons Ltd.
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Introduction

There is an abundance of observational studies which
attribute degrading and/or warming of current permafrost to
recent global warming (Hinzman et al., 2005). Monitoring of
permafrost site conditions in, for example, Alaska (Osterkamp
and Jorgenson, 2006), Siberia (Romanovsky et al., 2007),
Canada (Smith et al., 2005) and on the Tibetan Plateau
(Cheng and Wu, 2007), have exemplified this relationship.
However, aside from this direct permafrost response, there
are also a number of climate feedbacks to consider from
thawing permafrost. Examples of feedbacks are: (i) biogeo-
chemical, such as the increase in atmospheric carbon
emissions (Schaefer et al., 2011); (ii) hydrological, such as
shifts in the seasonal hydrological regime (Wang et al., 2009);
and (iii) thermal, such as effects on the land–atmosphere
energy flux. In the third instance, the focus of this study, the
frozen subsurface may serve as an additional heat source
during freezing and a sink due to increased absorption of
energy from the latent heat demands as it thaws (Poutou et
al., 2004). It is possible that this effect may serve as a
negative feedback, dampening the warming trend. As almost
25% of the Northern Hemisphere is underlain by permafrost
(Zhang et al., 2003), the potential role of any climate
feedback effects could be important. It is hence essential that
climate models not only be able to simulate permafrost
dynamics, but also to represent the effects on the energy
exchange between the (sub)surface and the atmosphere.
Several authors have simulated permafrost response within

a climate or earth system model (Schaefer et al., 2011; Burke
et al., 2013; Slater and Lawrence, 2013). Koven et al. (2013)
presented a review of the coupled earth system models that
specifically implement permafrost thermal dynamics. Among
the different model configurations, there are a number of
differing parameters. The main ones include use of snow and/
or organic layer(s), the calculation of latent heat, and

calculation and determination of ground thermal conductiv-
ity. However, the maximum depth employed among all the
reviewed models was limited, with none extending deeper
than 44m. Although it is advisable to match the subsurface
depth to the time scale of interest (Alexeev et al., 2007),
Stevens et al. (2007) have recognized that climate models
often do not place their lower boundary layer deep enough.
As a result, there is an underestimated heat storage/release
available in the terrestrial subsurface. As studies into the
relationship between lower boundary depth and continental
heat storage reveal, this misplacement can impact model
simulations, hence causing discrepancies in the results
(Smerdon and Stieglitz, 2006).
In simulations from Hartikainen (2006) and Delisle (1998),

the time scale is longer (i.e. millennial), and therefore the
simulations’ depth interval is larger. These examples also
apply the common ‘post-process’ approach (Riseborough et
al., 2008), where climate model results force the land surface
conditions to predict permafrost extent and/or depth. Such
models are limited as there is no feedback or returning effect
on the climate from such changes; there is no coupling.
Up to this point we have mentioned two ends within the

spectrum of permafrost modeling research: one side providing
coupled simulations but with a shallow subsurface depth
(appropriate for short time spans) while the other side performs
offline simulations with a deeper subsurface (fitting for
millennial time scales). The research presented in this work
aims to bridge this gap by examining long-term permafrost
changes using a coupled climate model configuration.
Because permafrost has a relatively slow thermal response

(Lunardini, 1995), compared to other earth system compo-
nents such as the atmosphere (hours to days), lakes/rivers
(days) and mixed-layer ocean (months to years), it is appropri-
ate to capture climate–permafrost coupling over millennia.
Particularly for this work, we study the Last Glacial Maximum
(LGM) and the subsequent deglaciation because the radiative
forcings and boundary conditions are relatively well known.
For our coupled climate system, these are (relative to pre-
industrial times) the presence of large ice sheets (causing
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lower sea levels, exposed land, large orography differences
and extended surface albedo changes), different (and evolv-
ing) orbital configuration and lower greenhouse gas (GHG)
concentrations (CO2, CH4 and N2O).
During the LGM, ocean and terrestrial proxy records

indicate that the global mean annual air temperature was
approximately 3–4 ˚C lower than today (Schneider von
Deimling et al., 2006; Annan and Hargreaves, 2013). In the
polar regions, East Antarctica was about 9–10 ˚C colder than
today while Greenland was approximately 15 ˚C colder than
today (Masson-Delmotte et al., 2013). The last deglaciation
extends approximately from the LGM (�21 ka) to the
Holocene (�9 ka) and is marked by increasing summer
insolation in the Northern Hemisphere, which resulted in
increasing temperatures that caused the retreat of the Lauren-
tide and Fennoscandian ice sheets, and higher CO2 levels
among other effects. The rise in air temperatures during the
last deglaciation serves as the forcing which directly drives
changes in permafrost distribution/thickness and allows con-
straint of the thermal feedback discussed above. Because the
LGM is a common reference point for the last glacial period
(Braconnot et al., 2007) other studies have simulated perma-
frost distribution for this period as well (e.g. Jin et al., 2007;
Levavasseur et al., 2011; Vandenberghe et al., 2012; Saito et
al., 2013).
Here we present simulation results from both equilibrium

and transient paleoclimate experiments using a coupled
atmosphere permafrost component (ECBilt–VAMPERS) within
iLOVECLIM, an earth system model of intermediate complex-
ity. We first introduce the equilibrium experiments, simulat-
ing the LGM climate. From this state at 21 ka, transient
experiments over the last deglaciation period are conducted
to capture the thermal feedback of degrading permafrost. As
we are focused on the long-term response, these transient
experiments only include the ‘slow’ forcings, i.e. changes in
orbital parameters, atmospheric GHG levels and ice sheet
configuration. We couple a permafrost model within an earth
system model and subsequently analyze experiments to infer
the thermal role of permafrost during major periods of climate
change.
This work is the next step to integrating VAMPERS within

iLOVECLIM. Before the full coupling presented here, VAMPER
was validated as a stand-alone, post-processing model (Kitover
et al., 2012, 2013). With this stand-alone set-up, experiments
were previously done for both pre-industrial and LGM
climates. Most recently, enhancements were made to include
a snow pack layer and allow for varying parameters of the
geothermal heat flux and generalized lithology (Kitover et al.,
2015a). A future step is to extend the model to include the
mentioned biogeochemical and hydrological feedbacks.

Model description

iLOVECLIM

iLOVECLIM is an earth system model of intermediate com-
plexity (EMIC). This class of climate models arose as an
intermediate between the fully integrated general circulation
models and simplified conceptual climate models (Claussen et
al., 2002). As a result, EMICs have the ability to simulate
hundreds of thousands of years at a reasonable computational
cost but also represent most of the natural earth system,
particularly incorporating the components with slow feedback
effects, such as ice sheets, vegetation and permafrost.
iLOVECLIM is a ‘code fork’ of LOVECLIM 1.2 (Goosse et

al., 2010), from which most of the physical climate compo-
nents have been retained. Namely, these are the atmosphere,

ocean and vegetation. Other components of iLOVECLIM
were not activated here, including ice sheets, carbon cycle
and water isotopes. This implies that the ice sheets were
prescribed (see Model experiments). Different versions of
LOVECLIM have successfully simulated past climates includ-
ing the LGM (Roche et al., 2007), the Holocene (Renssen et
al., 2005, 2009) and the last millennium (Goosse et al.,
2005). Each model component of LOVECLIM was originally
developed separately and the reader is referred to Goosse
et al. (2010) for a detailed description of atmosphere–ocean–
vegetation components and coupling mechanisms. The atmo-
sphere, land and permafrost components of iLOVECLIM use a
T21 horizontal resolution that is roughly equivalent to
5.6˚� 5.6˚ latitude–longitude.
ECBilt, the atmospheric model (Opsteegh et al., 1998),

consists of a dynamic core with three vertical horizons at
800, 500 and 200 hPa. ECBilt also includes the land surface
module to which VAMPERS is specifically coupled. The CLIO
module (Goosse and Fichefet, 1999) is a 3-D ocean general
circulation model with a free surface. It has 3˚� 3˚ horizontal
resolution and 20 vertical layers. VECODE, the dynamic
terrestrial vegetation model (Brovkin et al., 1997), is similar
to VAMPER(S) in that it was particularly designed for coupling
to a coarse-resolution earth system model. It is a reduced-
form dynamic global vegetation model that characterizes the
land surface as either trees, grass or no vegetation (i.e. ‘bare
soil’) and is computed at the same resolution as the ECBilt
grid. The plant types may be represented fractionally within
each gridcell.

VAMPERS

VAMPERS is a 1-D soil heat conduction model with phase
change capability, approximated using a finite difference
scheme. The soil vertical column comprises 100 layers which
progressively become thicker with depth based on a logarith-
mic scale. The entire soil depth is 3000m. Soil freeze/thaw is
captured using the apparent heat capacity method (Zhang et
al., 2008) but specifically implemented with a smoother
phase change transition approach borrowed from Mottaghy
and Rath (2006). This method and associated model equa-
tions are described in Kitover et al. (2013).
At each time step, VAMPERS calculates the characteristics

of the subsurface thermal properties for each layer throughout
the profile based on per cent (un)frozen water content and
temperature. Using these characteristics of thermal conduc-
tivity and heat capacity, a new temperature profile is
calculated based on the variable surface forcing (land surface
temperature) at the top and the (spatially varying) geothermal
heat flow at the base, for each terrestrial grid cell without
perennial ice cover. There is not yet groundwater hydrology
implemented into VAMPERS so no water/convective heat is
transferred between subsurface layers. Rather, the subsurface
is assumed to be saturated, where the water content of each
layer equals its void space (porosity). For grid cells with a
presumed sandy lithology, porosity decreases with depth
based on a common depth–porosity equation (e.g. Athy,
1930). For bedrock lithologies, porosity is assumed to be very
low (0.1) and remains the same throughout depth. Equations
and parameter sensitivity tests associated with VAMPERS are
described in Kitover et al. (2013).
To match the minimalism of the land surface within ECBilt,

VAMPERS only uses porosity and geothermal heat values to
vary between each ECBilt grid cell. These values are derived
from individual databases that are based on a reclassified
version of the Global Lithological Map Database (Hartmann
and Moosdorf, 2012) and median geothermal heat flux values

# 2019 The Authors. Journal of Quaternary Science Published by John Wiley & Sons Ltd. J. Quaternary Sci. (2018)

2 JOURNAL OF QUATERNARY SCIENCE



previously derived from a combination of measurements,
modeling and correlation estimates (Davies, 2013). The use
of these data and how they were repurposed for application
in VAMPERS is discussed in Kitover et al. (2015a).
Since the original development of VAMPER (Kitover et al.,

2012), two enhancements to VAMPER were discussed in
Kitover et al. (2015a). One was the changeover from an
annual to a sub-daily time step (4 h), allowing development
of an active layer, which is the uppermost layer of ground
that undergoes annual freezing and thawing. This adjustment
was necessary for coupling to the land surface portion of
ECBilt. The other development was the option of including
snow as superficial layers between the ground and atmo-
sphere interface, allowing the role of snow as an insulator to
buffer propagation of air temperatures into the subsurface.
This comparison was shown in Kitover et al. (2015a), which
as expected decreased the depth of permafrost due to higher
winter temperatures at the ground surface. Note that this
additional snow option is where VAMPER was renamed
VAMPERS. Snow is modeled as a single variable depth
divided into three layers. The thermal conductivity and heat
capacity of the snow is dependent on the snow density,
which in turn is dependent on the amount of fresh snow and
age/compaction of the old snow. Similar to the soil layers, the
thermal characteristics of the snow are recalculated at each
time step but are based on snow temperature and snow
density.

Coupling

The integration of VAMPERS into iLOVECLIM is done through
direct coupling within the iLOVECLIM atmosphere compo-
nent ECBilt. Specifically, within ECBilt is the land-surface
model, which computes the land surface temperature and
development of the snow layer by solving the heat budget at
a single soil layer. The temperature and snow of the land-
surface model single soil layer serves as the ground surface
forcing for VAMPERS. In return, VAMPERS computes a
ground heat flux, which depending on the subsurface thermal
regime may be either negative or positive, which is part of
the land surface heat budget in ECBilt. The coupling mecha-
nism between VAMPERS and ECBilt is shown conceptually in
Fig. 1.
As a prior phase to the full coupling between ECBilt and

VAMPERS, a number of one-way experiments were run to
analyze the effect of the iLOVECLIM climate on permafrost
distribution and extent. In Kitover et al. (2015a), the one-way
coupling gave an estimate of permafrost thickness distribution
in the Northern Hemisphere at the pre-industrial climate
state, while in Kitover et al. (2015b), the same one-way
coupling scheme was done for the LGM climate.

Model experiments

All experiments are performed globally (Table 1) but analyzed
from the Northern Hemisphere perspective.

Equilibrium experiments

The first three experiments are performed under fixed 21-ka
boundary conditions. This set-up includes atmospheric GHG
concentrations that correspond to ice-core measurements,
which means lowered levels of [CO2], [CH4] and [NO2]. The
orbital parameters correspond to 21-ka values described by
Berger (1978) and the ice sheet forcing is from the simulations
of Ganopolski and Calov (2011).
Starting at a stable LGM climate (�21-ka orbital forcings),

VAMPERS (initialized at 0m depth of permafrost) was
coupled to ECBilt, where permafrost was then able to develop
in response to ground temperature forcing. Using a 1-kyr
repeating cycle of the LGM climate parameters and external
orbital forcings, the ECBilt–VAMPERS coupling within iLOVE-
CLIM is run in asynchronous mode for 10 000 model years.
At re-equilibrated conditions, the newly coupled version was
then run for another 1000 model years synchronized.
Asynchronous coupling is a technique to conserve computer
resources where certain model components are temporarily
inoperative to allow other parts of the system components to
‘catch up’ to a certain climate state. In our case, we ran
VAMPERS constantly while ECBilt was paused to allow
permafrost time to respond to the LGM climate system. The
concept of asynchronous coupling is described in further
detail in McGuffie and Henderson-Sellers (2005) and specifi-
cally described in Kitover et al. (2015a) for the ECBilt–
VAMPERS coupling.
The following is a description of the first three simulations:

EQ_LGM, EQ_LGM_GEOF and EQ_LGM_VAMP. The experi-
ment EQ_LGM establishes the LGM climate state without
coupling to VAMPERS and is therefore the control run to
which all other runs are compared. The second experiment,
EQ_LGM_GEOF, is a sensitivity test for the atmosphere–land
coupling mechanism between VAMPERS and ECBilt. This
simulation includes the VAMPERS set-up with 100 layers, but
incorporates the ground heat flux only as a function of the
geothermal heat flux (assuming an equilibrated stable geo-
thermal gradient). This implies that the impact of land surface
temperatures on the thermal profile is excluded. The differ-
ence in simulated surface temperatures between EQ_LGM_-
GEOF and EQ_LGM, as shown in Supporting Information
Fig. S1, thus quantifies solely the impact of the coupling
through the geothermal heat flux on the surface climate. The
third experiment, EQ_LGM_VAMP, utilizes the full ECBilt–
VAMPERS coupling. Comparing climate and permafrost
parameters of EQ_LGM_VAMP against EQ_LGM reveals any

Figure 1. Description of the ECBilt–VAMPERS coupling scheme for the two equilibrium experiments: (a) EQ_LGM and (b) EQ_LGM_VAMP.
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major effects on the equilibrated climate after coupling of
VAMPERS to ECBilt. EQ_LGM_VAMP also gives the opportu-
nity for an adequate spin-up to ensure soil temperatures are
in equilibrium with the iLOVECLIM LGM climate before
executing the transient runs.
A t-test was used to determine if there are any significant

differences between the LGM climate state with and without
the ECBilt–VAMPERS coupling. This standard approach tests
the null hypothesis that two samples of climatic data
(variances assumed to be unequal), namely surface air
temperature, have the same parametric mean. Therefore, any
observed changes in the LGM equilibrated climate that are
attributed to coupling are significant at the 99% confidence
level. The data sets which are compared for the t-test analysis
are a ‘snapshot’ or moment in time (with each data set
referencing the same point), and therefore detrending the
data was not necessary. The temperatures of this analysis are
the last 100 model years of the synchronized coupling
simulation, which was in total 1000 years as described
above. We did not take temporal autocorrelation into
consideration.

Transient experiments

The two transient experiments, TR_DEGL and TR_DEGL_-
VAMP, are the model runs without and with ECBilt–
VAMPERS coupling, respectively. They cover the last deglaci-
ation, beginning at the LGM (21 ka) to the early Holocene
(11 ka). An accelerated forcing technique is used, where
insolation, GHG concentrations and ice sheets are updated
with an acceleration factor 10. This means that the time step
of the boundary condition changes is accelerated ten times
faster than a real-world time series. Given the difference in
time scale of model components (several orders of magnitude
different), this technique is used regularly for multi-millennial
or longer simulations (McGuffie and Henderson-Sellers,
2005). A recent study by Varma et al. (2015) found that the
effect of using the acceleration technique (�10) was negligi-
ble on the success of model-data comparison results for
surface variables. However, they did suggest that in northern
latitude ocean areas, biases in sea surface temperature
evolution may occur. The insolation changes are a function
of the orbital configuration (Milankovitch variations) and
daily mean solar irradiance is calculated following Berger
(1978). The GHG concentrations of CO2, N2O and CH4 are
time-dependent (Loulergue et al., 2008; L€uthi et al., 2008;
Schilt et al., 2010). Transient ice sheet forcing is from the
simulations of Ganopolski and Calov (2011) using full
realistic orbital and GHG forcing. During the simulated
deglaciation, the Bering Strait remains closed and the effect
of glacial–interglacial sea-level changes on bathymetry and
on seawater salinity is neglected. Note that because we are
interested in only long-term climate evolution, short-term
forcings are not included in the transient experiment.

However, we recognize that these changes, such as meltwa-
ter pulses (e.g. Licciardi et al., 1999), volcanic eruptions (e.g.
Zielinski et al., 1997), dust fluxes (e.g. Mayewski et al., 1997)
and changes in solar activity (e.g. Muscheler and Beer, 2006),
are also believed to have played a role in climate change
during the last deglaciation.

Results and discussion

Equilibrium experiments

Climate analysis

Comparing the average annual surface temperature between
[EQ_LGM] and [EQ_LGM_VAMP] shows that in the coupled
experiment, the LGM climate is about 1 ˚C warmer in Eastern
Russia and China while over the northern part of European
Russia and eastern Canada, it is about 1 ˚C colder. From an
overall perspective, aside from the general locations of
the ice sheets, it appears that the Northern Hemisphere is
predominantly warmer by about 0.5–1 ˚C (Fig. 2). This annual
signal is probably the result of a reduction in the average
temperature difference between summer and winter, as
discussed below.
Compared to this annual signal, the coupling effect on

surface air temperatures is much stronger in the results of the
individual seasons (Fig. 3). During summer, there is latent
heat consumption as the subsurface thaws, resulting in cooler
conditions than without the coupling, while during winter,
there is conversely a release of latent heat as it refreezes,
producing warmer conditions. In the annual signal, these
seasonal effects are largely cancelled out. This freezing/
thawing process in turn affects the ground heat flux (out of
the ground to the atmosphere), whereby there is a negative
ground heat flux in spring/summer and a positive one in fall/
winter (Fig. 3a). Even when permafrost is non-existent, the
ECBilt–VAMPERS coupling captures a seasonally varying
ground heat flux. Figure 4 shows the effect of thermal
buffering occurring at both the high- and mid-latitudes, the
latter of which primarily undergoes only annual ground
freezing. This highlights the overall wider (global land
surface) effect of coupling temporal variations of the geother-
mal gradient with the atmosphere. However, when compar-
ing the latitudinal averages of daily ground heat flux at 20˚N,
40˚N, 60˚N and 80˚N, there is a more pronounced effect in
the permafrost regions, namely 40–70˚N (Fig. 4a). This
corresponds to the geographical distribution of monthly
surface air temperature anomalies, which shows an amplified
effect at higher latitudes (Fig. 4b). At these parallels, the
development of a pronounced active layer (Fig. 5), because
of surface temperature forcing, is likely to have amplified the
seasonal cycle of negative/positive ground heat fluxes. North
of 70–75˚N, the active layer is thinner and south of 20˚N, the
active layer is non-existent, so as expected the ground heat
flux does not vary as much seasonally (Fig. 4a).

Table 1. Overview of experiments in this study. EQ_LGM are the equilibrium experiments and TR_DEGL are the deglaciation transient
experiments.

Experiment ECBilt �VAMPERS coupling Equilibrium/transient

1 EQ_LGM No Equilibrium (21 ka)
2 EQ_LGM_GEOF� Yes Equilibrium (21 ka)
3 EQ_LGM_VAMP Yes Equilibrium (21 ka)
4 TR_DEGL No Transient (21–11 ka)
5 TR_DEGL_VAMP Yes Transient (21–11 ka)

�GEOF, geothermal heat flux; this serves as a supplementary experiment; results are provided in Supplementary figures S1 and S2.
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Besides the impact of latent heat due to freezing and
thawing, the inclusion of a deeper subsurface could poten-
tially also have influenced the heat ground/atmosphere heat
flux, because it increases the heat capacity of the terrestrial
component within ECBilt. However, if this effect were
significant, we would expect detectable changes in the
atmospheric temperature due to the ECBilt–VAMPERS cou-
pling outside the area with soil freezing and thawing. The
absence of such an atmospheric response suggests that
freezing and thawing is the dominant effect in the permafrost
regions. The importance of freezing/thawing is confirmed by
Mottaghy and Rath (2006), whose experiments in simulating
both observed and synthetic borehole temperatures illustrate
that inclusion of latent heat processes can play a significant
role on the subsurface thermal regime.
The seasonality effect due to changing ground heat fluxes

values will cause, according to the model results, an

�1–2 ˚C shift in average winter and summer temperatures.
There is also a warming and cooling effect in spring and fall,
respectively, but not as pronounced (only 0.5–1 ˚C) or as
geographically widespread as in the other two seasons. This
general effect of wintertime warming and summertime cool-
ing is clear from an overall Northern Hemisphere perspective.
However, the cooling occurring in Alaska and Canada cannot
be directly attributed to local permafrost thaw because the
overlying ice sheet decouples any heat transfer between the
ground and atmosphere. Rather, it is likely that the summer-
time cooling in Eurasia caused shifting of atmospheric
circulation patterns. Namely, there is a significant decrease in
geopotential height (at 800 hPa) in eastern Siberia while over
Alaska, the North Pacific and North Atlantic Oceans, there is
a significant increase in geopotential height (Fig. 6c). The
anomaly pattern points to a change in the large-scale
circulation (Rossby waves), with a ridge over Alaska implying

Figure 2. Significant differences in average
annual surface air temperature between
[EQ_LGM] and [EQ_LGM_VAMP].

Figure 3. Significant seasonal temperature anomalies between [EQ_LGM_VAMP] and [EQ_LGM] for (a) winter and (b) summer.
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a northerly flow that brings cold polar air to North America.
These modifications in summer are particularly highlighted
when compared to the other seasons, which show less
changes to atmospheric circulation (Fig. 6).
Another geographical difference is the range of seasonal

signal across Siberia, where in East Siberia there is both a
strong summer and winter signal, whereas in European Russia
there is a strong summer signal and an absent winter signal.
The strength of the seasonal signal, aside from secondary
influences such as shifts in atmospheric circulation, is
primarily dependent on the ground heat flux. However, the
ground heat flux is a function of the subsurface thermal
gradient, where a steeper gradient produces a higher heat
flux. Therefore, the geographical distribution of the seasonal
signal can be traced to the annual range in surface air

temperatures, where the greater range causes a stronger
seasonal signal, particularly in summer and winter. From
Fig. 7, it is clear that with increasing longitude eastward, the
seasonal variation becomes greater. This longitudinal trend is
an effect of continentality, which attributes a role of landmass
on the seasonal temperature range. Note that the lack of
winter signal in European Russia is also partially due to the
high standard deviation, causing the results in this region to
be statistically insignificant when applying the t-test (Fig. S2).

Permafrost analysis

The significant differences in modeled surface air temperature
due to coupling with VAMPERS are strongest in the summer
and winter periods (�1–2 ˚C). These cooling/warming effects

Figure 4. (a) Comparison of daily ground heat fluxes (Wm�2) from [EQ_LGM_VAMP] given as longitudinal averages (10˚E to 180˚E) at 20˚N, 40˚
N, 60˚N and 80˚N latitude; (b) Hovm€oller plot of averaged (10˚E to 180˚E) monthly surface temperature anomalies between [EQ_LGM_VAMP]
and [EQ_LGM] over the latitude range 40–80˚N.

Figure 5. Average active layer depth (m) at
21 ka [EQ_LGM_VAMP].
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also come through as an annual signal, but with less intensity
(�0.5 ˚C). We note, in particular, annual forcing because it is
strongly related to total permafrost depth (Williams and
Smith, 1989). Subsequently, as there are indeed significant
changes to the average surface air temperatures from the
coupling process (Fig. 1), there are as expected corresponding
changes to the simulated permafrost thickness and/or distribu-
tion. In the areas that showed an annual warming effect,
permafrost is about 50–100m thinner, whereas in areas that
showed lower annual temperatures, permafrost is deeper by
10–50m (Fig. 8c).
As the EQ_LGM is the control experiment, permafrost

distribution in the EQ_LGM experiment is simulated by
forcing an offline version of VAMPERS, forced by land surface
temperatures from ECBilt. The permafrost thickness distribu-
tion modeled by EQ_LGM (Fig. 8a) and EQ_LGM_VAMP
(Fig. 8b) is recognized as only continuous permafrost, rather
than being able to model the full spatial extent that includes
discontinuous and sporadic zones as well. This conclusion is
borrowed and based on Kitover et al. (2015b), who assessed
the VAMPERS-modeled LGM permafrost thickness distribu-
tion. Using proxy-based estimates as a reference, they found
that the LGM simulated extent was underestimated, which

they assert is probably due to the inability to capture the
more sensitive regions of discontinuous permafrost. There-
fore, given the close similarity in modeled permafrost
distribution between the results of Kitover et al. (2015b) and
this work (EQ_LGM and EQ_LGM_VAMP), we concludd that
the permafrost distribution is also underestimated in the
current experiment results.

Transient experiments

Climate analysis

To analyze the transient response of permafrost degradation on
the climate, regional averages of summer and winter surface
temperatures were calculated over the transient simulation.
The eight sample regions (Alaska, Western Canada, Eastern
Canada, European Plain, West Siberian Plain, Central Siberian
Plain, East Siberia and Tibetan Plateau) cover most of the area
underlain by permafrost during the LGM and subsequent
deglaciation period. Similar to the conclusion from the
equilibrium experiments, the transient simulations lead to a
seasonal effect (i.e. winter warming and summer cooling) from
coupling VAMPERS to ECBilt. This is illustrated in Fig. S3,
which shows that all the selected regions (a to h) exhibit a
consistent decrease in annual surface air temperature range
(summer–winter). Another effect of the VAMPERS–ECBilt
coupling seen in the transient experiment is the change in the
transient warming trend, where there is a mild warming of
approximately 0.2–0.5 ˚C (Fig. 9). This is a relatively small
effect and rather than finding its cause directly in the
permafrost thermal feedback, it is more likely to be due to
disappearance of the ice sheets. As the ground is exposed, not
only is permafrost able to develop but the geothermal heat flux
is also newly coupled to the atmosphere. Although this
contribution may seem small, our previous sensitivity experi-
ments comparing temperature effects of only including the
geothermal heat flux as the ground heat flux input for ECBilt
was also about about 0.5 ˚C (Fig. S1).
It was originally hypothesized that as permafrost thaws and

the active layer deepens during the last deglaciation, the
additional energy required for this phase change produced a
negative ground heat flux, potentially cooling the surface. To
evaluate the magnitude of this effect, the average ground heat
flux has been plotted over time (18–11 ka) per 10˚ parallel in
Asia (Fig. 10a). It can clearly be seen that the ground heat
flux becomes increasingly negative, particularly at 60–70˚N,

Figure 6. Significant differences in geopotential height at 800 hPa between [EQ_LGM_VAMP] and [EQ_LGM] for (a) winter and (b) summer.

Figure 7. Difference in LGM summer–winter air surface temper-
atures (˚C) from experiment EQ_LGM_VAMP, plotted against longi-
tude. The different lines represent different latitudes in Eurasia.
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where most of the area is underlain by permafrost. By
contrast, in Fig. 10(b), which shows the non-permafrost
regions more to the south (0–30˚N), there is much less
variation in ground heat flux over time. Although these

summary plots suggest that there is an impact on the ground
heat flux during periods of permafrost thaw, it is apparently
not strong enough to affect the climate beyond a few degrees
centigrade. The average annual flux values ranged between
0.4 and �0.4Wm�2. Although these average values are
comparable with observational studies (Tsuang, 2005), when
weighed against other components of the surface heat budget
in an Arctic environment, the ground heat flux makes up a
relatively small portion (Westermann et al., 2009).

Permafrost analysis

In our transient simulations, both permafrost degradation and
disappearance occurred over the last deglaciation (Fig. S4).
The percentage gain or loss of permafrost extent is calculated
as the difference in per cent land area (Northern Hemisphere)
underlain by permafrost. Note that in Fig. S4(a,c), the red line
represents 21-ka permafrost delineation and the blue line
represents 11-ka delineation. However, when there is no
change in extent between 21 and 11ka, the lines overlap (blue
line overlaps red). Also calculated is a change in average
permafrost thickness for the regions of Eurasia and North
America, with accompanying histograms to show the fre-
quency of grid cells with classed permafrost thicknesses (i.e.
50, 100, 150m, etc.). The two measures, change in permafrost
extent and change in permafrost thickness, reveal separate
effects occurring during the deglaciation. Change in extent
shows retreat or advancement of permafrost presence, whereas
change in thickness reflects permafrost thawing or deepening.
In Eurasia, there was about a net 2% (20–22%) gain in

Northern Hemisphere area underlain by permafrost. As this is
quite a small change, there are a number of reasons to cause a
seemingly minimal response, which we believe is probably
underestimated. The first is that disappearance of permafrost
extent (primarily on the southern margins) is countered by the
gain of permafrost coverage on the Tibetan Plateau and the
location of the former Fennoscandian ice sheet. The Tibetan
Plateau in particular is unique as it is a region of continuous
permafrost but is located much farther south than most of the
occurrence in the Northern Hemisphere. As a result, the region
shows some permafrost thaw while also showing permafrost
gain. Its increase in permafrost coverage is likely to be due to
the decrease in snow thickness (Fig. S5a), whereby ground
temperatures are less insulated to freezing air temperatures.
However, the warming in this region between 21 and 11ka
(Fig. S5b) also led to significant permafrost loss as well.
The second reason for an underestimate is that the

simulated change of permafrost extent by iLOVECLIM does
not take into account the flooding of continental shelves

Figure 8. Permafrost thickness distribution (m) for (a) EQ_LGM and
(b) EQ_LGM_VAMP, and (c) the difference between model runs
[EQ_LGM_VAMP] � [EQ_LGM]. In (c), shading represents if more
(pink) or less (green) permafrost developed in the coupled equilibrium
experiment [EQ_LGM_VAMP] compared to the uncoupled version
[EQ_LGM].

Figure 9. Differences [TR_DEGL_VAMP] � [TR_DEGL] in annual
surface air temperatures (running mean) during transient simulation at
40–80˚N, averaged for 10˚E to 180˚E.
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during the deglaciation; hence the land–sea mask (reflecting
the exposed land area during the LGM) used in the LGM
experiment remains static during the transient run. This
discrepancy is important to note because we model perma-
frost occurring on the East Siberian Arctic Shelf during the
LGM but do not model its subsequent progression as subsea
permafrost, some of which still currently exists today in the
Laptev and East Siberian Seas (Romanovskii et al., 2004).
Crichton et al. (2014) estimate this loss of land area due to
sea transgression since the LGM in the CLIMBER-2 model to
be about 5–7�106 km2.
Another reason for the underestimated response is that we

only capture permafrost changes within the continuous zone.
As noted previously, iLOVECLIM estimates of permafrost
extent, in both an equilibrium and a transient state, are not
able to reproduce discontinuous and sporadic occurrence.
However, it is the unstable ‘warmer’ permafrost regions,
found more often in the discontinuous regions (Smith and
Riseborough, 2002), which are most sensitive to climate
change (Romanovsky et al., 2010). This point is exemplified
by Vandenberghe et al. (2012), who used the mean annual
air temperature isotherm to define the southern limit of
discontinuous permafrost at the LGM and present-day. As a
result, their estimated change in permafrost extent (‘response’)
through these times, depending on their ‘cold’ or ‘warm’
simulation, is greater than our current transient simulation.
Despite a marginal loss of permafrost extent in Asia, the

average permafrost thickness reduced from 319m (standard
deviation, s¼ 210m) to 286m (s¼ 181m) deep. The change
in grid cell frequency (bin classes 50, 100, 150m, . . .,
1000m) of permafrost thicknesses is shown in Fig. S6(a).
There is a relatively large decrease in the frequency of
permafrost cells with thin (<50m) permafrost, which repre-
sents the areas that underwent total permafrost disappearance
such as the southern margins in Russia. The increase in
permafrost thickness, occurring within the middle range of
permafrost thicknesses (100–500m), represents the newly
developed permafrost mostly in the Fennoscandia region and
on the Tibetan Plateau. Finally, the frequency of cells with
deep permafrost (>700m) also decreases. This result demon-
strates the need for climate models to account for both
permafrost thickness and areal extent because analyzing only
zonal loss would misleadingly show little permafrost response
where the differences in permafrost thickness show a highly
responsive change.
The above-mentioned discrepancies, which explain the

probable cause of underestimating permafrost disappearance

in Asia, also apply for the results in North America. Namely,
at the very edge of Western Alaska and on the Bering land
bridge, permafrost was present during the LGM (Fig. 8) but
due to rising sea level, now exists as subsea relict permafrost
(Osterkamp, 2007). Although this region is modeled to
undergo permafrost degradation (as modeled by the green in
Fig. S4d) there is no change in extent. In addition, the retreat
of the Laurentide Ice Sheet also exposes the ground surface to
arctic air temperatures. In turn, newly generated permafrost
occurs in Alaska and Canada (Fig. S4c). Considering this
behavior and again only representing changes in continuous
permafrost, there was about a 7% (4–11%) increase in
Northern Hemisphere land area underlain by permafrost.
The average permafrost thickness in North America de-

creased from 350m (s¼ 207m) to 227m (s¼ 117m). The
thawing occurs mostly on the Bering land bridge and in
southern Alaska. However, it is clear from the histogram of
grid cell thicknesses (Fig. S6b) that there is a change in spread
from wide-ranging values of permafrost thickness at 21 ka
(i.e. one or two cells with thinner permafrost and a few cells
with deeper permafrost) to the more frequently occurring
mid-thickness values (100–500m). This difference is ex-
pressed in the change in standard deviation of permafrost
thickness from 207 to 117m, indicating more frequently
occurring thicknesses around the average depth of 227m.
These mid-range values mostly represent the newly formed
permafrost at the location of the former Laurentide Ice Sheet.
However, the permafrost that develops after retreat of the
overlying ice sheet is not properly initialized and therefore
causes an initial (non-equilibrated) overestimate of thickness,
where in reality there was a slower growth of permafrost from
the top down.
Permafrost evolution is illustrated for three different loca-

tions. The European Plain represents a case of completely
disappearing permafrost (Fig. S7). Permafrost degradation
occurs from the top and the bottom. The actual disappear-
ance, rather than just warming, occurs between 17 and 16 ka.
This degradation is quite rapid, averaging about 6 cma�1.
However it may not be an unreasonable rate of loss if it is
reflecting the rapid rate of warming set by the glacial–
deglaciation transition. Further sensitivity studies would be
required to analyze rates of warming with rates of degrada-
tion. In addition, it is probably not a linear relationship as the
final stages of permafrost disappearance may be accelerated
once the depth profile is sufficiently warm and isothermic.
The complete disappearance in Europe matches with maps
of modern permafrost extent, which shows no permafrost

Figure 10. Average ground heat flux (Wm�2) over the transient simulation [TR_DEGL_VAMP] per 10˚ parallel in Asia. (a) Average at 40˚N, 50˚
N, 60˚N, 70˚N, 80˚N and (b) average at 0˚N, 10˚N, 20˚N and 30˚N.
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currently existing in this area (Brown et al., 2014). In
addition, Kondratjeva et al. (1993) illustrate the late Quater-
nary estimates of the southern permafrost boundary in Russia
which approximately correspond with our timing, as they
show the boundary passing through this region (approx. 60˚
N, 60˚E) between the late Pleistocene and the Holocene
Climatic Optimum.
In West Siberia (Fig. S8), permafrost began to degrade

from the top. Although thawing occurred only within a few
meters from the surface, we expect this degradation to
deepen for another 50–100m throughout at least the next
few thousand years. The deeper subsurface continues to
absorb ground temperature disturbances well after the
initial perturbation (ter Voorde et al., 2014). As with
the rapid response seen in the European Plain example, the
near surface permafrost warms quite rapidly (Fig. S8b).
Although there is little thaw simulated between 21 and
11 ka, the rapid rate of warming combined with the ‘cold’
permafrost suggests favorable conditions for development of
relict permafrost. Due to a much colder initial climate state
than, for example, in Eastern Russia, the rate of thaw lags
behind the quick warming at the surface, causing a thermal
imbalance. West Siberian relict permafrost is documented
by Ananjeva et al. (2003), with the top of the permafrost
about 50–100m deep and total thickness varying between
10 and 150m.
Other modeling results for transient paleo-permafrost simu-

lations are difficult to directly compare with previous work
because the experiments are site- or region-specific. For
example, Lebret et al. (1994) and Delisle (1998) simulated
permafrost depth changes over the last 100 000 and 50 000
years, respectively, in Western Europe. However, our model
does not simulate any permafrost during the LGM for this
region due to the ice sheet. Similarly, Hartikainen et al.
(2010) simulated permafrost thickness changes in Scandina-
via, also an area not recognized to have permafrost by
iLOVECLIM. In Alaska, Osterkamp and Gosink (1991) simu-
lated changes in permafrost depth over the last 100 000 years
at Prudhoe Bay. During the LGM, our model assumes this
area is covered by the ice sheet. However, what is consistent
among all these previous studies and our current one is that
the magnitude of response, with respect to the changes in
thickness, are very similar. In general, the permafrost thaw
rate is expected be around 0.1–1.5 cma�1 according to
Osterkamp and Gosink (1991). Similarly, we found as
expected that cold permafrost degraded minimally at about
0.01 cma�1 (East Siberia) while in areas of rapid warming at
already ‘warm’ or unstable permafrost, degradation occurred
about 6 cm a�1 (European Plain). However, as already
mentioned, a further assessment of these results would
require a sensitivity analysis to better understand rates/
behavior of permafrost degradation in response to transient
forcings.

Conclusions

This study presents the first results of a full thermal coupling
between permafrost and climate using ECBilt–VAMPERS as a
component within iLOVECLIM. The statistically significant
differences between the equilibrated LGM climate with and
without the thermal coupling, are �1 ˚C annually and �2 ˚
C seasonally (warming in winter and cooling in summer).
These differences resulted from introducing heat buffering
(release and storage) within the near surface. The same
magnitude of influence was seen consistently during the
transient run where the coupled version resulted in lower
summer and higher winter air surface temperatures. There

was an observed effect on annual surface air temperatures
during the deglaciation, shifting the warming trend by about
þ0.2 to 0.4 ˚C. Given this rather mild effect, it is difficult to
directly link the cause(s), as it may be from the subsurface
freeze/thaw response where the land surface is newly
exposed and/or simply the coupling (i.e. added heat source)
of geothermal fluxes to the atmosphere.
It was originally hypothesized that permafrost may serve as

a heat sink during major periods of climate change due to
latent heat demands as it thaws. However, there was no
determinable signal from this process. Rather, the ECBilt–
VAMPERS coupling produced only a seasonal signal, due to
thermal buffering and freeze/thaw dynamics in the active
layer. In addition, changes in surface air temperature at high
latitudes were observed above regions that did not undergo
freezing or active layer process. This is particularly evident in
summer over Alaska and Arctic Canada, where a change in
atmospheric circulation patterns resulted in anomalous north-
erly flow and cooling.
Over the deglaciation, permafrost in Asia disappeared

primarily at the southern margins, but was offset by an
increase in permafrost extent over parts of the Tibetan
Plateau, probably due to changes in average snow depth, and
the recently deglaciated regions of Fennoscandia. In North
America, permafrost extent also resulted in a net increase of
about 7% area underlain by permafrost due to deglaciated
regions of Alaska and Canada. It must be considered that
only continuous permafrost extent was simulated and that the
continental shelves remained exposed throughout the mod-
eled deglaciation; both probably contribute to a somewhat
underestimated response of permafrost distribution to climate
warming. Although average permafrost thickness reduced in
both Eurasia (�31m) and North America (�123m), there was
an increase in the frequency of grid cells having mid-range
permafrost depths with a corresponding decrease in the
frequency of grid cells with thin (<50m) and deep permafrost
occurrence (>500m). This pattern indicates both a thawing
response at the margins and in the deep permafrost zones,
while also showing the development of new permafrost in the
areas of previous ice cover.
Permafrost evolution over the last deglaciation is simulated

and highlighted for two regions. On the European Plain in
Russia, permafrost disappeared completely between 17 and
16 ka. This result corresponds with the modern state of
extent, which shows no current permafrost presence. In West
Siberia, the rapid warming and cold permafrost illustrate the
beginning of relict permafrost formation. It is expected that a
continued simulation using VAMPERS would illustrate further
thaw from the top and decoupling between the frozen
subsurface and surface conditions.
A future modeling improvement would be to couple

VAMPERS with the ice sheet component in iLOVECLIM, as
was recently done in the CLIMBER-2 model (Willeit and
Ganopolski, 2015). Such a coupling would combine the
impacts of varying properties of ice sheet thickness, local
ground heat flux and surface climate, and would result in a
more realistic simulation of permafrost occurrence and
thickness under ice sheets and following deglaciation. In
addition, examining the behavior and degradation rates of
permafrost disappearance (which is probably not linearly
correlated to warming rates) over different millennial-scale
climate change scenarios is another interesting question for
future research.
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Supporting Information

Additional supporting information may be found in the online
version of this article at the publisher’s web-site:
Figure S1. Significant difference in average annual surface

air temperatures between [EQ_LGM_GEOF] – [EQ_LGM].
Figure S2. a) Standard deviation of winter surface air

temperatures b) (Non)significant differences in average winter
surface air temperatures between [EQ_LGM_GEOF] –
[EQ_LGM].
Figure S3. Regional difference between average summer and

average winter transient surface air temperatures plotted against
age (in ka), covering the deglaciation from 21ka to 11ka. The
dark dashed line represents without coupling [TR_DEGL] and
the gray line is the coupled version [TR_DEGL_VAMP].
Figure S4. Changes in a) permafrost delineation (red¼21

ka, blue¼ 11 ka) for Asia b) permafrost thickness for Asia, c)
permafrost delineation (red¼ 21 ka, blue¼ 11 ka) for North
America, and d) permafrost thickness for North America.
Note for a) and c) that the blue may be overlapping red when
there is no change in extent. Note for b) and d) that green
indicates permafrost thaw and pink indicates permafrost
deepening.
Figure S5. a) Change in annual average snow depth

between 21 ka and 11 ka, b) Change in annual average
surface air temperature between 21 ka and 11 ka.
Figure S6. Histogram showing frequency distribution of

permafrost thickness classes (bins increasing in 50m intervals)
for a) Eurasia and b) North America.
Figure S7. a) Depiction of modeled annual-mean transient

permafrost thickness, and b) temperature depth profiles for
the European Plain in Russia (60˚N, 60˚E).
Figure S8. a) Depiction of modeled annual-mean transient

permafrost thickness, and b) temperature depth profiles for
West Siberia (64˚N, 70˚E).

Abbreviations. GHG, greenhouse gas; LGM, Last Glacial Maximum.
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