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Abstract

The reduction of risk and non-productive time in oil drilling is a key research interest
in the oil and gas industry. The early detection of kick and loss is a crucial part
in safe well control operations, thus, it plays a major role in this regard. Early
kick and loss detection is done by incorporating the available pressure data of the
bottom side of the well with the available data at the surface on the topside. The
data on the topside is mainly the return flow rate and the mud pit level. There
are advanced flow measurement techniques available for the clean flow going into
the well, which is comparatively easy to measure. On the contrary, the return
flow consists of drill cuttings and gases which makes flow measurement difficult and
inaccurate. Although there exist many flow meters that can measure the return flow
rate, most of the on-shore and off-shore oil rigs still use conventional drilling systems.
These conventional drilling processes use intermittent or online return flow rate and
density measurements together with mud pit levels for kick and loss detection. There
are various flow meters used in these processes, but most of the time paddle flow
sensors are used. These have comparatively less accuracy as well as repeatability.
In most of the conventional oil rigs, this is just an indicator rather than a real-
time flowmeter, thus early kick and loss detection cannot be expected. Advances
in flow metering technology will provide accurate differential flow measurements.
Therefore, the development of cost-effective, accurate and online sensors for early
kick and loss detection is vital.

The development of an efficient model based real-time estimator of the flow rate of
the return flow using an open Venturi channel is studied in this research work, such
that it can be used as a return flowmeter for early kick detection in conventional
drilling. Different mathematical models are investigated for this purpose, and a
suitable numerical solver for the models are developed based on the orthogonal col-
location for real-time implementation. The effect of different types of drilling fluids
and different geometries of channels are studied. The flow rate and various para-
meters like the friction factors are estimated in real-time using different estimators.
The models and estimators are tested against a well-known numerical scheme and
verified using experimental results from a test flow loop.

Further, the combination of two kick detection indicators, the return flow rate and
the active mud pit level, are investigated in a modeling environment. For this, a
combined model which includes both the bottomside and the topside of an oil well
drilling process is developed and simulated to study the behavior of these indicators
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for different drilling operation scenarios. The model is able to show the bottomside
pressure dynamics and the corresponding topside flow dynamics at once. This gives
rise to a complete closed-loop model of an oil well drilling. The drilling fluid losses
that can occur during the removal of drill cuttings using the solid removal equipment
are estimated from these models. With the availability of real-time estimation of
drill fluid losses at the top side, the replenishing of the lost mud could potentially
be automated.

Keywords: return flow sensor, real-time estimation, open channel hydraulics, re-
duced order model
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Introduction

. Background

Oil well drilling operations are prone to high risks. Especially, the high risks are
associated with offshore and deepwater drilling operations. Dealing with high op-
erational pressures, temperatures, and the presence of uncertainty are some of the
main factors which make drilling very risky. Generally, pressure related problems in
drilling are high contributors for both risk and cost. Hence, reduction of risk and
cost in oil drilling is a key research interest in the oil and gas industry.

. System Description

A typical oil well drilling process is shown in Figure 1.1. The drilling is done by
penetrating a rotating drill bit into the rock formation, creating a wellbore. The
formation is a high pressure and temperature environment. Therefore, a liquid
known as drilling mud is continuously circulated through the wellbore. This cir-
culation process is usually divided into two parts; bottomside and topside. The
bottomside is the wellbore and the connected sections, whereas the topside is the
section on the surface. The topside consists of the mud pump, standpipe, mud line,
shale shaker, and mud tanks. The mud line is also known as the return flowline
or drain back flowline. The drilling mud coming out of the wellbore contains the
broken rock formations known as drill cuttings. These drill cuttings are separated
through shale shakers in order to clean the drilling mud before circulating back.
Therefore, the shale shakers and the connected equipment are known as the solids
control system. The clean mud tank which is connected to the mud pump is known
as the active mud pit.

One of the main purposes of using drilling mud is to maintain the pressure inside
the wellbore. Normally, the wellbore pressure is created by the pressure exerted
by the drilling mud column. This wellbore pressure can fluctuate due to drilling
operations, especially due to the start and stop of the mud pump and due to sudden
vertical movements of the drill pipe.
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1 Introduction

Figure 1.1: A typical drilling mud circulating system (Figure 1.1 in Guo and Liu, 2011, p. 4). Here
BHA is the bottomhole assembly.

The pressure in the wellbore needs to be maintained within a pressure window for
safe operation. When the wellbore pressure becomes lower enough than the form-
ation fluid pressure, formation gas or liquid may suddenly enter into the wellbore.
This phenomenon is commonly referred to as a ‘kick’ which could result in a cata-
strophic blowout if not controlled properly. If the wellbore pressure increases than
the fracture pressure of the formation, the drilling mud may seep into the formation,
which is known as a ‘loss’. This phenomenon could result in wellbore damages and
loss of the drilling mud by potentially reducing the productivity of the formation,
which leads to both financial and environmental problems.

. Importance of Return Fluid Flow Measurements

The early detection of kick and loss is a crucial part of safe well control operations.
A recent study done in the Norwegian Continental Shelf shows that 13 % of the
causes for well control incidents are due to technical failures of, or imperfect kick
detection (Carlsen et al., 2011).

The most common kick and loss detection method that is used today is the delta
flow measurement together with the mud pit gain (Fu et al., 2015). The delta flow is
the net difference between the flow pumped into the well and the flow coming out of
the well through the drain back flowline (see Figure 1.2). The delta flow has a direct
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1.3 Importance of Return Fluid Flow Measurements

relationship with the wellbore pressure, thus effective as a kick and loss detection
method.

There are advanced flow measurement techniques available for the clean mud pumped
into the well, which is comparatively easy to measure since its rheological proper-
ties are known in advance. On the contrary, the outflow (also known as the return
flow) consists of drill cuttings and gases which makes flow measurement difficult
and inaccurate. There are flow metering technologies that can accurately measure
the return flow, such as Coriolis flowmeters. However, these are expensive and may
not be accurate enough for return flow in the presence of gasses. Although there
are advanced drilling systems such as the managed pressure drilling (MPD) that
uses the Coriolis flowmeters as return flowmeters, most of the onshore and offshore
oil rigs still use conventional drilling systems. These conventional drilling processes
use intermittent or online return flow rate and density measurements together with
mud pit levels for kick and loss detection. There are various flowmeters used in these
processes, but most of the time paddle flow sensors are used. These have comparat-
ively less accuracy as well as repeatability. In most of the conventional oil rigs, the
paddle flow sensor is just an indicator rather than a real-time flowmeter, thus early
kick and loss detection cannot be expected. Advances in flow metering technology
can provide accurate differential flow measurements. Therefore, the development of
cost-effective, accurate and online sensors for early kick and loss detection is vital.

Solids 
control 
system

Active 
mud pit

Drain back 
flowline

Drill string

Annulus

Drill bit

Mud 
pump

Choke 
valve

Venturi 
channel

 Fluid Losses 

Flow in 

Flow out 

Mud pit 
gain

Flow 
losses 

Drill cuttings

Flow meter 
placement

Figure 1.2: The placement of a Venturi channel as an outflow meter in the topside of a drilling
mud circulating system.
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1 Introduction

Thus, real-time estimation of the return fluid is important for kick and loss detection
algorithms. Equally, it is important to study the dynamics of the fluid flow in the
drain back flowline. This PhD study focuses on the development of models and
estimators for monitoring and measuring the return flow of drill mud at the topside
of an oil well drilling. Figure 1.2 shows a suitable placement of a flow sensor on the
drain back flowline. Although in general, the return flow line is a closed circular
pipe, the fluid flow through this line normally operates under atmospheric pressure.
Hence, the return flowline can be considered as an open channel flow.

. Research Objectives

This PhD study which is a part of the project Semi–kidd (Sensors and models for
improved kick/loss detection in drilling) focuses on developing novel flow measuring
methods for oil drilling. This probably can enable enhanced control and monitor-
ing during oil well drilling, allow the development of early problem detection, and
reduce non-productive time in drilling operations. The project has been funded by
the Research Council of Norway and Equinor ASA, and lead by the University of
South–Eastern Norway.

The central idea proposed in this project is the use of an open Venturi channel as an
alternative to existing flow meters as shown in Figure 1.2. The Venturi flowmeter
can be used to accurately measure the return flow rate in real-time. The informa-
tion about the return flow rate can potentially be used as an online soft sensor for
early kick and loss detection. For sections with higher flow rates, the Venturi meter
could provide a more accurate volumetric flow rate than the paddle flow meters.
Further, the Venturi channel is non-intrusive and easy to maintain. Therefore, a
Venturi flowmeter has the potential to replace the existing flow meters in conven-
tional drilling processes. The possibility of developing an online flow sensor with the
use of Venturi effect in open channel flow has been studied recently by Berg et al.
(2015); Chhantyal et al. (2016b); Chhantyal (2018); Welahettige et al. (2018); Ch-
hantyal et al. (2018). Thus, the development of an efficient, model-based, real-time
estimator for the flow rate of the return flow is the main aim of this research task.

The main objectives are as follows.

• Development of a mathematical model that can be used for estimation of the
flow rate through a Venturi channel.

• Development of a suitable estimator for the estimation of flow rate using the
level measurements of the Venturi channel. The estimator should be adapted
for unknown and time-varying parameters such as the friction factor.
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1.5 Main Contributions

• Development of a topside model for fluid flow which can be combined with the
model of the oil well at the bottomside. The model should be used for studying
the flow dynamics at the topside when the dynamics at the bottomside change
due to various drilling operations.

• Development of a suitable estimator for the estimation of drilling fluid losses
during the drill cuttings removal.

. Main Contributions

The work done to achieve the stated objectives is listed here. Each main contribution
is presented as one or more articles in Part II. Whenever the articles do not contain
all the necessary details, the additional details are presented before each article.

Return
Flow

Well 
Active 

Mud Pit 

Solids 
Removal 
System

Venturi 
Channel Flow Line

Fluid losses 

Model: non-Prismatic 
channel 

Model: 
Prismatic 
channel 

Estimator Estimator

Model: 
Mud pit

Plant

Figure 1.3: An illustration that shows the interconnections of different contributions that are in-
cluded in the thesis.

1. Development of a numerical method to reduce a mathematical model of fluid
flow of a prismatic channel, such that it can be used in real-time flow rate
estimation: Article A

Orthogonal collocation (OC) method was used to reduce the model, with dif-
ferent numbers of discretization points and positions. The model is validated
using the full order model solved by the Kurganov-Petrova (KP) method.

2. Development of a numerical method to reduce a mathematical model of fluid
flow of a Venturi channel (non-prismatic channel), such that it can be used in
real-time flow rate estimation: Article B
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The OC method was used to develop the reduced order model with selected
discretization positions and different numbers of discretization points. The
model is validated using the full order model solved by the KP method (for
two possible flow conditions and different boundary conditions). Further, a
sensitivity analysis was done for both OC and KP methods. Both methods
are validated using the experimental results.

3. Estimation of the fluid flow rate using the reduced order model of the Venturi
channel: Article C

Different model-based estimators were developed based on the reduced order
mathematical model and the results were validated using experimental data.

4. Fluid flow rate and friction parameter estimation using a modified model of
the Venturi channel: Article D and E

The Venturi channel model is modified by using different Newtonian and non-
Newtonian friction models and an unscented Kalman filter (UKF) was de-
veloped for each friction model. The validation of estimators was done using
experimental data. A moving horizon estimator (MHE) was developed for
selected friction models (for Newtonian and non-Newtonian fluids) with con-
straints on each friction parameter and the results were validated using ex-
perimental data. Further, the effect of the most sensitive parameter (channel
bottom slope) on the results were tested.

5. Development of a mathematical model for top flow loop including the bottom-
side of the well: Article F

Developed a model for the entire top flow loop for a MPD system including
the bottomside, drain back flowline, solids removal system, and mud pit. The
models are simulated for different drilling operations.

6. State and parameter estimation using the topside flow model: Article G

The topside flow model is modified with the inclusion of fluid losses from the
solids removal system, OC method is developed for the flowline and is validated
using KP method. A UKF and MHE are developed for the topside model for
estimating fluid losses and the return flow rate (excluding the bottom side
from estimation) and simulated for different drilling operations.

. Structure of the Thesis

The PhD thesis is presented as a compendium of scientific publications, which con-
sists of two main parts. Part I is the synopsis of the research work, that comprises
of five chapters to provide a broad overview of the research. Chapter 1 of Part I
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1.6 Structure of the Thesis

includes a system description, the research problem, and the main objectives. The
main contributions are also listed in this chapter. A literature review on previous
work and background knowledge on the rotary drilling process, kick detection, open
channel flow and estimation are included in detail in Chapter 2. The methods and
approaches of model development, solution methods, and estimation methods are
summarized in Chapter 3. The detailed description of the experimental setup and
procedure is given in Chapter 4 of Part I. The conclusions that are drawn from the
research work, the limitations of the study and recommendations for improvement
are stated in Chapter 5, followed by the Bibliography.

Part II, which is the main part of the thesis is a collection of scientific articles
that have either been already published or are currently under review. Before each
article, additional information regarding the respective article is presented for a
better understanding.
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Literature Review

. Introduction

Rotary Drilling

Early Kick/Loss Detection

Delta Flow

Out Flow Meter

Open Channel 
Flow

Flow  
Estimation

Figure 2.1: A graphical map for the contents of literature review.

The chapter is composed as shown in Figure 2.1 focusing on the necessary back-
ground knowledge. Drilling is widely considered as one of the oldest technologies in
the world. Petroleum drilling is the main branch of drilling as petroleum products
still are the driving force of today’s energy sector in the world. Since the start
of the oil drilling in the mid-1800s, petroleum drilling technologies have advanced
throughout history, economically, efficiently and sustainably. This is a brief insight
into these technologies.

Usually, the life cycle of petroleum products starts from exploration, drilling, com-
pletion, production and then to refining and transportation to the end user. There
are different types of drilling wells in the drilling stage.
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Exploration wells First, the exploration is done by making a few exploration wells
to determine the viability of the reservoir. It is the well that helps to determine
the presence of hydrocarbons. On average, only one in eight North Sea exploration
wells are successful (Hossain and Al-Majed, 2015).

Appraisal wells If exploration well is successful, then drilling of the appraisal wells
will be commenced to establish the extent of the reservoir.

Abandonment wells If no hydrocarbons are found, the exploration well or the ap-
praisal well needs to be sealed and closed to prevent possible environmental disaster
and this is called an abandonment well.

Development wells If hydrocarbons are found and the size is estimated, then fi-
nally, the development wells will be commenced to extract the hydrocarbons. The
development well is drilled in a production field or in an area to extract natural gas
or crude oil. From here onwards, the words ‘drilling’ and ‘well’ refer to the drilling
of the development wells.

Generally, the drilling sequence contains three major steps; i.e. 1) the initiation and
acceleration of the drilling of a hole on the surface of the earth, 2) the casing and
cementing operations to fix the hole, and 3) the completion of the well. Usually,
drilling of a well in the petroleum industry is done by different techniques such
as rotary drilling, percussion or cable drilling and jet drilling. Percussion or cable
drilling is largely obsolete in oil drilling, although it is still used to drill water wells
(Patel, 2019). Jet drilling is an emerging technology, where a high-pressure liquid or
gas jet is used to drill the rock formations (Fang and Duan, 2014; Khan and Islam,
2007). Rotary drilling, on the other hand, is conventional and yet still largely used
in the industry. Rotary drilling uses a sharp rotating drill bit to drill and a fluid
is used to remove the drill cuttings. The rotary drilling process is stated in detail
under different topics of interest.

. The Rotary Drilling Process

A rotary drilling system consists of multiple subsystems of various specific tasks.
An overview of some of the equipment and systems on a conventional rotary drilling
rig is shown in Figure 2.2, showing the hoisting system, the drill string with the
bottomhole assembly and drill bit, the drilling fluid circulation system and the
blowout preventer (BOP). The hoisting system; a crane and a pulley system are
used to lift and lower the rotating drill bit from and into the ground. The drill bit
is attached to the bottom-hole assembly, that consists of a drill string which is a
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2.2 The Rotary Drilling Process

(a) (b)

Figure 2.2: A conventional rotary drilling rig showing different components (a) on top of the surface
and (b) under the rotary table (Figure 2.4 in Hossain and Al-Majed, 2015, p. 21).

drill pipe and a drill collar. These are rotated by the rotary table. As the drilling
progresses, new sections of drill pipe assembly are added on the rig floor. When the
drill bit wears out, the drill bit is replaced by pulling out the entire drill string. The
BOP is a large valve installed on the wellhead to control the pressure in the annular
space between the casing and drill pipe. The BOP is one of the main safety features
in a drilling rig, where it stops influxes from the formation releasing to the surface.
Usually, BOP acts as the second barrier for influxes and a series of BOPs are stacked
together to allow the drill string to move through a closed well (Willersrud, 2015).
The drilling rig must also be able to perform the other necessary functions such as
circulating drilling fluids.

Most of these components in a rotary drilling rig can be categorized into four different
subsystems which are interconnected and drives the whole drilling operation, named
as the power system, the hoisting system, the circulation system, and the rotary
system (Hossain and Al-Majed, 2015). The draw-works, mud pumps and rotary
table are the main components of the power system, while the swivel, kelly/top
drive, rotary table, rotary drive, drill pipe, and drill collars fall under the rotary
system. The main components of a hoisting system are derrick and substructure,
draw-works, and block and tackle. The circulation system is the closed-loop drilling
fluid flowing system from mud pumps to the bottom-hole through the drill bit and
then up to the surface and back to mud pump through various cleaning equipment.
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More details on this circulation system will be explained in further topics.

. . Different Drilling Processes
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Figure 2.3: Block diagrams of (a) a conventional drilling and (b) a MPD process

Usually, the drilling systems are categorized into conventional and unconventional
drilling, based on the methods of control of the bottomhole pressure (BHP). In con-
ventional drilling, the well is open to the atmosphere at the top and the pressure
is maintained using mainly the hydrostatic and circulating pressures of the drilling
fluid. If the well is drilled with a BHP above the pore pressure, it is drilled overbal-
anced, which is the conventional way of drilling. If the well pressure is intentionally
kept lower than formation pore pressure, the well is drilled underbalanced.

The topside is the surface section of a drilling rig with the exclusion of the bottom-
hole activities, thus the pressure control devices are operated from the topside. The
main components in a conventional and MPD topside drilling processes can be seen
in Figure 2.3. The flow of the drilling fluid is the main focus here, where the drain
back/return flowline from the bell nipple, the solids control system, and the mud pit
are the major components. Since the conventional drilling doesn’t have any pressure
control other than the hydrostatic pressure, pump and the friction pressure by cir-
culating the drilling fluid, the drilling fluid directly flows into the return/drain back
flowline after the bell nipple. However, in the MPD system, the BHP is controlled
by the back pressure pump and a choke assembly. Therefore, right after the bell
nipple, the drilling fluid flows through the choke manifold before the return flowline.
This is based on the handling of the BHP in various drilling systems.

. . Bottomhole Pressure

The pressure at the bottom of the wellbore, which is usually known as the bottom-
hole pressure needs to be properly controlled/maintained for a safe drilling operation.
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Bottom hole pressure
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Figure 2.4: A drilling window.

Therefore, the drilling must be performed by maintaining the BHP to lie inside a
drilling window which is shown in Figure 2.4. To prevent any inflow of formation
fluids the BHP must exceed the pore pressure, which is the pressure exerted by the
fluids in the pores of the formation. The pore pressure depends on the depth of the
porous formation, the density of the formation fluids and the geological conditions.
The BHP must also be higher than the breakout pressure of the formation, to avoid
any collapsing of formation into the hole that was just drilled. If BHP exceeds the
fracture pressure, the formation could fracture causing the drilling fluid losing into
the fractures (Caenn et al., 2017). The wells are designed in a way that each time
this drilling window becomes narrowed down closer to zero, a new casing string is
set. This allows targeting a particular group of formations at a given time, where
predetermined hydrostatic and circulating pressure profiles can be maintained not
to exceed the defined drilling window boundaries.

In a conventional drilling system, there are two main pressure profiles, the static
pressure due to the hydrostatic pressure of the drilling fluid and the dynamic or
circulating pressure due to the hydrostatic pressure plus the pump pressure neces-
sary to circulate the fluid into the wellbore. This is also known as the equivalent
circulating density (ECD). Because the two main pressure profiles have limitations,
conventional drilling cannot operate in narrow drilling windows. Apart from these
two, pipe rotation, cuttings load and the drill bit depth can affect the BHP. These
pressure profiles are shown in Figure 2.5.

However, MPD has the ability to adjust the surface pressure in order to fit the BHP
profile within the drilling window, which allows drilling through narrow drilling
windows. The conventional hydrostatic pressure is no longer a constraint as extra
pressure can be applied to BHP from the topside (such as back pressure and/or choke
pressure), creating a different pressure profile when pumps are off, which is known
as equivalent static density (Chin, 2012). For both conventional and MPD systems,
the drilling fluid needs to be properly maintained for a successful operation.
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Figure 2.5: The changes of conventional ECD according to various factors. MPD ECD is also
shown here and kept at the desired level by changing the back pressure pump.

. . Drilling Fluid

The principal purposes of the drilling fluid in a rotary drilling system can be listed
as follows (Caenn et al., 2017; ASME Shale Shaker Committee, 2005),

1. Keep the wellbore pressure within the required pressure limits to prevent the
kicks and losses: This is controlled by the density of the fluid and the ECD.
The ECD is a combination of the hydrostatic pressure exerted by the fluid
column in the wellbore and the added pressure that is needed to pump the
fluid up the annulus of the wellbore.

2. Lift and transport the drill cuttings to the surface and allow cuttings to be
separated from the liquid: This is done by manipulating the viscosity of the
fluid in order to obtain a good transport efficiency in the wellbore annulus and
to ensure good efficiency of solids control equipment.

3. Suspend solids: This is controlled by the effective viscosity and gel strength of
the fluid to minimize settling of particles under both static and dynamic flow
conditions.

4. Form a thin film which can seal any openings in the permeable formation that
is being penetrated by the drill bit: This is done by monitoring the particle size
distribution of the solids and maintaining the proper wellbore strengthening
materials in the fluid.

5. Maintain the stability of the uncased sections of the wellbore: This is done by
monitoring the mud weight and mud/wellbore chemical reactivity to maintain
the integrity of the wellbore until the next casing is placed.

The use of fluids in the drilling process has the following added advantages,
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2.2 The Rotary Drilling Process

• Lubricate the drill string and drill pipe particularly when it wears against the
sides of the well,

• Cool and clean the drill bit, and

• Transport the data and information from the wellbore to the surface.

Composition of Drilling Fluids

These drilling fluids consist of a base fluid, solids, and additives. The base fluid
is either a water-based, non-aqueous based (oil or synthetic) liquid or a pneumatic
fluid (see the classification in Figure 2.6), while solids can be either active or inert.
The type of solids and its concentration in mud influences many factors such as
drilling rate, hydraulics, dilution rate, torque and drag, surge and swab pressures,
differential sticking, lost circulation, hole stability, and balling of the bit and the
bottomhole assembly (ASME Shale Shaker Committee, 2005). The additives are
used to control the mud weight, viscosity, fluid losses, and the chemical reactivity of
the fluid system. Some of the additives for water-based, brine-based and oil-based
fluids can be tabulated as shown in Table 2.1, according to the fluid property that
is meant to be controlled by adding the stated additives (Caenn et al., 2017).

There exists a large number of drilling fluid formulations. However, a suitable
drilling fluid for a particular drilling system will be selected after careful considera-

Base Fluids

Water-based 
liquids

Freshwater mud

Salt/brine 
systems

High 
performance 

systems

Non-aqueous  
liquids

100% oil

Oil-based 
systems

Synthetic fluids
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Figure 2.6: Classification of drilling fluid systems by their base fluid (Caenn et al., 2017).
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Table 2.1: Different drilling fluid formulations: Additives for water-based, brine-based and oil-
based fluids

Base fluid Mud weight Viscosity Fluid loss Chemical re-
activity

Clear water,
bentonite,
calcium based,
potassium based

barite,
calcium carbon-
ate

bentonite,
polymers,
thinners,
flocculants,
deflocculants

bentonites,
polymers

pH, alkalinity,
lubricity,
contamination
control,
surfactants

Chlorides,
sodium,
potassium,
calcium,
sea water,
lime, silicates

Barite,
calcium carbon-
ate,
salt

pre-hydrated
clay,
attapulgite,
xanthen gum,
modified starch

pre-hydrated
clay,
calcium carbon-
ate,
starch,
microcellulose

caustic soda,
surfactants,
emulsifiers,
lubricants,
defoamers

Diesel oil,
mineral oil,
vegetable oil,
olephins

Barite,
hematitie,
illmenite,
calcium carbon-
ate, formates

organophyllic
clay,
fatty acids,
sulphonated
polystyrene

organophyllic
lignite, asphalt,
calcium carbon-
ate,
microcellulose

brine water,
lime,
emulsifiers,
wetting agents,
surfactants

tion of the well costs, formation evaluation, productivity and the risk of catastrophes,
such as wellbore instability, stuck drill pipe, loss of circulation, and gas kicks.

Rheology of Drilling Fluids

Most of the drilling fluids are non–Newtonian in behavior, specially shear-thinning
(pseudoplastic) behavior. Generally, non–Newtonian models which use two or three
parameters are used to model these fluids. Commonly used three-parameter models
in the drilling industry are Robertson– Stiff, Collins–Graves, and Herschel-Bulkley
models (Gjerstad and Time, 2015; Weir and Bailey, 1996; Bailey and Weir, 1998).
However, other models such as the Newtonian model, the Bingham plastic model,
the power law or Ostwald–de Waele model are also being used by drilling engineers
to approximate the drilling fluid behavior (Mitchell and Miska, 2011). Some of these
models are represented graphically in the rheogram shown in Figure 2.7. There is
no general rheological model which will suit all types of drilling fluids. However, the
Herschel- Bulkley model has a wide acceptance throughout the industry and have
the American Petroleum Institute recommendation (API RP 13D) (Gjerstad and
Time, 2015).

Further, drilling fluids are usually dependent on shear time (thixotropic) (Mitchell
and Miska, 2011). The thixotropic behavior of drilling fluids is rarely modeled
mathematically. Livescu (2012) has reviewed the mathematical modeling done on
thixotropic drilling fluids so far. However, these studies are based on well conditions
and/or pipe flow (Reed and Pilehvari, 1993; Negrão et al., 2011; Mitchell and Miska,
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Figure 2.7: A typical rheogram for general drilling fluids.

2011; Livescu, 2012; Gjerstad and Time, 2015), and there are no explicit models
developed for open flow. Usually, complex rheological models are accepted as more
accurate when predicting the rheological behavior of drilling fluids (Livescu, 2012).

. . Solids Control System

The ability to predict, maintain and control the fluid densities and rheologies are
critical for keeping wellbore integrity intact, thus improving the drilling efficiency
and overall performance. This fluid consistency is ensured by the effective operation
of the solids control system. The solids control system is the process of cleaning and
recovering the drilling mud before returning it back to the drilling system. This is
also known as the ‘solids removal system’ or ‘solids handling system’ in the industry.
The purpose of a solids control system is to remove drill cuttings from the drilling
fluid in order to maintain the required rheology of the drilling fluid. Fine particles
that are created due to the breakdown of larger drill cuttings when they pass through
various separation equipment, contaminate the drilling fluid. Therefore, the solids
control system limits the mechanical degradation of the cuttings and maximizes the
removal of solids from the drilling fluid. This helps to lower fluid dilution rates,
decrease the volume of required additives, achieve higher flow rates, and reduce
fluid degradation, which would result in a holistic reduction of the cost of fluid
property maintenance and reduction of transportation and disposal of solid and
liquid waste.

The equipment for solid removal is selected based on the drilling fluid, formation
characteristics, equipment available on the rig, and the specific cuttings disposal re-
quirements (Charles and Sayle, 2010). The process consists of a series of separation
equipment which is designed to remove coarse to fine-grained solids, sequentially.
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Table 2.2: Classification of solids particles in a drilling fluid (Table 2.2 in ASME Shale Shaker
Committee, 2005, p. 26).

Category Size (µm) Types of solids
Colloidal < 2 Bentonite, clays, ultra-fine drilled solids
Silt 2–74 Barite, silt, fine drilled solids
Sand 74–2000 Sand, drilled solids
Gravel > 2000 Drilled solids, gravel, cobble

The solids in drilling fluid are categorized into different types based on their particle
size as shown in Table 2.2. The type of equipment that can be used for each particle
size is different (see the Figure 2.8). In general, these equipment are shale shakers,
centrifuges, de-silters, de-sanders, dryers, Gumbo removal equipment, cyclones, de-
watering, and de-gassing systems. These equipment are installed on top of the series
of mud tanks as shown in the typical solids control system in Figure 2.9. Usually,
to improve the efficiency, a series of shale shakers are used which are called primary,
secondary and/or tertiary shale shakers. The term shale shaker in a drilling system
can mean a shaking screen, vibrating screen, oscillating screen or a combination of
these (Guo and Liu, 2011; ASME Shale Shaker Committee, 2005; American Asso-
ciation of Drilling Engineers, 1999).

The amount of retention fluid that adheres to the drill cuttings depends on the
solids control equipment and their efficiency, the particle size of the cuttings, and
the type of drilling fluid. The methods of determining the quantity of drilling fluids
that are lost on drilled cuttings are limited in the current industry. Usually, a bulk
measurement is taken by the retort on the retention of mud on cuttings, but this
method is of limited accuracy and chemical specificity (Hughes et al., 1991).

Figure 2.8: The capabilities of general solids control equipment (Figure 5.2 in ASME Shale Shaker
Committee, 2005, p. 97).
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Figure 2.9: Solids removal equipment in a typical solids control system (Figure 1.12 in Guo and
Liu, 2011, p. 11).

The cuttings are further treated to remove the drilling mud that is attached after the
solids control system before discharging. How much drill mud is removed from treat-
ment is based on the discharge standards. There are different discharge standards
in place for different countries under international and regional conventions related
to environmental control and regulations, such as the convention for the protection
of the marine environment of the North-East Atlantic (OSPAR convention), marine
emergency mutual aid centre (MEMAC) and Barcelona convention. It is generally
permissible to release cuttings with water‐based drilling fluids. However, according
to OSPAR convention, cuttings with synthetic and oil-based drilling mud should
be treated before discharge. In Norway, oil-based drill cuttings are allowed to be
discharged, if the cuttings have less than 1 % oil weight attached to the dry cuttings.
In recent years, Norway has stopped discharging oil-based cuttings into the sea, as
a result of establishing a zero-discharge target in 1997, for hazardous substances
released by petroleum activities (Caenn et al., 2017; Veil, 2002; Taylor et al., 2018).

. . Drilling Incidents

The smooth drilling operation via proper BHP maintenance or control is generally
associated with different drilling operations and incidents, because these can cause
pressure variations inside the well.
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Influx of formation fluids (kick)

An influx can occur when the BHP drops below the formation pore pressure. The
fluid is forced through the permeable pore structure into the well. If it contains
gases, the density of the drilling fluid could change significantly. The gases tend to
travel upwards where the pressure reduces gradually, which can cause the gas volume
to increase and thereby further reduce the fluid density. With reduced density, the
BHP will reduce further causing more influx from the formation into the well, which
is known as ‘drawdown’ (Willersrud, 2015). A kick is a severe incident that needs
to be either prevented or identified early and controlled.

If a kick is detected the actions that need to be taken are shutting the well in, stop-
ping the pump and closing the BOP around the drill string. Then the kick handling
operation must take place, which includes circulating the kick out and replacing the
drilling fluid with a heavier kill mud (Willersrud, 2015). An uncontrollable kick is
known as a blowout, which is catastrophic.

Lost circulation (loss)

Loss of fluid into the formation is known as lost circulation, which occurs due to
too high BHP than the fracture pressure. Loss can also occur if fractured forma-
tions are encountered during drilling. Lost circulation is one of the most common
and troublesome problems in drilling, because of the loss of drilling fluid and the
reduction of productivity of the reservoir if the drilling fluid enters the reservoir.

Ballooning (breathing)

Sometimes when higher BHPs are exerted over a formation (such as turning mud
pumps on), some of the drilling fluid can flow into the formation and when the
pumps are stopped and the BHP reduces, the formation fluids can enter into the
wellbore. This happens due to an anomaly in formation, where the circulating
frictional pressure forces the drilling fluid into the microfissures of the rock formation,
which open only enough to contain the fluid, but not enough to permanently fracture
the rock. When the pumps are stopped and the circulating pressure ceases, the
overburden of the rock forces the contained fluid back into the wellbore. This effect
is commonly referred to as Ballooning or breathing because of the similarity of the
effect of inflation and deflation. Identifying ballooning is critical since it is hard to
differentiate with the initiation of a kick or loss.
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Pipe connection

The drill strings are segments of 27–30 feet in length. Once this length has been
drilled, a new segment of the drill string is added. The procedure of adding a new
segment of the drill string is called pipe connection. During a pipe connection,
the mud pumps are stopped, therefore, the BHP has the risk of falling down to
dangerously low levels, if it is not controlled properly.

Surge and swab

The up and down movements of the drill string inside the well can change the BHP
and could cause the mud to flow in and out of the well. When the drill string is
moved upwards from the well causing the pressure to drop, it is known as a swab.
The opposite, when the drill string is pushed down causing a sudden increase of the
pressure is known as a surge. The surge and swab will cause the mud to flow out
and into the topside to compensate for the sudden pressure changes, respectively.

Tripping

The complete removal of the drill string from the wellbore by pulling it out and then
running it back in the hole is known as tripping or a round trip. This operation is
done to replace or repair the drill bit after wear. The drill string is removed by 90
feet sections at a time, by unscrewing every third drill pipe. Then depending on the
situation a new drill bit is selected based on the failure mechanism and attached
to the drill string and lowered into the bottomhole. The duration for the entire
operation depends on the total depth of the well and the skill of the drill crew.

Proper differentiation and identification among these incidents need to be practiced
for a safe and effective drilling.

. Early Kick Detection

For a safe drilling operation, the impact of drilling incidents needs to be minimized.
Kick is a critical incident and the main reasons that can cause a kick are having
a mud weight less than the formation pore pressure, failure to keep the hole full
while tripping, swabbing while tripping, lost circulation and having a mud cut by
gas, water or oil (Grace et al., 1994). Detecting and classifying the kick or loss as
soon as possible is crucial to initiate counter actions which can reduce the risk of
escalation of an abnormal situation. This process is generally known as early kick
detection (EKD).
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. . Kick Detection Methods

Usually, there will be one or several warning signs if a kick is about to happen.
These warnings (also known as indicators) are; a sudden increase in drilling rate, an
increase in fluid volume at the surface, a change in pump pressure, a reduction in
drill pipe weight or gas, oil, or water in return mud (Grace et al., 1994).

Sudden increase in drilling rate

Usually, the first indication of a kick is a sudden increase in drilling rate, sometimes
known as a ‘drilling break’. This shows that the formation may have been penetrated.
The drilling crew must have the knowledge to limit the length of open hole to a
minimum in an event of drilling break.

Increase in fluid volume at the surface

A sudden increase of flow at surface is shown as a pit level increase or a return flow
rate increase. Usually, this will be known after knowing a drilling break. However,
sometimes a variation of drill bit could mask a drilling break, thus an increase
of flow volume will be the first indicator. The influx could be rapid or virtually
imperceptible based on the productivity of the formation. Therefore, any change of
fluid volume at the surface should not be ignored.

Change in pump pressure

A decrease in pump pressure during an influx will happen if the hydrostatic pressure
in the annulus is reduced. Most of the time, this will be evident after the other two
indicators.

Usually, the reduction in drillpipe weight and a gas, oil, or water in mud will be
detected after the other warnings.

There are different types of EKD methods that are used in the industry, which are
based on these warnings. Generally, the EKD systems in MPD systems are faster
than the EKD methods used in conventional systems (Reitsma, 2010).
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Mud Logging

Mud logging is one of the oldest methods of EKD and still a popular method in con-
ventional drilling. Mud logging is continuous observing of the down-hole conditions,
and monitoring and evaluation of certain parameters, at the surface. Some of these
parameters are, total gas, mud pit volume, connection flow back, pump pressure,
drill break, return flow, rate of penetration, trip tank and trip sheets (Grace, 2003;
Nayeem et al., 2016). Here, ‘total gas’ is the measurement of the total combustible
hydrocarbon gasses which are present in the mud out flow and rate of penetration
is the speed at which the drill bit can break the rock formation. A ‘trip tank’ is a
low-volume, calibrated tank that can be isolated from the circulation system and
used to keep track of fluid volumes while tripping (Ahmed et al., 2016). Monitoring
the mud pit gain is the most common method out of these. However, the inter-
pretation of active pit volume variations alone could be difficult during drilling, due
to the changes in the inflow to the well and the fact that a large amount of mud
is buffered in the return flowline and the solids control system prior reaching the
mud pits. Further, any change of the pit configuration could affect the total active
volume making it difficult to understand the variations and the direct addition of
base oil or additives into the active pit may look like a gain or vice versa. There
should be clear connections with other indicators to avoid false alarms (Cayeux and
Daireaux, 2013; Nayeem et al., 2016). An example of a mud pit volume indicator
for different drilling incidents including a kick is shown in Figure 2.10.

Delta Flow

The difference of the flow rate going in and out of the well (delta flow) is a direct and
reliable indication of a kick or a loss, where a positive value indicates a kick and a

Figure 2.10: Mud pit gain as an indicator (Figure 3 in Yuan et al., 2016, p. 6).

25



2 Literature Review

negative value indicates a fluid loss. However, it requires accurate flow measurements
for both the inflow and outflow. Usually, in conventional drilling the outflow is
observed using a paddle flowmeter, which is an indicator rather than a flowmeter.
However, MPD systems use accurate flow meters such as Coriolis flow meters for out
flow, thus the delta flow monitoring is used in most MPD systems (Orban et al., 1987;
Schafer et al., 1992; Cayeux and Daireaux, 2013; Nayeem et al., 2016). However,
the delta flow can generate false alarms during starting and stopping of mud pumps
or during axial movements of the drill string (Speers and Gehrig, 1987).

Standpipe Pressure

Standpipe pressure (SPP) is also a common kick indicator, where the pressure of
the standpipe (the pipe in between the mud pump and the kelly/top drive, which
provides a high pressure pathway for the drilling mud to travel up the derrick)
is monitored. SPP can detect any abrupt change but difficult to interpret alone,
because of the pressure changes from other sources, such as mud motors, pump
problems, washouts and rotation in slim-hole wells (a smaller bore hole than regular).
Further, smaller influxes are difficult to detect due to the low resolution of the sensor
in SPPs (Reitsma, 2010; Cayeux and Daireaux, 2013; Nayeem et al., 2016).

Bottomhole Pressure using Logging-While-Drilling or Pressure-While-Drilling

This is quite similar to a SPP and the BHP is measured through a logging-while-
drilling or pressure-while-drilling tool. Having known the actual BHP, is easier to
interpret kicks and hole conditions than using SPP while the pumps are on. Both
SPP and this method are effective at detecting influxes where there is a measurable
increase in ECD and surface piping. However, when using the mud pulse telemetry
to transfer the signal to the topside, the data can be obtained only when the pumps
are off. Further, the sensors could become faulty due to the down-hole conditions,
therefore, the accuracy, repeatability and reliability could reduce (Reitsma, 2010).

Annular Discharge Pressure

Annular discharge pressure (ADP) is measured right after the rotating control device
where the drilling fluid leaves the annulus, and before the choke valve in a MPD
system. A highly accurate pressure sensor is needed for accurate measurements
(Reitsma, 2010). Usually the SPP and ADP need to be analyzed together to identify
an incident. For example, a simultaneous increase of both the SPP and ADP is an
indication of a kick while an increase of SPP together with a decrease of ADP is
a typical characteristic of a plugged drill string or annulus bridging. However, this
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method can only be applied in steady state flow conditions to avoid false alarms
(Cayeux and Daireaux, 2013).

The Figure 2.11 shows an example of a kick detection incident in a MPD system
(Reitsma, 2010). First an increase of delta flow was detected and the driller was
informed. The driller was monitoring only the SPP not the delta flow and interpreted
the event as a pump problem. At 5 minutes the choke was closed to 30 % to reduce
the influx rate. However, at the time it was difficult to decide whether the influx has
been stopped or not because ADP continued to increase but delta flow decreased
and then became steady. Without checking the SPP, which was still decreasing,
which means more gas is entering the annulus the crew decided that the kick is
under control and resumed drilling. This is evident in the increase in SPP and
a temporary decrease in ADP and delta flow at approximately 24 minutes. The
resumption of drilling caused more reservoir to be exposed to the bottom-hole, and
delta flow and ADP increased again. Then the well was shut-in using the well control
system (Reitsma, 2010).

Although there are many methods available for EKD in MPD systems, the key
detection methods for conventional drilling systems are the mud pit gain and the
delta flow.

Figure 2.11: An example of the use and comparison of various kick detection methods (Figure 12
in Reitsma, 2010, p. 16). The time is in minutes. The kick started at 0 minutes.
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. . Early Kick Detection in Conventional Drilling

Usually, different EKD indicators or combinations are used for different drilling
operations and incidents in conventional drilling. The primary kick indicators for
drilling or circulation are an increase of mud return flow rate compared to the mud
flow in and the mud pit gain. For the pipe connections, the continuation of return
flow rate when the mud pumps are off, and the pit gain are the primary indicators.
Further, for the tripping, the continuation of return flow rate and trip tank gain
compared to the expected gain would be the primary indicators for kick detection
(Brakel et al., 2015). Outflow sensors that are used in conventional drilling platforms
are usually qualitative and requires an additional indicator support before positively
identifying a kick. Pit gain or pit volume totalizer (PVT) indications are limited
by the relatively large size of the pit tanks. Generally, the reliable detection limit
of PVT is estimated to be in the order of 10 bbls. Even though, this much of a
PVT acts alone as an indicator, it is a common practice to conduct a flow check
to confirm the flow is from the well (Fraser et al., 2014). The trip tanks are quite
smaller than the mud pits. Usually, trip tanks can detect changes of ≈ 1/4 of a
barrel, hence the most accurate kick detector in a conventional rig. However, this
indicator can only be used when the flow is not circulating (Fraser et al., 2014). In
order to detect a kick or loss successfully using delta flow, the required accuracy of
the delta flow should be in the range of 25–50 gpm (Orban et al., 1987).

To use the delta flow method as a EKD method, the conventional drilling rigs need
an accurate outflow meter for measuring the return flow rate. The importance of
an outflow meter for EKD is summarized in Table 2.3.

Normally, the outflow is sensitive to slight changes such as rig heave or the manner
the pumps are started and stopped, hence might show up noticeable changes in the
outflow meter. Therefore, compensation for rig heave and other standard practices
are needed for such a meter (Fraser et al., 2014). According to Orban et al. (1987),
a flowmeter for kick loss detection in drilling should have an accuracy of 1.5–3 l/s
for flow rates up to 75 l/s in a normal drilling operational environment. Further, it
requires the reliability and accuracy of measurements over the full range of flow and
the accuracy should be maintained for any type of drilling fluid in a viscosity range
of 1–200 cP and a density range of 1000–2160 kg

m3 (Orban et al., 1987). Moreover,
there are some complexities that needs to be considered for an outflow meter, such
as variable flow rate due to stop–start process, the variable cuttings load and gas
cut during drilling.

. . State of the Art Flow Meters in Drilling

There exists many novel and advanced flow metering techniques for petroleum in-
dustry, especially for multiphase flow metering (Falcone et al., 2014). Therefore,
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Table 2.3: A comparison of early kick detection operations (Table 1 in Fraser et al., 2014, p. 3).
Opera-
tion

Tripping
out

Connec-
tion

Drilling
ahead

Out of
the hole

Plug and
abandon

Conven-
tional
drilling

Primary
kick indic-
ators

trip tank PVT, flow
indicator

PVT, flow
indicator

visual, trip
tank

PVT, flow
indicator

estimated
KDV

≈3 bbl > 10 bbl > 10 bbl ≈5 bbl > 10 bbl

Conven-
tional
drilling with
outflow
meter

Primary
kick indic-
ators

trip tank,
flowmeter∗

flowmeter,
boost
pump
strokes

flowmeter,
pump
strokes

visual,
flowmeter

flowmeter,
pump
strokes

estimated
KDV

≈1 bbl > 5 bbl > 3 bbl ≈5 bbl > 5 bbl

KDV–Kick Detection Volume
∗ – if the flowmeter is upstream of the trip tank

different types of flow meters with its own characteristics and applications are avail-
able for the EKD purpose. The inflow is a comparatively clean fluid with known
rheological properties, thus many flowmeter types can be used to measure the in-
flow rate accurately. Some of the inflow meters that are used in the industry are
mud pump stroke counter, pump rotary speed transducer, magnetic and Doppler
ultrasonic flow meters (Schafer et al., 1992). However, the outflow or the return
fluid is contaminated with drill cuttings, wear material and sometimes even gasses
and other formation fluids. Due to this harsh condition only a limited number of
flowmeter types can be used such as Coriolis, electromagnetic, ultrasonic and open
channel flow meters.

Since most of the current operating drilling rigs are still conventional, the popu-
lar industry standard for outflow meter is the flow paddle (Cayeux and Daireaux,
2016; Brezina, 2016). The flow paddle is only an indicator which requires human
interpretation to convert into flow rate, thus cannot be used for online monitoring.
Instead of a flow paddle, a more precise magnetic flowmeter can be used. However,
it can only be used with electrically conductive fluids such as water based drilling
mud (Schafer et al., 1992; Le Blay et al., 2012). On the other hand, Coriolis meters
are highly accurate and the current state-of-the-art for pressure controlled systems
such as managed pressure drilling. However, the high footprint (large size, need for
bypass lines and pressure limitations) and cost make this less feasible for conven-
tional drilling systems. Further, these have shown certain systematic bias during
pipe connections (Cayeux and Daireaux, 2013), and inaccurate measurements in the
presence of gasses (Chhantyal et al., 2018). Out of the ultrasonic flow meters, the
most suitable type for outflow is Doppler ultrasonic flow meters. This type is suit-
able for conventional drilling systems, however it is less accurate than the Coriolis or
magnetic flow meters and the accuracy is affected by the mechanical and electrical
noise in the drilling environment (Schafer et al., 1992; Zhou et al., 2017).
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The open channel flow meters can be either placed in contact with the fluid when
flowing in an open channel such as the flow paddle, rolling float meter, or a level
sensor can be placed above the open channel such as Venturi flowmeter. These
are low in cost, easy to install and specially the Venturi flow meters are easy to
maintain because of the non-intrusive nature of the level sensors (Schafer et al.,
1992; Brezina, 2016). The main disadvantage of this Venturi meter is that the
temperature and the composition of air in the return flowline can affect the echo
time of the level sensors, thus the measurement needs to be corrected (Schafer
et al., 1992). Typical Venturi flumes are designed according to the ISO 4359:2013
standards and performs best for steady or slowly varying flow conditions. These
flume equations need one level measurement and empirical coefficients based on
the geometry (International Organization for Standardization [ISO], 2013; Basu,
2019). Hence, these flume equations are not suitable for a rapidly changing fluid
flow environment such as a return flow during drilling. Therefore, to overcome this
problem, a model based method which can be used with dynamic flow conditions
needs to be investigated.

. Open Channel Flow

An open channel flow is a flow which has a free surface (subjected to atmospheric
pressure) and the driving force of the fluid motion is gravity. Open channel flow
can be classified into many types as shown in Figure 2.12. Flow conditions in open
channels are often complicated, because the position of the free surface could change
with respect to time, space, and other factors such as the depth of flow, discharge,
and the slopes of the channel bottom. The channel types are categorized based on
the geometry as either prismatic or non-prismatic. A prismatic channel is a channel
with uniform cross-sectional area and a uniform bottom slope, which are independent
of the longitudinal distance along the flow direction. If the cross-sectional area or
the bottom slope is not uniform, then it is a non-prismatic channel. Based on the
time, it is classified as either steady flow or unsteady flow. Uniform flow and varied
flow is defined based on the space. Varied flow is further divided into two as rapidly
or gradually varied flow (Chow, 1959).

. . Flow Conditions

Further, the flow can be categorized as laminar, turbulent or transitional according
to the Reynolds number (Re). According to the Froude number (Fr), the flow can
be classified as critical flow (Fr = 1), sub-critical or fluvial flow (Fr < 1) or super-
critical or torrential flow (Fr > 1) (Chow, 1959). Reynolds number can be written
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Open Channel 
Flow

Geometry

Prismatic

Non-Prismatic

Flow Regimes

Steady

Unsteady

Flow Regimes
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Flow Regimes
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Gradually 
Varied

Spatially 
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Flow 
Conditions

Sub-Critical

Critical

Super-Critical

Trans-Critical

Figure 2.12: Open channel flow classifications.

as the ratio of inertial forces relative to the viscosity forces,

Re =
uLc

ν
, (2.1)

where Lc is the characteristic length and ν is the kinematic viscosity. The Froude
number is the ratio of inertial forces relative to the gravitational forces,

Fr =
u√
gLc

, (2.2)

where u is the mean velocity of the flow and g is the gravitational acceleration.

At critical flow, the flow velocity equals the wave celerity, which is the speed of a
small wave on the liquid surface relative to the speed of the liquid. A critical flow can
happen at a sudden contraction created by a lift in the bottom and/or a narrowing of
the width of the channel, or by a sudden change in the slope of the channel bottom.
Any disturbance to the surface at this point will not be propagated. The depth at
this point is known as critical depth. The transition from a rapid flow to a slow flow
is known as hydraulic jump. This is also expressed as an energy transition where
a super-critical flow cannot be sustained, and then becomes sub-critical flow by
dissipating energy in terms of a hydraulic jump (Chow, 1959; Chanson, 2004; Basu,
2019). There are different types of hydraulic jumps based on the Froude number (Fr)
such as undular jumps (Fr: 1–1.7), weak jumps (Fr: 1.7–2.5), oscillating jumps (Fr:
2.5–4.5), steady jumps (Fr: 4.5–9) and strong jumps (Fr: 9) (Basu, 2019; Chaudhry,
2008). Hydraulic jumps help to achieve higher fluid levels at downstream.
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. . Flow Measurement methods

The flow measurement proposition using open channels is quite complex than the
flow in conduits, especially because there are many variables associated with these
flow channels, mainly the change of free surface. However, for most of the cases it
is possible to approximate and express these variables utilizing the continuity and
energy equations of fluid mechanics. There exist a number of established approaches
for open channel flow measurement, mostly based on steady flow conditions and are
listed as follows (Basu, 2019).

Hydraulic Structure

A hydraulic structure, usually, a weir or a control flume, is used to create a critical
flow, and the flow rate is calculated from a relationship with the fluid height before
the hydraulic structure. This is one of the most common methods to determine the
flow rate by calculations based entirely on water depth upstream. This essentially
obstructs the flow, thus create problems for any solids present in the fluid and loss
of pressure will occur.

Hydraulic Radius and Slope

This method is based on the principle of depth and velocity, and the flow rate is
computed by using the Manning’s equation. This contains a few empirical paramet-
ers, which are assumed to be constants and most of the time the values for these
parameters are available only for water.

Area velocity method

Here, the flow rate is computed by multiplying the area of the flow by its average
velocity that is measured using various methods. Both the fluid level and the velocity
is measured.

Volumetric Tank Method

In this method, the time required to fill a tank of a known volume is used to compute
the flow rate. However, this is effective only for smaller flow rates and the accuracy
is highly dependent on personnel.
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Different Flow Models

Further, empirical equations for prismatic open channels such as the Chezy equation
or Manning equation (Chanson, 2004; Chow, 1959; Chaudhry, 2008) for Newtonian
fluids and Haldenwang equations (Haldenwang and Slatter, 2006; Burger et al., 2010,
2015a,b; Haldenwang et al., 2010) for non-Newtonian fluids are used in literature.
These equations use one level measurement from the channel, and are developed for
steady flows for specific geometrical channels. For non-prismatic channels, especially
for Venturi channels, a steady flow equation based on the Bernoulli principle can be
derived for two level measurements with several empirical coefficients that needs to
be tuned (Pirir et al., 2017; Chhantyal, 2018). Flume equations based on one level
measurement and empirical coefficients developed for specific Venturi flumes that
are designed according to the ISO 4359:2013 standards are available (International
Organization for Standardization [ISO], 2013; Basu, 2019; Chhantyal, 2018; Baker,
2016). However, these perform best for steady or slowly varying flow conditions
only. Flow equations can be developed based on the critical level of the channel,
yet these are quite impractical because the critical level position can vary along
the channel due to the changes in the flow rate and flow conditions (Chhantyal,
2018; Chhantyal et al., 2017a). Similar techniques and equations are discussed in
detail in (Boiten, 2002; Basu, 2019; Baker, 2016; Henderson, 1966; Alderman and
Haldenwang, 2007).

Most of these methods are quite specific and only works for certain types of fluids
and flow conditions. Therefore, a versatile, complete and dynamic open channel
flow model should be investigated.

Other Models

In addition to mathematical models, black-box and grey-box models, transfer func-
tion models, and neural network models have been used for shallow water applica-
tions. A nonlinear black-box model is used by Elfawal-Mansour et al. (2000) with an
optimal control approach to find the control trajectories by minimizing the energy
consumption in a water channel. A grey-box model incorporated with a mass bal-
ance has been used with parameter identification for a natural river basin (Weyer,
2001; Ooi and Weyer, 2001). A neural network model is proposed for a river system
to identify the plant (Toudeft and Gallinari, 1997). Different artificial intelligence
(AI) techniques have been used including fuzzy logic, neural networks and support
vector regression to estimate the flow rate of a Venturi channel (Chhantyal et al.,
2018; Chhantyal, 2018; Chhantyal et al., 2017b, 2016b).
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. . Shallow Water Equations

The shallow water equations (SWE) are commonly used to model free surface flows
provided that it is a shallow water flow; i.e. the representative vertical dimensions
(characteristic height) are small with respect to the horizontal dimensions (char-
acteristic length). These are a set of hyperbolic (or parabolic, if viscous shear is
considered) partial differential equations (PDE) depending on the case and are de-
rived from the Navier-Stokes equations by depth integration. Although, the general
SWEs are in 3-D, only the 1-D equations are discussed in here. A sketch of the con-
sidered open channel is shown in Figure 2.13. The SWEs for a non-prismatic channel
with a general cross-section is written as follows (Garcia-Navarro et al., 2008; Chow,
1959; Chanson, 2004; Chaudhry, 2008; Khan and Lai, 2017).

∂A
∂ t

+
∂Q
∂x

= q (2.3)

∂Q
∂ t

+
∂

∂x

(
βQ2

A
+gI1 cosθ

)
= gI2 +gA(Sb −S f ) (2.4)

Here, A(x,h, t) is the wetted cross sectional area normal to the flow, h(x, t) is the
depth of flow, Q(x, t) is the volumetric flow rate, and q is the lateral in or out flow
rate. I1, the first moment of area represents the hydrostatic pressure term and I2
represents the pressure forces in the fluid volume, which occur from the longitudinal
width and slope variations. I1 and I2 are defined as follows,

I1(x,A) =
∫ h(x,A)

0
{h(x,A)− z̄}w(x, z̄)dz̄, and (2.5)

I2(x,A) =
∫ h(x,A)

0
{h(x,A)− z̄} ∂w(x, z̄)

∂x
dz̄, (2.6)

𝑄(𝑥, ℎ, 𝑡)

𝑥

𝑇(𝑥, ℎ, 𝑡)

𝑃(𝑥, ℎ, 𝑡)

𝐴(𝑥, ℎ, 𝑡)

ℎ(𝑥, 𝑡)

𝜃

Figure 2.13: Open channel flow along a longitudinal axis x. The fluid level h(x, t), wetted cross-
sectional area A(x,h, t) and the discharge Q(x,h, t) which is defined as Q(x,h, t) =
A(x,h, t)v(x, t) are shown here with the geometrical parameters; top width T (x,h, t)
and wetted perimeter P(x,h, t).
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where w(x, z̄) is the width of the channel at an arbitrary level z̄. g is the gravitational
acceleration, t is the time and x is the distance along the flow direction (Chow,
1959; Chaudhry, 2008). β is known as the momentum correction coefficient or the
Boussinesq coefficient and corresponds to the deviations of the local velocity over
the mean velocity of the flow and defined as follows,

β =

∫
u2

pdA
u2

∫
dA

, (2.7)

where up is the velocity at a certain point and u is the mean velocity of the liquid
Chow (1959); Chanson (2004); Chaudhry (2008). The channel bed slope Sb(x) is
calculated by − ∂ z

∂x (z is the absolute fluid level above a datum) or sinθ , where it is
considered positive when sloping downwards. S f is the friction slope, and usually is
defined by the Gauckler–Manning–Strickler formulae for Newtonian fluids (Chow,
1959).

SWE presented in (2.3) and (2.4) are given in the conservative form as the continuity
and momentum conservation equations, respectively. It is possible to expand the
derivatives in the second and third terms of (2.4) using the product rule to simplify
further. However, it will loose the conservative form of the equation.

A special case of SWEs with various assumptions are widely used as Saint–Venant
Equations (SVE), which is derived by the French engineer, Adhémar Jean Claude
Barré de Saint–Venant in 1871 (de Saint-Venant, 1871). The main assumptions for
the SVEs can be listed as follows (Chaudhry, 2008; Litrico and Fromion, 2009).

• The pressure distribution is hydrostatic.

• The velocity of the flow is uniform over the cross section of the channel.

• The channel is prismatic i.e. the cross sectional area perpendicular to the flow
and the channel bed slope do not change with the direction of the flow.

• The channel bed slope is small i.e. the cosine of the angle it makes with the
horizontal axis may be replaced by unity.

• The head losses in unsteady flow (due to the effect of boundary friction and
turbulence) can be calculated through resistance laws analogous to those used
for steady flow.

• No lateral inflow rates are considered (q = 0).

∂A
∂ t

+
∂Q
∂x

= 0 (2.8)

∂Q
∂ t

+
∂

∂x

(
Q2

A

)
= gA

(
− ∂ z

∂x +Sb −S f

)
(2.9)

35



2 Literature Review

The 1-D SWEs and the SVEs are capable of approximating most of the dynamic
flow conditions including the complex hydraulic jumps to a certain extent. However,
there are two major limitations to the 1-D SWEs, which are the inability to handle
dry channels; i.e. when the fluid flows are stopped, zero fluid levels and zero flow
rates cannot be used to solve the equations, and the inability to handle the back
water flows due to channel constrictions. It is possible to approximate the back water
flows in limited cases, using continuity, momentum and energy principles under the
assumption that normal boundary friction losses are zero (Chow, 1959). Limitations
of the SVE applications include shallow-water flood plains where the flow is nearly
2-D, undular and wavy flows, and the propagation of sharp discontinuities (Chanson,
2004).

A closed form analytical solution of these equations is not available except for
very simplified cases. Therefore, numerical methods are used for their integration
(Chaudhry, 2008).

. . Numerical Methods

Various types of numerical methods have been used to solve SWEs in the literature,
such as the finite volume methods, finite element methods, finite difference methods,
and method of characteristics (Chanson, 2004; Chaudhry, 2008).

Initially, 1-D numerical schemes were based mostly on central difference methods.
They are known to be heavily dependent on the flow conditions. The more recent
numerical schemes tend to focus on high-resolutions and handling discontinuities.
First or second order upwind schemes and total variation diminishing techniques of
this category are commonly used in hydrological applications (Garcia-Navarro et al.,
2008).

Generally, there are two ways of describing fluid motion as Lagrangian and Eulerian.
Lagrangian ways follow the particles’ individual history, while the Eulerian ways
are focused on fixed points in space instead of individual particles. Similarly, the
numerical techniques are also categorized as such. Lagrangian discretization uses
a finite number of particles of known positions and Eulerian discretization uses a
fixed set of spatial points called a grid. A mix of these two techniques are called
semi-Lagrangian. Commonly used numerical schemes of these categories are stated
here.

Lax-Friedrichs Scheme This is a central finite difference technique of first order.
Since this is easy to implement, robust and conservative, it is used in solving SWEs
extensively (Garcia-Navarro et al., 2008; Garcia et al., 1992). But this method
suffers from numerical diffusion.
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Lax-Wendroff Scheme This is an explicit second order method, more stable and
accurate in shock capturing. Although this is a classical shock-capturing scheme,
it has shown some difficulties in handling source terms in the discretization while
keeping the second order accuracy (Lax and Wendroff, 1960; Garcia-Navarro et al.,
2008; Burguete and García-Navarro, 2001).

Preissmann Scheme This is a commonly used implicit finite difference method for
SWEs, which is stable and robust (Georges et al., 2000; Venutelli, 2002; Zhuan and
Xia, 2007; Litrico and Fromion, 2009; Sart et al., 2010). This is widely used for
sub-critical flows, and also well suited for fully super-critical flows, nevertheless, not
valid for trans-critical flows (Sart et al., 2010).

Kurganov-Petrova Schemes These are well developed, semi-discrete, second order
and central upwind schemes, which has specifically been used to solve SVEs (Kur-
ganov, 2018; Kurganov et al., 2017; Kurganov and Petrova, 2007; Bernstein et al.,
2016; Bollermann et al., 2013; Vytvytskyi et al., 2015b,a; Jinasena et al., 2018; Pirir
et al., 2017). The schemes are well-balanced and positivity preserving i.e. the
method will guarantee that the computed water depth are non-negative at all times.
Although, the validity of the SVE in the presence of dry areas is questionable, being
able to operate at near zero fluid levels/flow rates is practically important, especially
in drilling.

Discontinuous Galerkin Methods These are finite element methods which use dis-
continuous piecewise polynomial space as the solution and test function spaces. It
contain advantages of both finite element and finite volume methods, thus has been
successfully used in a wide range of SWEs applications. Some of these advantages are
the accuracy, high parallel efficiency, flexibility for hp-adaptivity and arbitrary geo-
metry and meshes (Lozovskiy et al., 2017; Carlberg et al., 2017; Safarzadeh Maleki
and Khan, 2015; Khan and Lai, 2014; Xing et al., 2010; Di Martino et al., 1999).
Several positivity preserving, high order, accurate, and well-balanced discontinuous
Galerkin methods have been developed recently (Xing et al., 2010).

Collocation Methods Collocation method is a special case of the weighted-residual
methods, commonly used in chemical engineering applications and computational
physics (Mofid and Peyrett, 1993; Arora et al., 2006; Fromme and Golberg, 1981;
Fletcher, 1984). However this method has not been investigated much in hydraulics
systems until recently. Collocation method leads to very simple solutions, with very
little computation effort, hence suitable for online or real-time estimation and control
applications related to SWEs. Most of the studies with orthogonal collocation have
used Lagrange or Spline polynomial approximations (Jinasena et al., 2017, 2018;
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Costabile and Napoli, 2011; Arora et al., 2005; Ouarit et al., 2003; Layton, 2003;
Botella, 2002; Georges et al., 2000).

. Estimations in Oil Drilling and in Open Channel Flow

A short introduction to estimation and different types of estimators used in oil well
drilling and for open channel flows are summarized in this chapter.

. . Introduction

In a process, some states or parameters may not always be measurable due to lack
of appropriate measuring devices or due to high priced sensors. In order to estim-
ate the unmeasured states, various estimation principles and methods are available.
Luenberger observer and Kalman filter are known as classical estimation principles
and many of the other estimators that are used in practice, are mostly the ex-
tensions of these two principles. An observer is a deterministic way of estimating
an unmeasured state, where the process noise and the measurement noise are not
taken into consideration. It is usually based on the stability analysis of the error
dynamics. Development of observers has not been the focus of this PhD study.
Kalman filter (and its variants) is a stochastic way of estimating an unmeasured
state, where the process and measurement noises are taken into consideration with
statistical analysis. Some of the well-known Kalman filter variants are extended
Kalman filter (EKF), UKF and ensemble Kalman filter. The Kalman filter is used
for linear systems where the EKF and UKF are usually used for nonlinear systems.
Kalman filters fall under the category of Bayesian method for estimation. Another
Bayesian method that has been used in this study is the MHE, which is based on
optimization.

. . Estimation in Drilling

Most of the literature on the development and use of estimators for oil well drilling
are focused on the bottomside dynamics. Taking measurements at high pressure and
high temperature environment at the bottomside of a drilling operation is comparat-
ively difficult than the topside. Therefore, various estimators have been developed
for bottomside, especially for the estimation of BHP, flow rate and various para-
meters at the bottomside. Some of the recent studies on estimations in oil drilling
operations are tabulated in Table 2.4.

38



2.5 Estimations in Oil Drilling and in Open Channel Flow

Table 2.4: Some of the recent estimation studies of oil drilling operations.
Estimator Estimate Remarks Reference
Adaptive
observer

BHP,
friction factor,
density,
effective bulk modulus

A Simplified hydraulic model for
a MPD system. A recursive
least-squares estimation is incor-
porated with the observer to es-
timate the bulk modulus.

Kaasa et al. (2012)

Adaptive
observer

BHP and flow rate,
reservoir pressure

A swapping based observer for
kick detection and attenuation of
a MPD system.

Holta et al. (2018)

Adaptive
observer

Topside pressure,
liquid holdup,
gas velocity

An observer based on backstep-
ping method for an underbal-
anced drilling operation.

Di Meglio et al.
(2014)

Adaptive
observer

Drill bit velocity,
friction factor

Estimation done using only the
surface measurements. A linear
observer is combined with an up-
date law of friction factors used
in a nonlinear friction model.

Aarsnes et al.
(2019)

Infinite
dimensional
observer

Pressure and flow rate
through drill bit,
Lost circulation rate

A nonlinear adaptive observer
for a MPD system based on back-
stepping method.

Hasan et al. (2017)

MHE Pressure and flow rate
at annulus

Used a hydraulic model of a
MPD system. Friction factor is
taken as a tuning parameter.

Hasan and Imsland
(2014)

Reduced or-
der observer

BHP,
density and friction

Observer is adapted to friction
and density at annulus.

Stamnes et al.
(2008)

UKF Pressure factors at an-
nulus, drill string, and
bit
Outlet flow rate factor

The factors are the ratio between
a gas kick and normal operation.
The estimates are used in a gas
kick detection algorithm.

Jiang et al. (2019)

UKF and
EKF

Production paramet-
ers,
slip parameters

A simplified drift-flux model is
used.

Nikoofard et al.
(2015)

. . Open Channel Flow Estimation

Open channel fluid flow related literature on state and parameter cover a wide variety
of industries. Some of the examples for applications of open channel flow and the use
of various estimators in irrigation, aerospace, oil drilling, and hydropower industry
are shown in Table 2.5. Most of the estimators are used for control purposes. Studies
on the development and use of estimators with open channel flows are comparatively
limited in the drilling industry. A few other mathematical model-based and AI-based
estimators in return flow estimation in drilling can be found in detail in Chhantyal
et al. (2018, 2016b,a); Berg et al. (2015).
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Table 2.5: Examples of estimations in open channel flow applications.
Estimate Estimator Remarks Reference
Fluid flow
velocity

Sliding mode observer A proper orthogonal decompos-
ition based nonlinear estimator
is developed. Observer is used
to estimate the Galerkin coeffi-
cients.

Mackunis et al.
(2011)

Fluid flow
rate

AI-based estimators Applied to a Venturi channel
with an array of ultrasonic level
sensors. Fuzzy logic, neural net-
works and support vector regres-
sion algorithms are used.

Chhantyal et al.
(2017b)

Fluid flow
rate

Ensemble Kalman
filter

Applied to a Venturi channel.
The estimator is based on SVE.

Agu and Lie (2014)

Fluid flow
rate

Nonlinear observer Applied to an irrigation canal
system. SVE are used with vari-
ous numerical schemes.

Georges (1994,
1995)

Discharge
and
infiltration
variables

linear unknown input
observer and a nonlin-
ear sliding mode dis-
turbance observer

Applied to a cascaded open chan-
nel irrigation canal system sub-
jected to unknown infiltrations.

Pillosu et al. (2012)

Infiltration
flow along
a canal and
flow rate in
the middle

Linear and high gain
observers

A water level control design for
irrigation canals or dam-river
systems. Based on SVE with col-
location.

Besancon et al.
(2001)

Actuator
faults

Unknown input
observer

Designed for linear delayed sys-
tems with unknown input and
time-varying delays. A fault de-
tection and isolation scheme is
incorporated.

Koenig et al. (2005)

40



Methods and Approaches

. Mathematical Models

The development of mathematical models for the flow of topside of drilling fluid
can be categorized into two main sections: (a) the open channel flow models and
(b) topside models. The open channel flow models are for the Venturi channel to
estimate the return flow rate and for the drain back flowline to study the return flow
dynamics. These are non-prismatic and prismatic channels, respectively. Therefore,
two different types of SWEs are used. The topside model consists of models for the
drain back flowline and the active mud pit. The overall model development, solution
methods, and the validation methods that are used can be seen from the graphical
representation in Figure 3.1.
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Figure 3.1: The graphical representation of the approaches and methods for developing models for
the flow of topside drilling fluid.
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The prismatic model was developed at first using SVEs as shown in simplified form
in (3.1) and (3.2). The friction slope S f is approximated using a Newtonian friction
model for a horizontal channel. The detailed model development for a trapezoidal
channel is stated in Article A of Part II of the thesis. Only the main equations are
listed here as follows.

∂A
∂ t

+
∂Q
∂x

= 0 (3.1)

∂Q
∂ t

+
∂ (Q2/A)

∂x
+gA

∂ z
∂x

= gASb −gAS f (3.2)

The prismatic model for a Newtonian fluid using SVEs for a circular pipe (circular
channel) which is the flow model for the drain back flowline is the same as (3.1) and
(3.2), but with a modification in (3.2) to represent an angled channel as shown in
(3.3). The detailed model development is described in Article F.

∂Q
∂ t

+
∂

∂x

(
Q2

A
+gI1 cosθ

)
= gAsinθ −gAS f (3.3)

The model for the drain back flowline is further modified and improved using a
non-Newtonian friction model as shown in (3.4) and is used for state estimation in
Article G. Here, f in the friction term is the Fanning friction factor.

∂Q
∂ t

+
∂

∂x

(
Q2

A
+gI1 cosθ

)
= gAsinθ − f PQ |Q|

2A2 (3.4)

The non-prismatic model for channels with lower slope or smaller inclination angle
for a Newtonian fluid is shown in (3.5) and (3.6). The equations are derived from
the SWEs for a flow with no lateral inflow. The model is used for a specific Venturi
channel with a trapezoidal cross-section and the details of model derivation are
shown in Article B. This model is further expressed in terms of fluid level by replacing
the cross-sectional area of the flow A by the relationship of fluid level h for direct
use of level measurements in Article C.

∂A
∂ t

+
∂Q
∂x

= 0 (3.5)

∂Q
∂ t

+
∂ (βQ2/A+gI1)

∂x
= gI2 +gA

(
Sb −S f

)
(3.6)

The same non-prismatic model is used in Articles D and E, with different non-
Newtonian friction models for the friction term gAS f in (3.6).

The mud pit model used in the topside model is obtained from simple mass balance
as follows,

dhm

dt
=

1
Am

(qin −qout) , (3.7)

42



3.2 Numerical Methods

where hm is the mud pit level, Am is the cross-sectional area of the mud pit, and qin,
qout are the inlet and outlet fluid flow rates of the mud pit, respectively.

The bottomside model to be used together with the topside model is a well-known,
simple and high fidelity model developed by Kaasa et al. (2012). The model devel-
opment is described in detail in Kaasa et al. (2012); Stamnes (2007), and the key
equations that are needed for the topside model are summarized in Article F in Part
II of the thesis.

. Numerical Methods

Two solution methods are used for solving the models described in Section 3.1.
One is a well developed, semi-discrete, second order and central-upwind scheme
developed by Kurganov and Petrova (2007), which is known as the KP scheme. The
KP scheme is used extensively for solving the SVEs. The details of the numerical
method can be found in (Kurganov, 2018; Kurganov et al., 2017; Kurganov and
Petrova, 2007) and summarized in various articles in Part II, for example in Article
A.

The second method is the orthogonal collocation method which is written as the
OC method in short. The OC method is used to efficiently reduce the PDEs given
by the SVEs into a reduced order model described by a set of ordinary differential
equations (ODE). The OC method is used with a Lagrange polynomial approxim-
ation over different numbers of in-equispaced spatial points. These spatial points
are known as collocation points and selected using shifted Legendre polynomials.
Detailed development of the OC method for the prismatic model is stated in Article
A whereas for the non-prismatic model it is stated in Article B. The models are
solved using Runge-Kutta fourth order method or Euler method and the results are
validated either through simulations or by using experimental data and are shown
in Figure 3.1.

. Estimation Methods

The open channel flow models and the topside model are used to develop different
estimators for estimating flows and some unknown parameters like the friction factor.
A brief introduction to the estimators are given in Section 2.5.1. The estimators
for this study are selected based on the application suitability and simplicity. The
used estimators are linear observer (LO), linear Kalman filter (LKF), EKF, UKF,
and MHE. The detailed development of LO, and the algorithms of LKF, EKF, and
UKF are shown in Article C in detail. The detailed development of MHE is stated
in Article E. Each estimator is then validated by simulation and/or experiments, as
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shown in the overview of the estimator development in Figure 3.2. The results, the
performance of the estimators and their limitations are discussed in the respective
articles.
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Figure 3.2: An overview of the approaches and methods for developing estimators for the flow of
topside drilling fluid.
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. Experimental Setup

An experimental setup of a closed loop fluid circulation system is available at the
University of South–Eastern Norway. The block diagram of the experimental flow
loop is shown in Figure 4.1. The system consists of a fluid tank, a pump, an open
Venturi channel and a control system and different types of sensors.

Surge Tank

Main Pump 
Valve

Venturi Channel

Flow Meter
 (Coriolis)

Storage Tank

LT 2 LT 1

(a)

(b)

Figure 4.1: (a) The block diagram of the test flow loop. Two of the level sensors (LT-level trans-
ducer) are indicated above the Venturi channel. (b) A snapshot of the graphical user
interface during operation

. . Experimental Procedure

Synthetic drilling fluids are prepared separately and stored in separate storage tanks.
A separate manual pump system (not shown in Figure 4.1) is available for pumping
the desired fluid into the fluid storage tank in the flow loop. Once the fluid is pumped
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into the tank, the main pump can be started. The Coriolis flowmeters are placed
right after the pump. The storage tank, valve and the main pump are located at the
ground floor, while the Venturi channel and the surge tank are located on the first
floor. The fluid will flow through the Coriolis flowmeters up to the floor above and
into the surge tank, then to the open Venturi channel. The surge tank is placed to
reduce the turbulence of the flow at the start of the Venturi channel. The channel is
pivoted in one end, to be able to move up and down to change the channel bottom
slope. Different types of level meters are placed above the channel. These level
sensors can be moved along the horizontal axis of the channel to get measurements
at different positions along the center line of the channel. Further, the level sensors
are mounted to the channel in a way that the level measurement will be the fluid
level perpendicular to the bottom of the channel so that no corrections are needed
to get the exact fluid depth when the channel is not horizontal. After the channel,
the fluid flows down a pipe back to the storage tank.

If a different fluid needs to be circulated, then the circulation has to be stopped.
The existing fluid in the storage tank is emptied, and the entire circulation system
is washed by circulating water in the loop, and then the desired fluid needs to be
filled again. Some pictures of the Venturi channel during its operation are shown in
Figure 4.2.

Figure 4.2: Venturi channel at the rig during the flow loop operation

The experiments were carried out by the author and no major changes were done to
the experimental set up during the research time period, except for setting up and
calibrating the radar level sensors. A number of experiments were carried out for
different fluids, for different flow conditions, and with different dynamics. Whenever
experimental data is used for validation, the experimental details are clearly stated
in each article.
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4.2 Venturi Channel

. . Details of Sensors

The levels of the fluid at different positions along the Venturi channel are used to
estimate the fluid flow rate. Therefore, the mass flow rate obtained from the Coriolis
meter is used as a reference flow rate which is only used for validation. The density
measured by the Coriolis flowmeter is used to convert the volumetric flow rates into
mass flow rates and vice versa. The channel bottom slope angle and the viscosity is
also measured. The details about the sensors including the accuracy and the type
are tabulated in Table 4.1. The experimental data is recorded at either 0.1 s or 1
s intervals. The radar level sensors were not available for the early studies, hence
only the ultrasonic level sensors were used, and the details of the used sensors are
stated in each relevant article.

Table 4.1: Details of the available sensors that are used
Sensor Type Measuring

range
Accuracy Other

Level radar: Krohne
Optiwave 7500

0–100 m ± 2 mm W–band 80 GHz
frequency range

Level radar: Krohne
Optiwave 8300 C

0.2–40 m < 2 mm 24 GHz
frequency range

Level ultrasonic:
Rosemount 3108

0.3–3.3 m ± 2.5 mm 4–20 mA with
HART output

Level radar: Rosemount
5300

0–50 m ± 3 mm Guided wave radar

Mass flow Coriolis: Promass 63F
(Endress +Hauser)

0–180 t
h ± 0.1 % range and accuracy

for liquid only
Density Coriolis: Promass 63F

(Endress +Hauser)
900–1600 kg

m3 ± 0.0005 g
cc

Viscosity Coriolis: Promass 83I
(Endress +Hauser)

0–20000 cP ± 5% for Newtonian flu-
ids

Inclination
Angle

INY030D-F99-I2E2
(Pepperl +Fuchs)

-15–15◦ ≤ 0.2◦ 2-axis with high
shock resistance

. Venturi Channel

The Venturi channel is a non-prismatic channel with an isosceles trapezoidal cross-
section and a Venturi contraction. The channel is designed according to the standard
dimensions to ensure a critical flow at the contraction. The plan and side views of
the channel is shown in Figure 4.3. The total length L of the channel is 3.7 m. The
bottom width of the channel varies between 0.1 m and 0.2 m with the narrowest
width at the Venturi section. The channel bed slope Sb is adjustable between 0 to
2◦.
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𝑊
α

𝑙 = 1.53𝑚

LT 1 (ℎ1) LT 2 (ℎ3)

𝑆𝑠 = cot 𝛼 = cot(70°)

𝑸

𝑊1 = 0.2𝑚
𝑊3 = 0.1𝑚

Figure 4.3: Plan view and the side elevation of the Venturi channel. The measurements are given
in meters. The flow direction is from left to right.

. Tested Drilling Fluid Types and Properties

Different water-based synthetic drilling fluids are available for the experiments.
These drilling fluids are synthesized to have the same density and viscosity as the
industrial drilling fluids, hence are expected to mimic the behavior of the industrial
drilling fluids. These fluids are a mixer of potassium and calcium carbonates (as
densifying agent) and xanthan gum (as the viscosifier) dissolved in water. The mix-
tures are made of different compositions to create a few different fluid types. All the
synthetic drilling mud used in the experiments are non-Newtonian. Water is used
as the Newtonian fluid for the experiments.
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. Conclusions

The mathematical models of fluid flow through both prismatic and non-prismatic
open channels were developed by using a set of hyperbolic PDEs. By using the OC
method, the models were efficiently reduced into lower order models of ODEs. Three
collocation points which give six ODEs were sufficient to obtain a good accuracy
with the reduced order model. A significant reduction in the computational time is
observed with the use of the reduced order model, with respect to the use of more
complex KP scheme for solving the PDE models.

These mathematical models are used with different estimators to estimate the flow
rate through the open Venturi channel using only two level measurements along the
channel. For model-based estimators, two collocation points are sufficient for ob-
taining relatively accurate estimates. The model adaptation for friction parameters
to suit non-Newtonian fluid types was done with both UKF and MHE. The estim-
ations with UKF had the least root mean squared error (RMSE) out of the tested
models of 4.1 l

min (=1.465 % = 0.068 l
s) and the MAPE (Mean Absolute Percentage

Error) of 0.1655, which is superior to the recorded values of similar cases in the
literature. Further, the effect of change of bottom slope of the channel when the
channel is placed on vibrating platforms is also investigated. The results show that
the estimator is capable of handling the noise and the errors created by the false
fluid levels due to small variations in the channel slope. The collective results show
that this method holds tremendous potential for real-time estimation of drill mud
flowing out of the well during oil well drilling. From this research work, it has been
shown that a cost-effective and simple solution for measuring the return drilling
mud flow using an open Venturi channel is indeed possible. Thus, replacing the
less reliable existing flowmeter by a Venturi meter based on open channel flow on
the return flowline can potentially be realized in practice for a conventional drilling
system.

Further, a dynamic model for the closed loop circulation of drilling mud from the
mud pumps into the well and back again to the mud pits was developed. It is a
simple model and relatively easy to solve and implement. More importantly, it shows
the dynamic behavior of both the bottom side and the topside of a drilling operation
simultaneously. Moreover, the model is reduced by the orthogonal collocation and
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used for state and parameter estimation, to estimate the return flow rate and the
drilling mud losses during the removal of drill cuttings at the solids control system.
The reduced order model of the drain back flowline is capable of showing the fluid
transport delay through the flowline, and thus the mud pit dynamics with a time
delay is observed. Accurate and fast estimation of the flow rate of fluid through
the drain back flowline and the changes in the mud pit volume hopefully will be
useful for early detection of kick or loss. In addition, being able to estimate the
loss of drilling mud during the solids removal process in real-time can be used for
automating the replenishing procedure which is currently performed manually.

. Limitations and Recommendations

The mathematical model for the non-prismatic channel has a few limitations. One
is the fact that the momentum correction coefficient (β ) acts as a tuning parameter.
This parameter is based on the position of the last collocation point of the channel,
usually where the second level sensor is placed on the throat section. This position
changes according to the number of collocation points that are used in the model.
Hence, this parameter needs to be calibrated for a known flow rate, if the number
of collocation points or the position of the last collocation point is changed.

The reduced order model of the Venturi channel is not capable of handling the
backflow created by the sudden contraction at the throat during transient flow con-
ditions. During the backflow, the fluid level before the contraction is higher than
the fluid level at the upstream, which suggests the model that the flow direction is
changed. If the difference in levels is comparatively small, the model has the ability
to recover, once the transients are over. If the level differences are comparatively
higher, for example during a start up process from a completely dry channel, the
flow estimations can become unrealistically negative values. Analytical and em-
pirical approximations of backwater profiles have been developed for uniform flows
(Litrico and Fromion, 2004; Ashpis et al., 1993; White, 2011). The ability to handle
backflow during transients need to be studied, especially for start up conditions.

Further, the model is not suitable for completely dry channels (approximately less
than 3 mm fluid levels) unless a flow constraint is specified while solving the model.
There are a few numerical schemes that are capable of handling dry channels, es-
pecially in dam-break applications. Most of the numerical methods are based on
the discontinuous Galerkin method (Safarzadeh Maleki and Khan, 2015; Lai and
Khan, 2012; Chang et al., 2011; Bollermann et al., 2013). The ability to handle
completely dry channel conditions are needed for a flow meter in drilling especially
during pipe connections where the mud pump is shut down and no liquid is flowing
for a considerable time. Hence, this needs to be studied further.
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Offshore floating oil rigs are often subjected to heave due to ocean waves. The effect
of heave on the fluid levels of the Venturi channel is an interesting study to embark
on, as an especial application. The behavior of the flow estimation for drilling fluids
with solids particles is also a key aspect that needs to be studied.

Further studies can be done to improve the estimation, by full order model based
estimators, by sensor fusion, by incorporation of AI-based models, and by the inclu-
sion of more accurate non-Newtonian friction models. Furthermore, the estimators
need to be tested in a pilot scale experimental set up. Moreover, the topside model
can be tested together with a more detailed hydraulic model of the bottomside and
with plant/experiment data for validation.
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Overview

The paper contains a dynamic mathematical model development for a 1–D open
channel flow through a prismatic channel, the model reduction using orthogonal
collocation method and the validation with the Kurganov–Petrova (KP) method.
The paper is presented at the 58th Conference on Simulation and Modeling (SIMS
58) held at Reykjavik, Iceland from 25th to 27th September, 2017. The paper is
published in the conference proceedings.
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Article A Flow Model for Prismatic Open Channel

Additional Information for Article A

Lagrange interpolating polynomial

The Lagrange interpolating polynomial is as follows (Szegö, 1939; Isaacson and
Keller, 1966),

f (x) =
n

∑
i=1

Li(x) f (xi). (A.1)

Li(x) is known as the basis function for the polynomial function.

Li(x) =
n

∏
j=1
j 6=i

x− x j

xi − x j
(A.2)

Here, x is a set of n number of specific points selected from the entire domain. f (x)
is the (n− 1)th order polynomial function and f (xi) is the original function at the
ith point.

An example of a polynomial interpolation of four points by the cubic Lagrange
polynomial is shown in Figure A.1. Here, each weighted basis function is shown as
Li f (xi) and the interpolation polynomial has become the summation of each basis
function. The summation of basis functions, the interpolation polynomial, passes
through all four control points. Each basis polynomial passes through its respective
control point and at all the other control points its value is zero (pointed by the
dashed lines). Therefore, the orthogonality of these basis functions can be clearly
seen from Figure A.1.

Figure A.1: An example of a polynomial interpolation by the cubic Lagrange polynomial for ran-
dom four points. The interpolated function f (x) is shown in a continuous line. Each
basis function is shown as Li f (xi), where i = 1,2,3,4.
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Figure A.2: The first six shifted Legendre polynomials. The different colored points indicate the
position of CPs with respect to the degree of each polynomial.

Shifted Legendre polynomials

Shifted Legendre polynomial of the first kind in general form is written using
the Rodrigues’ formulae (Whittaker and Watson, 1920; Isaacson and Keller, 1966;
Quarteroni and Valli, 2008) as follows,

Pn(x) =
1
n!

dn

dxn

{
(x2 − x)n} . (A.3)

The first six shifted Legendre polynomials can be derived from (A.3) as follows,

P0(x) = 1, n = 0,
P1(x) = 2x−1, n = 1,

P2(x) = 6x2 −6x+1, n = 2,

P3(x) = 20x3 −30x2 +12x−1, n = 3,

P4(x) = 70x4 −140x3 +90x2 −20x+1, n = 4,

P5(x) = 252x5 −630x4 +560x3 −210x2 +30x−1, n = 5.

(A.4)

The six polynomials are shown in Figure A.2, and it can be clearly seen how the
collocation points (CP) are clustering towards the edges when the degree of the
polynomial is increased.

Shifted Chebyshev polynomials

Similarly, the shifted Chebyshev polynomial of the first kind can be derived from
the Rodrigues’ formulae (Rivlin, 1974; Isaacson and Keller, 1966; Mason and Hand-
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Figure A.3: The first six shifted Chebyshev polynomials. The different colored points indicate the
position of CPs with respect to the degree of each polynomial.

scomb, 2003) as follows,
T ∗

n (x) = Tn(2x−1). (A.5)

The first six shifted Chebyshev polynomials can be derived from (A.5) as follows,

T ∗
0 (x) = 1, n = 0,

T ∗
1 (x) = 2x−1, n = 1,

T ∗
2 (x) = 8x2 −8x+1, n = 2,

T ∗
3 (x) = 32x3 −48x2 +18x−1, n = 3,

T ∗
4 (x) = 128x4 −256x3 +160x2 −32x+1, n = 4,

T ∗
5 (x) = 512x5 −1280x4 +1120x3 −400x2 +50x−1, n = 5.

(A.6)

The six Chebyshev polynomials are shown in Figure A.3, and it can be similarly
seen how the CPs are positioned with the degree of the polynomial.

Usually, the number of collocation points are stated as either the number n used in
the polynomial function or the total number of points including the two endpoints
which is n+2. Throughout the study, the number of collocation points is interpreted
as the total number of points. For example, the linear interpolation by T ∗

1 (x) or P1(x)
is interpreted as 3 collocation points in this study.

Runge’s phenomenon

Runge’s phenomenon is a common problem in polynomial interpolation. When
interpolating with high degree polynomials over a set of equally spaced (equispaced)
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interpolation points, oscillations occur closer to the endpoints, (see Figure A.4),
thus increasing the degree of the polynomial may not always improve the accuracy
(Runge, 1901). This was discovered by Carl David Tolmé Runge in 1901, while
exploring the behavior of various errors in polynomial interpolation. This problem
can be avoided by using in-equispaced interpolation points, such as the interpolation
points given by Legendre or Chebyshev polynomials.

In the example shown in Figure A.4, the true function is approximated by a 15th-
degree polynomial, within the shown interval. Figure A.4.(a) shows the polynomial
interpolation at equally spaced points, where it fits with the true function in the
middle points but deviates towards the endpoints. To avoid Runge’s phenomenon,
in-equispaced points are used for the same interpolating polynomial as shown in
Figure A.4.(b). The points are the solutions of the Chebyshev polynomial of the
first kind (of degree 15), which are known as Chebyshev nodes.
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(a)

Figure A.4: An example of the Runge’s phenomenon. Here, (a) shows the interpolation by a 15th-
degree polynomial using equispaced points, while (b) shows the interpolation by the
same polynomial using Chebyshev nodes.

71



72



Use of Orthogonal Collocation Method for a Dynamic Model of the
Flow in a Prismatic Open Channel: For Estimation Purposes

Asanthi Jinasena1 Glenn–Ole Kaasa2 Roshan Sharma1

1Faculty of Technology, Natural Sciences and Maritime Sciences, University College of Southeast Norway, Norway
asanthi.jinasena@usn.no, roshan.sharma@usn.no

2Kelda Drilling Controls A/S, Porsgrunn, Norway, gok@kelda.no

Abstract
The modeling and simulation of free surface flows are
complex and challenging. Especially, the open channel
hydraulics are often modeled by the well–known and ef-
ficient Saint–Venant equations. The possibility of effi-
ciently reducing these partial differential equations into
ordinary differential equations with the use of orthogonal
collocation method is studied with the goal of application
in estimations. The collocation method showed the flexi-
bility of choosing the boundary conditions with respect to
the flow behavior. The results were comparable enough to
the selected finite volume method. Further, a significant
reduction in computational time in the collocation method
is observed. Therefore, the collocation method shows a
good possibility of using it for the real–time estimation of
flow rate in an open channel.
Keywords: orthogonal collocation, open channel, pris-
matic, flow estimation, dynamic modeling

1 Introduction
The real–time estimation of flow rates in fluid flows with
the use of mathematical models is a widely known practice
in the industry, especially in oil drilling processes, hydro
power industry and in agricultural industries. The sim-
plicity and the robustness of the mathematical model are
influential in estimation. However, the modeling and sim-
ulation of free surface flows are complex and challenging.
Especially, the open channel hydraulics are often mod-
eled by the well known and efficient shallow water equa-
tions, which are also known as the Saint–Venant Equa-
tions (SVEs). These are a set of nonlinear, hyperbolic
Partial Differential Equations (PDEs). These equations
are widely used throughout the history, yet the discretiza-
tion remains tricky which makes it difficult to solve.

Although the classical methods such as finite difference
and finite volume methods are of high precision, it needs
numerous spatial discretization points to obtain a realistic
solution and consumes a considerable amount of compu-
tational time. Hence, these numerical solvers could create
complications in applications of online state and param-
eter estimation. On the contrary, the collocation method,
which is a special case of the weighted residual method,
could lead to simple solutions with less computational

time. This method is commonly used in computational
physics for solving PDEs and in chemical engineering for
model reduction.

Therefore, the main aim of this work is to study the
possibility of reducing the PDEs into Ordinary Differen-
tial Equations (ODEs) efficiently, with a future goal of an
application in estimations. This paper describes the nu-
merical approach which is taken to solve the 1-D shallow
water equations in the reduced ODE form. Further, it in-
cludes the verification of the used numerical approach in
comparison to the other well–known and accurate numer-
ical schemes for selected case studies.

In this paper, the orthogonal collocation method is used
for converting the PDEs into ODEs, and then the ODEs
are solved using the Runge–Kutta fourth order numerical
scheme (for the discretization in the time domain). The
Lagrange interpolating polynomials are used for the ap-
proximation of the shallow water equations and the shifted
Legendre polynomials are used for the selection of col-
location points. For the case study, a prismatic channel
with a trapezoidal cross–section along the length is se-
lected as the open channel. Different numbers of colloca-
tion points were tested and the results are compared with
the numerical simulation results obtained from a classi-
cal finite volume method. The finite volume method used
in this study is a semi-discrete, second order and a cen-
tral upwind scheme developed by Kurganov and Petrova
(Kurganov and Petrova, 2007) for the spatial discretiza-
tion and the Runge–Kutta fourth order numerical scheme
for the temporal discretization.

2 Mathematical Model
There are a large number of versions of the SVEs, based
on the physical natures those are assumed upon (Chalfen
and Niemiec, 1986; Chaudhry, 2008). The SVEs are a
set of hyperbolic, non–linear PDEs, and the used version
of the SVEs in this study are derived with the assump-
tions listed below (Chaudhry, 2008; Litrico and Fromion,
2009).

• The pressure distribution is hydrostatic.

• The velocity of the flow is uniform over the cross
section of the channel.
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• The channel is prismatic i.e. the cross sectional area
perpendicular to the flow and the channel bed slope
do not change with the direction of the flow.

• The channel bed slope is small i.e. the cosine of the
angle it makes with the horizontal axis may be re-
placed by unity.

• The head losses in unsteady flow (due to the effect of
boundary friction and turbulence) can be calculated
through resistance laws analogous to those used for
steady flow.

• No lateral inflow rates are considered.

The Equations for a 1D, unsteady, prismatic, open channel
system, can be expressed as,

∂A
∂ t

+
∂Q
∂x

= 0, (1)

∂Q
∂ t

+
∂ (Q2/A)

∂x
+Ag

(
∂ z
∂x

+S f −Sb

)
= 0, (2)

where A(x,h, t) is the wetted cross sectional area normal
to the flow, h(x, t) is the depth of flow, Q(x, t) is the vol-
umetric flow rate, S f (Q,x,h) is the friction slope, z is the
absolute fluid level, which changes with the geometry of
the channel, g is the gravitational acceleration, t is the time
and x is the distance along the flow direction (Chow, 1959;
Chaudhry, 2008). The channel bed slope Sb(x) is calcu-
lated by − ∂ z

∂x , which is considered positive when sloping
downwards. The friction slope S f is calculated from the
Gauckler–Manning–Strickler formulae as shown in Equa-
tion 3 (Chow, 1959),

S f =
Q |Q|n2

M

A2R
4
3

, (3)

where nM is the Manning friction coefficient
(

1
ks

)
and R

is the hydraulic radius given by A
P . Here, ks is the Strick-

ler friction coefficient and P is the wetted perimeter. The
analytical solution for these equations exists only for the
simplified cases (Chalfen and Niemiec, 1986; Chung and
Kang, 2004; Bulatov, 2014), therefore, these are gener-
ally solved by numerical methods. Two different numer-
ical methods are considered in this study, the orthogonal
collocation method and the Kurganov and Petrova (KP)
Scheme, which are described in the following sections 2.1
and 2.2.

2.1 The Orthogonal Collocation Method
The states A and Q in the SVEs can be approximated by
the general polynomial interpolation, using the Lagrange
interpolating polynomial (Isaacson and Keller, 1966). The
Lagrange interpolating polynomial of nth order for a gen-
eral function f (x), at n+1 data points, is given by (Szegö,
1939),

fn(x) =
n

∑
i=0

Li(x) f (xi), (4)

where,

Li(x) =
n

∏
j=0
j 6=i

x− x j

xi− x j
. (5)

Here, Li(x) is a weighting function, which is considered
as the basis function for the Lagrange function. Now, the
approximated states can be defined as Aa and Qa, where,

Aa(x, t) =
n

∑
i=0

Li(x)Ai(t), and (6)

Qa(x, t) =
n

∑
i=0

Li(x)Qi(t). (7)

Using these approximations in the SVEs, the Equations 1
and 2 can be re–written as follows,

∂Aa

∂ t
+

∂Qa

∂x
= R1, (8)

∂Qa

∂ t
+

∂ (Q2
a/Aa)

∂x
+Aag

(
∂ z
∂x

+S f −Sb

)
= R2, (9)

where R1(x, Ā, Q̄) and R2(x, Ā, Q̄) are the residuals and Ā
and Q̄ are the vectors of the coordinates of Aa and Qa,
respectively.

The spatial length x is divided into n− 1 inequidistant
spaces for n nodes, which are named as the collocation
points. Two of these collocation points will be placed at
the boundaries. When the residuals are closer to zero, the
unknowns (Ā and Q̄) can be computed for each collocation
point xc

i .

R1(xc
i , Ā, Q̄)≈0, i = 1,2, ...,n (10)

R2(xc
i , Ā, Q̄)≈0, i = 1,2, ...,n (11)

The corresponding collocation points xc
i , can be found by

choosing the points carefully. When the points are at the
roots of any orthogonal polynomial such as the Legen-
dre or Chebyshev polynomial, the approximation error can
be minimized (Isaacson and Keller, 1966; Quarteroni and
Valli, 2008). The Legendre polynomials are selected in
this study. As the number of points are increased, these
collocation points cluster towards the two endpoints of
the selected total length. This prevents the formation of
Runge’s phenomenon, which occurs when the nodes are
equispaced.

When the residuals are closer to zero, the Equations 8
and 9 can be re–written as follows,

∂Aa

∂ t
+

∂Qa

∂x
≈0, (12)

∂Qa

∂ t
+

∂ (Q2
a/Aa)

∂x
+Aag

(
∂ z
∂x

+S f −Sb

)
≈0. (13)

Further, the Equation 13 can be simplified as,

∂Qa

∂ t
+

2Qa

Aa

∂Qa

∂x
− Q2

a

A2
a

∂Aa

∂x

+Aag
(

∂ z
∂x

+S f −Sb

)
≈ 0. (14)
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From the Equations 6 and 7, the derivatives are expressed
as,

∂Aa

∂x
=

n

∑
i=0

L
′
i jAi, and (15)

∂Qa

∂x
=

n

∑
i=0

L
′
i jQi, (16)

where

L
′
i j(xi) =

∂Li(x)
∂x

. (17)

The substitution of this expression in the Equations 12 and
14 will give two ODEs.

dAa

dt
+

n

∑
i=0

L
′
i jQi ≈ 0, (18)

dQa

dt
+

2Qa

Aa

n

∑
i=0

L
′
i jQi−

Q2
a

A2
a

n

∑
i=0

L
′
i jAi+

Aag
(

dz
dx

+S f −Sb

)
≈ 0. (19)

At the selected collocation points, the approximated value
is the same as the functional value,

Aa(x = xi, t) =
n

∑
i=0

LiAi(t) = Ai(x = xi, t) and (20)

Qa(x = xi, t) =
n

∑
j=0

LiQ j(t) = Qi(x = xi, t). (21)

Therefore, the approximated Equations 18 and 19 become
as follows,

dAi

dt
+

n

∑
i=0

L
′
i jQi = 0 and (22)

dQi

dt
+

2Qi

Ai

n

∑
i=0

L
′
i jQi−

Q2
i

A2
i

n

∑
i=0

L
′
i jAi

+Aig
(

dz
dx

+S f −Sb

)
= 0. (23)

which produces a set of ODEs as shown in Equations 24
and 25.

Ȧi = −
n

∑
i=0

L
′
i jQi (24)

Q̇i = −2Qi

Ai

n

∑
i=0

L
′
i jQi +

Q2
i

A2
i

n

∑
i=0

L
′
i jAi

−Aig
(

dz
dx

+S f −Sb

)
, i = 0,1, ...,n (25)

Two more equations can be build up using the boundary
conditions, which we can choose according to the condi-
tion of the flow. For sub–critical flows, one boundary can
be chosen from the upstream and the other from the down-
stream. For super–critical flows, both the boundaries have
to be on the upstream (Georges et al., 2000).

To obtain a stable solution, the discretized time ∆t,
should satisfy the ‘current number condition’ Cr (Dul-
hoste et al., 2004),

Cr =
∆t
∆x
≤ 1
|v|+ c

, (26)

where v is the velocity and c is the celerity. The celerity

for a trapezoidal channel is defined as
√

g A
T , where T is

the top width of the free surface of the channel.

2.1.1 Selection of Collocation Points for Different
Number of Points (n)

The points are selected using the Legendre polynomials.
The Legendre functions of the first kind is selected over
the Chebyshev polynomials of the first kind, due to the less
numerical oscillations given by the Legendre functions.

The Legendre polynomials are a set of orthogonal poly-
nomials, which are the solutions to the Legendre differen-
tial equations (Whittaker and Watson, 1920). The Leg-
endre polynomials are in the range of x ∈ [−1,1] and
the shifted Legendre polynomials are analogous to the
Legendre polynomials, but are in the range of x ∈ [0,1].
Therefore, the shifted Legendre polynomials are selected
in this study, due to the easiness in converting the col-
location points over the selected channel. The shifted
Legendre polynomials of the first kind can be generated
from the Rodrgues’ formulae (Equation 27) (Whittaker
and Watson, 1920; Isaacson and Keller, 1966; Quarteroni
and Valli, 2008),

Pn(x) =
1
n!

dn

dxn

{
(x2− x)n} . (27)

2.1.2 Development of the ODEs for a Sample Set of
Collocation Points

The polynomials Pn(x) for n from 3 to 5 can be derived
from the Equation 27 as follows,

P1(x) = 2x−1, n = 3,

P2(x) = 6x2−6x+1, n = 4,

P3(x) = 20x3−30x2 +12x−1, n = 5.

(28)

Each collocation point xi, lies at the roots of these poly-
nomials along the normalized length of the channel. For a
channel with a length of l, the positions of the collocation
points can be expressed as follows,

xi ∈ [0,0.5l, l] , i = 1,2,3
xi ∈ [0,0.2113l,0.7887l, l] , i = 1,2,3,4
xi ∈ [0,0.1127l,0.5l,0.8873l, l] . i = 1,2,3,4,5

(29)

For a case of three collocation points (n = 3), the corre-
sponding Lagrange interpolating polynomial coefficients,
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L
′
, can be calculated by differentiating L(x) with respect

to x from the Equation 5,

L
′
1(x) =

d
dx

(
x− x2

x1− x2
× x− x3

x1− x3

)
=

(x− x3)+(x− x2)

(x1− x2)(x1− x3)
,

L
′
2(x) =

d
dx

(
x− x1

x2− x1
× x− x3

x2− x3

)
=

(x− x3)+(x− x1)

(x2− x1)(x2− x3)
,

L
′
3(x) =

d
dx

(
x− x1

x3− x1
× x− x2

x3− x2

)
=

(x− x2)+(x− x1)

(x3− x1)(x3− x2)
.

The coefficient matrix L
′

at each collocation point xi, can
be calculated by solving L

′
i at each point (L

′
i(x = xi)), us-

ing the position values from Equation 29. The coefficient
matrix for the case of the three collocation points is as fol-
lows,

L
′
=

L1
L2
L3

T

=
1
l

−3 4 −1
−1 0 1
1 −4 3

 .
Similarly, for n = 4,

L
′
=

1
l

−7.0005 8.1964 −2.1959 1
−2.7326 1.7328 1.73190 −0.7321
0.7321 −1.7319 −1.7328 2.7326
−1 2.1959 −8.1964 7.0005

 ,
and for n = 5,

L
′
=

1
l


−13.0001 14.7884 −2.6666 1.8783 −1
−5.3239 3.8731 2.0656 −1.2910 −0.6762

1.5 −3.2275 0 3.2275 −1.5
−0.6762 1.291 −2.0656 −3.8731 5.3239

1 −1.8783 2.6666 −14.7884 13.0001

 .

The substitution of the L
′

in Equations 24 and 25, will
give the corresponding set of ODEs. The ODEs for the
case of the three collocation points are as follows,

Ȧ1 =
1
l
(−3Q1 +4Q2−Q3), (30)

Ȧ2 =
1
l
(−Q1 +Q3), (31)

Ȧ3 =
1
l
(Q1−4Q2 +3Q3), (32)

Q̇1 = −2Q1

A1l
(−3Q1 +4Q2−Q3)+

Q2
1

A2
1l
(−3A1 +4A2−A3)

−A1g
(

dz
dx

+S f1 −Sb

)
, (33)

Q̇2 = −2Q2

A2l
(−Q1 +Q3)+

Q2
2

A2
2l
(−A1 +A3)

−A2g
(

dz
dx

+S f2 −Sb

)
, (34)

Q̇3 = −2Q3

A3l
(Q1−4Q2 +3Q3)+

Q2
3

A2
3l
(A1−4A2 +3A3)

−A3g
(

dz
dx

+S f3 −Sb

)
. (35)

One or two equations from the above set of equations, can
be replaced by the chosen boundary conditions.

2.2 The Kurganov and Petrova (KP) Scheme
The KP scheme (Kurganov and Petrova, 2007) is a well
balanced scheme which utilizes a central upwind scheme.
Further, it does not have the Reimann problem. To illus-
trate this scheme, the SVEs stated in Equations 1 and 2 are
re–written as follows,

∂U
∂ t

+
∂F
∂x

= S, (36)

where,

U =

[
A
Q

]
, (37)

F =

[
Q
Q2

A

]
, and (38)

S =

[
0

−Ag
(

∂ z
∂x +S f −Sb

)]
. (39)

The space is discretized in to a grid for a finite volume cell
of a cell size of ∆x and x j− 1

2
≤ x j ≤ x j+ 1

2
in a uniform grid.

The KP scheme for the given Equation 36, can be written
as the following set of ODEs,

dŪ j(t)
dt

=−
H j+ 1

2
(t)−H j− 1

2
(t)

∆x
+ S̄ j(t), (40)

where H j± 1
2
(t) are the central upwind numerical fluxes at

the cell interfaces (Kurganov and Petrova, 2007; Sharma,
2015; Vytvytskyi et al., 2015). More details in this scheme
is included in (Kurganov and Petrova, 2007). The time
step ∆t is restricted by the standard Courant–Friederich–
Levy (CFL) condition as follows (Kurganov and Petrova,
2007; Bollermann et al., 2013),

CFL =
∆t
∆x

max
j

∣∣∣∣a±j+ 1
2

∣∣∣∣≤ 1
2
, (41)

where a±
j± 1

2
is a one sided local speed of propagation.

2.3 The Parameters of the Open Channel
The selected open channel is a prismatic channel with a
trapezoidal cross section. The total length l of the chan-
nel is 2.95 m. The bottom width of the channel is 0.2 m,
with a zero channel bed slope Sb. The Strickler friction
coefficient, kS is taken as 42 m1/3

s .

Figure 1. Plan View and the Side Elevation of the Prismatic
Channel
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Figure 2. Comparison of the Flow Rates between the KP
method and OC Method, at the Three Collocation Points. ‘KP ’:
Results from KP, ‘C ’: Results from OC

3 Simulation, Results and Discussion
A prismatic channel is selected for the dynamic simu-
lations in MATLAB(9.0.1), with three cases of different
number of collocation points. For the collocation method,
the selected boundary conditions are the flow rate into
the channel and the wetted cross sectional area out of the
channel. For the simulations with KP, the two boundaries
are the flow rates into and out of the channel. For both
the methods, the sets of ODEs are solved by the use of
Runge Kutta fourth order numerical scheme with a fixed
step length.

3.1 Simulation Setup
The simulations for the KP method were started from a
steady state, and after 60 seconds, the volumetric flow rate
at the inlet was changed from 0.0022 to 0.0024 m3

s within
20 seconds. This increased flow rate was maintained for
about 120 seconds, and then it was reduced back to the
previous value within 20 seconds. The flow rate at the end
of the channel was kept at the same value of 0.0022 m3

s ,
throughout the simulations.

The inlet flow rate conditions of the KP method and the
outlet wetted cross section area resulted from the simula-
tions, were used as the boundary conditions for the simu-
lations of the collocation method.

3.2 Results and Discussion
Three case studies were simulated using the orthogonal
collocation (OC) method. Those results are compared
with the results from the KP method and are described in
the sections 3.2.1, 3.2.2 and 3.2.3.

3.2.1 Case 1: Three Collocation Points (n=3)

The results from the simulations of the KP scheme are
compared with the results from the method with three col-
location points. The volumetric flow rates and the heights
of the fluid level at the three points are shown in Figures 2
and 3, respectively.

Figure 3. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Three Collocation Points.
‘KP ’: Results from KP, ‘C ’: Results from OC

The flow rates obtained from the collocation method
are similar to the results from the KP method, but with a
few numerical oscillations. At the start of the simulation,
the numerical oscillations can be observed due to the
unsteady state conditions in the collocation method.
These deviations can also be clearly seen in the deviations
of the heights in Figure 3 at the beginning. During the
transient conditions, the flow rate at the middle of the
channel, which is obtained by the collocation method,
i.e. Q2 C in Figure 3 after 60 seconds, has less numerical

Figure 4. Comparison of the Flow Rates between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 5. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC
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oscillations than the same from the KP method, but the
flow rate at the end of the channel i.e. Q3 C has more
oscillations than from the KP method.

3.2.2 Case 2: Four Collocation Points (n=4)

The volumetric flow rates and the heights of the fluid level
at the selected four points, are shown in Figures 4 and 5,
respectively.

The results of the simulation from the OC method
with four collocation points are more comparable with
the results from the KP method, than the same with
the three collocation points. Although the amplitude
of the oscillations are reduced, the frequency of the
oscillations are increased than in the previous case (in
section 3.2.1). The reason could be the dual effect of the
better approximation due to the increase of the number
of collocation points, and the oscillatory behavior of
the polynomial approximation due to the increase of the
order of the polynomial. This could be observed fur-
ther by increasing the number of collocation points to five.

3.2.3 Case 3: Five Collocation Points (n=5)

The results for the five collocation points are shown in
Figures 6 and 7, respectively. The better approximation
due to the increase of the number of collocation points
has dominated over the oscillatory behavior caused by
the increase of the order of the polynomial, as shown in
Figure 6. The oscillations in OC method are the same
as from KP, except for Q5 C, which is at the end of the
channel.

3.2.4 Selection of an Orthogonal Polynomial for the
Collocation Points

A comparison between the Legendre and Chebyshev poly-
nomials of the first kind was done to justify the selection
of the Legendre polynomial. The simulations were done
for the case of five collocation points. As shown in the
zoomed areas of the Figure 8, it can be justified that the
Legendre polynomials tend to produce less oscillations
compared to the Chebyshev polynomials.

The OC method is accurate enough with four or more
collocation points, as oppose to the numerous discretiza-
tion points (100) in the KP method. Therefore, to satisfy
the CFL condition, the time step ∆t of the KP scheme has
to be small due to the small ∆x. On the contrary, to satisfy
the different Current number condition, the OC method
allows a larger time step due to the comparatively bigger
∆x. Altogether, the computational time taken for the OC
method was about 5-20 times less than the computational
time taken by the KP method. Handling the ODEs that are

Figure 6. Comparison of the Flow Rates between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 7. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 8. Comparison of the Legendre and Chebyshev poly-
nomials of the first kind. (dashed lines: Results from KP at
different collocation points, dotted lines: Results from the OC
using Chebyshev polynomials, solid lines: Results from OC us-
ing Legendre polynomials.

generated by the OC method is computationally simpler
than the KP method. Further, it has a considerably similar
accuracy, specially takes much less computational time,
which makes the use of OC method in the application of
online state and parameter estimation, to be promising.

4 Conclusion
The possibility of efficiently reducing the PDEs into ordi-
nary differential equations (ODEs) using orthogonal col-
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location method, is studied with the goal of application
in state and parameter estimations in real–time. The col-
location method showed the flexibility of choosing the
boundary conditions with respect to the flow behavior.
The results were comparable enough to the selected finite
volume method, which is a widely used, central–upwind
scheme. Further, a significant reduction in the computa-
tional time in the collocation method is observed. There-
fore, the collocation method shows a promising potential
of using it in the estimation of state and parameters of open
channel flows.
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Article B

Modeling and Analysis of Fluid Flow

through a Non–Prismatic Open Channel

with Application to Drilling
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Overview

The article contains a dynamic mathematical model development and validation by
simulations for a 1–D open channel flow through a non–prismatic Venturi channel.
Two different flow conditions are tested. A sensitivity and uncertainty analysis is
also included to analyze the sensitivity of the parameters and the effect of noise in
the input signal. The article is published at the Modeling, Identification and Control
journal.

Additional Information for Article B

Validation of the schemes with experimental values

The article contains model validation using the advanced KP numerical scheme
as the reference, similar to Article A. Further, the KP scheme is validated using
experimental results in Pirir et al. (2017). However, this article in itself does not
contain any model validation using experimental results.
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Figure B.1: The model validation using experimental results. Qr: reference mass flow rate from
the experiment, QKP: mass flow rate from KP scheme, Q2CP, Q3CP and Q4CP: mass flow
rates from collocation models with 2, 3 and 4 collocation points.

Therefore, the experimental validation for both KP scheme and the orthogonal col-
location method is presented here as shown in Figure B.1. The experiments are done
at the experimental rig stated in Chapter 4. The flow conditions are subcritical as
explained in section 4.1 in Article B. The supercritical conditions are difficult to
measure in the Venturi channel due to the inability of getting reliable level measure-
ments of the hydraulic jump at the throat section. As evident from Figure B.1, the
KP scheme and the collocation method with 3 and 4 CPs are comparative with the
real flow rate. However, the model with 2 CPs has a considerable amount of offset
with real values. This is also evident from the results shown in Paper B.

The fluid flow rates throughout Article B are presented as mass flow rates for the
sake of comparison. The mass flow rates are calculated by using the volumetric flow
rate from the models and the average density.

The importance of a dynamic model

The importance of dynamic models for an open Venturi flow for the purpose of return
flow rate estimation has been studied in detail (Pirir et al., 2017; Chhantyal et al.,
2016b; Chhantyal, 2018; Agu, 2014). In these studies, the Bernoulli’s equation,
the steady state solution of the SVEs and empirical equations were tested with
different dynamic mathematical models and data driven models such as artificial
neural network and support vector machine models.

The requirement of using a dynamic model is not discussed in Article B. Therefore,
two of the aforementioned steady state equations are used to demonstrate the use-
fulness of a dynamic model for determining the flow rate using a Venturi channel.

82



The Bernoulli’s equation and the steady state solution of the SVEs in simplified
form is selected as the steady state equations.

The flow rate based on the Bernoulli’s equation for a horizontal channel can be
written as follows (Chow, 1959; Chanson, 2004),

Q = A1A2

√
2g(h2 −h1)

α
(
A2

2 −A2
1
) . (B.1)

Here, α is the average Coriolis or energy coefficient for the channel which needs to
be tuned. The subscripts 1 and 2 indicate the upstream and downstream positions
of the channel, where the level measurements are taken.

The flow rate based on the steady state solution of the SVEs can be written as
follows,

Q =

√
g(h2

cSs +Whc)
3

β (2hcSs +W )
, (B.2)

using the critical fluid level hc at the critical point where the flow becomes critical
(Chhantyal, 2018). Although the critical point changes with different flow rates and
different fluid types, the level measurement taken at the throat is assumed as the
critical fluid level.

Two level measurements are taken from the Venturi channel for known flow rates
for 3 different non–Newtonian fluid types. More details on the experimental data
are given in Article D. The real flow rate from the experiments are plotted together
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Figure B.2: The dynamic and steady state models with experimental results of different fluid types.
Qr: reference mass flow rate from the experiment, Qdm: mass flow rate from dynamic
model, QB: mass flow rate from the Bernoulli’s equation, QS: mass flow rate from
steady state equation. The RMSEs are given in kg

min . The vertical dashed lines indicate
the change of fluid type.
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with the result from the dynamic model described in Article B, and the results
from the steady state equations (B.1) and (B.2) (see Figure B.2). It can be seen
that the steady state model results have a higher RMSE compared to the dynamic
model, especially when the fluid type is changed as well as during the transients.
The main drawback of the steady state equations is that the tuning parameters
cannot be adapted for different fluid types in a continuous operation. Further, a
suitable model should have the ability to identify a sudden change in the flow rate as
quickly as possible to be useful in a kick detection application. Since the steady state
equation is based on the fluid level at the throat, it takes a longer time to identify
the change of flow rate as evident in the enlarged section of the Figure B.2.

Additional information on sensitivity analysis

A Bayesian sensitivity analysis results are presented in section 4.2 in Article B. The
sensitivity analysis could have been improved by calculating the Fisher information
matrix. However, to calculate the Fisher information matrix, the model equations
need to be solved analytically. Analytical solving of the equations is quite complex
for the model structures used in this article. Therefore, a simpler approach based
on the Bayesian analysis on the steady state values has been chosen and applied to
perform the sensitivity analysis. This method qualitatively well describes which of
the parameters are sensitive to the process output.
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Abstract

This paper presents the development and validation of a simplified dynamic model of a Venturi channel.
The existing dynamic models on open channels are based on the open channel flow principles, which are
the shallow water equations. Although there are analytical solutions available for steady state analysis,
the numerical solution of these partial differential equations is challenging for dynamic flow conditions.
There are many complete and detailed models and numerical methods available for open channel flows,
however, these are usually computationally heavy. Hence they are not suitable for online monitoring and
control applications, where fast estimations are needed. The orthogonal collocation method could be used
to reduce the order of the model and could lead to simple solutions. The orthogonal collocation method
has been used in many chemical engineering applications. Further, this has been used in prismatic open
channel flow problems for control purposes, but no literature is published about its use for non–prismatic
channels as per the author’s knowledge. The models for non–prismatic channels have more non–linearity
which is interesting to study. Therefore, the possibility of using the collocation method for determining
the dynamic flow rate of a non–prismatic open channel using the fluid level measurements is investigated
in this paper. The reduced order model is validated by comparing the simulated test case results with a
well–developed numerical scheme. Further, a Bayesian sensitivity analysis is discussed to see the effect of
parameters on the output flow rate.

Keywords: model reduction, shallow water equation, return flow estimation, Bayesian sensitivity analysis,
open channel

1 Background

Kick and loss detection in an oil drilling process is a key
requirement to reduce the risk and cost in the drilling
industry. In the drilling process, a drilling fluid is circu-
lated from the tanks into the well through the drill bit,
up the annulus and then back to the tanks, as shown in
Figure 1. This drilling fluid is used to balance the pres-
sure inside the well, to bring the drill cuttings out of

the well and also to lubricate the drill bit. If the pres-
sure inside is not well balanced, a kick or a loss can
occur. When the pressure inside the well exceeds the
formation pressure, the drilling fluids can seep into the
formation and commonly known as a loss. When the
well pressure is too low than the formation pressure,
the formation fluids (air, water, oil or a combination)
can flow into the well, producing a kick. A kick or a
loss can be catastrophic, if not controlled.

doi:10.4173/mic.2018.4.3 c© 2018 Norwegian Society of Automatic Control
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Figure 1: The schematic of a typical drilling fluid circu-
lation process with the inclusion of the pro-
posed Venturi channel

The difference of the fluid flow rate pumped in to the
well and the return flow rate coming out of the well is a
commonly used indicator of a kick/loss. However, the
return flow rate is quite difficult to measure because
it contains the drill cuttings as well as dissolved gas.
A novel approach of using a Venturi rig for this pur-
pose is proposed in previous studies done by Pirir et al.
(2017); Jinasena et al. (2017); Chhantyal et al. (2016).
This is a low cost and an easy to maintain solution.
The flow rate through the Venturi can be estimated
online with the use of mathematical models. However,
the modeling and simulation of free surface flows are
complex and challenging. Generally, the open channel
hydraulics are often modeled by the wellknown and ef-
ficient shallow water equations which are also known as
SaintVenant equations (Chow, 1959; Chaudhry, 2008;
Litrico and Fromion, 2009; Chanson, 2004). These
are nonlinear, hyperbolic Partial Differential Equations
(PDEs) which are difficult to discretize and solve. The
classical finite difference of finite volume methods are
usually computationally expensive, hence less suitable
for an online estimation application.

Therefore, the use of a model reduction method is
explored in this study, to obtain accurate and fast
solutions for the shallow water equations. Orthog-
onal collocation method is used to reduce the PDE
model into Ordinary Differential Equations (ODEs) ef-
ficiently, and the model results are validated using sim-
ulations. For the validation, a well balanced and well
developed numerical scheme, which is specifically de-
veloped for the shallow water equations by Kurganov

and Petrova (2007) is used. The use of collocation
method in solving open channel problems has been
studied previously by a lot of researchers including
Georges et al. (2000); Dulhoste et al. (2004); Jinasena
et al. (2017); Layton (2003), but these are limited only
to prismatic channels. The Venturi is a non–prismatic
channel which gives better fluid level differences along
the channel length, therefore the model reduction for
the non–prismatic channels is described in this study.
Further, a sensitivity analysis is done to find the effect
of different input, geometrical and fluid parameters on
the model output.

The paper is organized as follows. The develop-
ment of the mathematical model from the shallow wa-
ter equations and the model reduction is described in
detail in the Section 2. This is followed by the sensitiv-
ity analysis in Section 3. Then the simulation results
and the discussion based on the results are stated in
Section 4. Finally, the conclusions drawn by the results
are summarized.

2 The Model

The model is the 1D shallow water equations for a
non–prismatic channel, with the following assumptions
(Chaudhry, 2008; Litrico and Fromion, 2009).

• The pressure distribution is hydrostatic.

• The channel bed slope is small i.e. the cosine of
the angle it makes with the horizontal axis may be
replaced by unity.

• The head losses in unsteady flow (due to the effect
of boundary friction and turbulence) can be cal-
culated through resistance laws analogous to those
used for steady flow.

The Equations for a 1D, unsteady, non–prismatic, open
channel system, is expressed as,

∂A

∂t
+
∂Q

∂x
= 0, (1)

∂Q

∂t
+
∂(βQ2/A+ gI1)

∂x
= gI2 + gA (Sb − Sf ) , (2)

where A(x, h, t) is the wetted cross sectional area nor-
mal to the flow, h(x, t) is the depth of flow, Q(x, t)
is the volumetric flow rate and Sf (Q, x, h) is the fric-
tion slope. I1, the first moment of area represents the
hydrostatic pressure term and I2 represents the pres-
sure forces in the fluid volume, which occur from the
longitudinal width and slope variations. g is the gravi-
tational acceleration, t is the time and x is the distance
along the flow direction (Chow, 1959; Chaudhry, 2008).
β is known as the momentum correction coefficient or
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the Boussinesq coefficient and corresponds to the devi-
ations of the local velocity over the mean velocity of the
flow. The channel bed slope Sb(x) is calculated by − ∂z

∂x
(z is the absolute fluid level), where it is considered pos-
itive when sloping downwards. The friction slope Sf is
defined from the Gauckler–Manning–Strickler formulae
as follows (Chow, 1959).

Sf =
Q |Q|n2M
A2R

4
3

, (3)

where nM is the Manning roughness coefficient andR is
the hydraulic radius given by A

P . Here, P is the wetted
perimeter. For a channel with an isosceles trapezoidal
cross section I1 and I2 can be found as follows,

I1 =
1

2
h2W +

1

3
h3Ss, and (4)

I2 =
1

2
h2
dW

dx
+

1

3
h3
dSs
dx

. (5)

For a channel with a uniform side slope dSs

dx would be
zero. Therefore, the Eqs. 1 and 2 can further be simpli-
fied for an isosceles trapezoidal channel with uniform
side slope and no lateral inflow rate. This simplified
set of equations can be presented in a simpler form as
follows,

∂U

∂t
+
∂F

∂x
= S (6)

where U vector is the vector of conserved variables as
follows,

U = (A,Q)T , (7)

F =

(
Q,

βQ2

A
+ gI1

)T
, (8)

and S is the source term as follows,

S = (0,
gh2

2

dW

dx
+ gA (Sb − Sf ))T . (9)

Then the mass flow rate ṁ is calculated by multiplying
the volumetric flow rate Q with a constant density ρ
for a given drilling fluid.

2.1 Model Reduction for Non–Prismatic
Channel

The shallow water equations are (as described earlier),
a nonlinear hyperbolic system of PDEs. These are
commonly known as very complicated systems to solve,
because of the non-smooth solutions which could also
contain shock and rarefaction waves, and the possible
discontinuities (occurs due to discontinuous bottom to-
pography or cross section) (Kurganov, 2018). Further,
the numerical solutions could break down even for a

system with smooth initial data and no discontinu-
ities. Therefore, solving the shallow water equations
in a stable and accurate manner, specially for a non–
prismatic channel (with discontinuities) is a difficult
task (Kurganov, 2018). There are well–balanced and
well–developed numerical schemes available, which ad-
dress these issues. However, due to the demand of high
computational resources these schemes are not suitable
for a real time estimation application. Therefore, a
model reduction is applied here, in order to obtain fast
and accurate enough, application oriented solutions.

The model reduction is done by the use of orthogonal
collocation method. The use of the orthogonal collo-
cation method for shallow water equations for a pris-
matic channel is described in detail in (Jinasena et al.,
2017). The construction of ordinary differential equa-
tions from orthogonal collocation on the spatial do-
main, for a non–prismatic channel is briefly described
here.

The spatial length x of the channel is divided into
n− 1 non–equidistant spaces between n points, which
are known as collocation points (CP). The state vec-
tor U of the shallow water model at these specific
points can be approximated by polynomial interpola-
tion (Isaacson and Keller, 1966). In this study, the
Lagrange interpolating polynomial is used for this pur-
pose. The approximated states vector Ua can be ex-
pressed as follows,

Ua(x, t) =
n∑
i=1

Li(x)Ui(t), (10)

Here, the subscript i denotes the ith position along the
channel and Li is a weighted fraction defined as follows,

Li =

n∏
j=1
j 6=i

x− xj
xi − xj

, (11)

where, x is the entire set of n number of positions. The
derivatives of these approximated states can be derived
as follows,

∂Ua
∂x

=
n∑
i=1

L
′

ijUi, (12)

where L
′

ij is the element at ith row and jth column of

the matrix L
′
,

L
′

=

(
∂L1

∂x
,
∂L2

∂x
, . . . ,

∂Ln
∂x

)T
. (13)

Similarly, the other functions of x,(
βQ2

A , I1, h and W
)

can be approximated using

the same method and the derivatives can also be
found. The equations expanded from the original
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Eqs. 6 can be approximated with these approximated
functions as follows,

dAa
dt

+
n∑
i=1

L
′

ijQa ≈ 0, (14)

and

dQa
dt

+

n∑
i=1

L
′

ij

βQ2
a

Aa
+ g

n∑
i=1

L
′

ijI1a

−gh
2
a

2

n∑
i=1

L
′

ijWa − gAa (Sb − Sf ) ≈ 0.

(15)

Considering the functions at the selected CPs, the ap-
proximated value will be the same as the functional
value, since the approximation of the function was
done at these particular points. Therefore, the approx-
imated Eqs. 14 and 15 would be equal to zero and can
be expressed as follows after re–arranging,

dAi
dt

= −
n∑
i=1

L
′

ijQi, (16)

and

dQi
dt

=−
n∑
i=1

L
′

ij

βQ2
i

Ai
− g

n∑
i=1

L
′

ijI1i

+
gh2i
2

n∑
i=1

L
′

ijWi + gAi (Sb − Sf ) .

(17)

The number of CPs in this study are selected as 2, 3
and 4, and the position of these points are selected ac-
cording to the shifted Legendre polynomials (Jinasena
et al., 2017). The corresponding matrices for L

′
for 2,

3 and 4 CPs are stated below, respectively,

L
′

=
1

L

[
−1 1
−1 1

]
, (18)

L
′

=
1

L

−3 4 −1
−1 0 1
1 −4 3

 , (19)

L
′

=
1

L

−7.0005 8.1964 −2.1959 1
−2.7326 1.7328 1.73190 −0.7321
0.7321 −1.7319 −1.7328 2.7326
−1 2.1959 −8.1964 7.0005

 , (20)

where L is the length of the channel. The geometry of
the channel that is used for the simulations is shown
in Figure 2.

2.2 Kurganov–Petrova (KP) Scheme for
Validation

To compare the results from the collocation model, a
well developed, semi-discrete, second order and cen-
tral upwind scheme, which has specifically been used
to solve Saint–Venant systems (Bernstein et al., 2016;
Bollermann et al., 2013) is used. With the use of the
KP scheme by Kurganov and Petrova (2007), the PDE
model is discretized in space into a set of ODEs. For
a control volume as shown in Figure 3, the ODEs are
written as follows,

d

dt
U j = −

Hj+ 1
2
−Hj− 1

2

∆x
+ S(t). (21)

S is the average value of the source term calculated us-
ing the average values of the conserved variables. Hj± 1

2

represent the fluxes flowing into the cell (minus sign)
and out of the cell (plus sign) respectively. Assuming
that there are no changes in the bed slope the fluxes
are given by,
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=
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Figure 2: The sketch of the used Venturi channel (measurements are given in meters)
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Figure 3: A Control Volume of the KP scheme

where the local speed of wave propagations a±
j± 1

2

can

be calculated as the largest and smallest eigenvalues of
the Jacobian of the system.
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2
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2

+
√
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+
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2
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√
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2

, 0
} (25)

Here hd is the hydraulic depth and is equal to the cross-
sectional area of the flow divided by the top width of
the flow (T ) that is exposed to the atmospheric pres-
sure (hd = A/T ).

3 Bayesian Sensitivity Analysis

A sensitivity analysis is a generic method used to eval-
uate models. This is a way of decomposing the input
uncertainty, where we can determine the parameters
which are the most influential on the model output.
This is done by analyzing the changes in the model out-
put values that happen due to modest changes in the
model input values. There are several techniques avail-
able for sensitivity analysis, where most approaches de-
termine the effect of changes in one parameter when the
others are not changing. However, the combined effect
of multiple parameters can also be found. The sensi-
tivities are determined as a percentage variation of the
output for a percentage change of each input and/or
parameters.

The errors and approximations in the input data
measurements, parameter values, model structure and
the numerical schemes (model solution algorithm) are
the sources of uncertainty in this system. This model
highly depends on the values of the parameters, there-
fore, only the uncertainty in parameters were studied

and the analysis of the other sources of uncertainty is
out of scope of this study. For this study, all the pa-
rameters were tested for sensitivity on the model out-
put flow rate. All the geometrical parameters can be
measured directly for a particular system. But the pa-
rameters which depend on the fluid properties (nM and
β) cannot be measured always. Therefore a further
analysis was done to quantify the effect of uncertain-
ties in these two parameters on the model output and
to understand the relationship between these two pa-
rameters and the model output.

A Bayesian analysis is used here. The Bayesian
method will find the posterior probability with the use
of a chosen prior and a likelihood. According to the
Bayes theorem,

p (Y |X) =
p (X|Y )× p (Y )

p (X)
. (26)

The probability of Y given X (posterior p (Y |X)) is
found by the probability of X given Y (likelihood
p (X|Y )), the probability of Y (prior p (Y )) and the
probability of X (model evidence p (X)) (Sivia and
Skilling, 2006). Also the marginal likelihood can be
obtained by marginalization over the parameters (for
example X) as follows,

p (Y ) =

∫
X

p (Y |X) p (X) dX. (27)

The posterior probability of the output flow rate can
be obtained using marginalization for the above men-
tioned two parameters as follows.

p (ṁ|M,D) =

∫ b

a

∫ d

c

p (ṁ, nM , β|M,D) dnMdβ (28)

Here, ṁ is the output of the model i.e. mass flow
rate (volumetric flow rate Q × density ρ), that we are
interested in. The model is denoted by M and the
input data is denoted by D, which are considered to
be noise free data. a, c, b and d are the minimum and
maximum values for the two parameters, respectively.
These values are chosen from test simulations, where
the full range of values for which the model converges
is taken. Further, with use of the product rule and the
independence between nM and β, the right hand side
can be expanded as follows,

p (ṁ, nM , β|M,D) = p (nM |M,D) p (β|M,D)×
p (ṁ|nM , β,M,D) , (29)

which leads to the following expression.

p (ṁ|M,D) =
∫ b
a

∫ d
c
p (nM |M,D) p (β|M,D)×

p (ṁ|nM , β,M,D) dnMdβ (30)

265



Modeling, Identification and Control

Here, nM and β are assumed to be random variables
with Gaussian distributions of known means and stan-
dard deviations. The mean value is decided based on
the test simulations, where it will give a certain de-
sired flow rate as the output. The standard deviation
is selected to cover the entire range of values that are
possible for the simulated flow condition and model
convergence. Further, both the data and the model
are deterministic, therefore p (ṁ|nM , β,M,D) can be
written as a delta function as follows,

p (ṁ|nM , β,M,D) = δ {ṁ−M (D,nM , β)} , (31)

which is zero everywhere except at M (D,nM , β) = ṁ.

4 Results and Discussion

The models are simulated for the trapezoidal non–
prismatic channel geometry using MATLAB (9.2). The
initial conditions for the simulation are selected care-
fully. Runge–Kutta 4th order time integrator is used
with a fixed time step. The design of the channel ge-
ometry (see Figure 2) ensures trans–critical flow condi-
tions for all conditions at the upstream. For example,
if the upstream conditions are sub–critical, the flow be-
comes critical or super–critical at the throat. And if
the upstream is at super–critical conditions, the flow
at the throat becomes sub–critical. The trans–critical
flows allow the possibility of using one or more bound-
ary conditions. Hence, both of these trans–critical flow
conditions are simulated with the inlet fluid level (con-
verted in to the wetted cross sectional area) as the

boundary condition for each different model. The dif-
ferent models are the model with KP scheme, and the
models with different numbers of CPs. The results
and the discussion for these followed by the sensitiv-
ity study results are stated below. The position of the
collocation points along the channel were selected in a
way that always the last point would lie in the middle of
the throat, and the rest of the points are at upstream.
Both the flow rate and the fluid levels were calculated
at all points, except the boundary fluid level.

4.1 Comparison of Different Models

The collocation models were simulated for one bound-
ary condition at the upstream, which is the wetted
cross sectional area at the inlet. Step responses were
given to check the model responses for changes with
time. Figure 4 shows the results obtained for the mass
flow rates for the super–critical to sub–critical flow con-
dition using each model. The mass flow rates are calcu-
lated from the volumetric flow rates for a given drilling
fluid density. The results for the collocation models are
compared with the KP scheme in Figure 4. It is worth
mentioning that the KP scheme is difficult to imple-
ment for super–critical upstream conditions with fluid
level as a boundary. Therefore, KP scheme is used with
the upstream flow rate as the boundary and the result-
ing fluid level at upstream is used as the boundary for
the collocation models.

The mass flow rates for the super–critical to sub–
critical, trans–critical conditions are well comparable
in all the models. These are relatively easier simulation
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Figure 4: The mass flow rates calculated from different models for super–critical upstream conditions. ‘KP’:
KP scheme and ‘2, 3 or 4 CP’: model with 2, 3 or CPs.
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Figure 5: The mass flow rates calculated from different models for sub–critical upstream conditions. ‘KP’: KP
scheme and ‘2, 3 or 4 CP’: model with 2, 3 or CPs. The subscripts 1 and t denote the first and last
positions of the collocation points along the channel.

conditions because the interference from waves (oscil-
lations in fluid levels which propagates to the mass flow
rate calculations) is less significant due to high veloci-
ties of the flow. However, more interesting flow behav-
iors can be observed with the trans–critical condition
from sub–critical to super–critical, which is shown in
Figure 5. Here, the KP scheme is also simulated taking
the wetted cross sectional area at the upstream as the
boundary.

From Figure 5, it can be clearly seen that the model
with 3 and 4 CPs is more comparative with the KP re-
sults than the model with 2 CPs. Further, the results
with 4 CP model is closer to the KP results than the
results with 3 CP model. This is expected because the
more the CPs, the better the approximation is. How-
ever, the number of oscillations that occur due to step
changes is higher when the number of CPs are higher.
But the time taken to reach steady state is shorter
with the increase of number of CPs. Further, the am-
plitude of the oscillations are bigger, with 3 CP model.
This is due to the Runge’s phenomenon, which is the
occurrence of oscillations when using polynomial inter-
polation over equi–spaced interpolation points. The 4
CPs are not equi–spaced, therefore, this effect is not
seen with 4 CP model.

The shallow water equations, which are used in this
study, is presented in the conservative form, so that it
preserves the mass conservation along the entire spatial
domain at steady state. This mass conservation can be
seen in the collocation models, since the mass flow rates
at all the CPs are the same.

The 2 CP model was the quickest to simulate and
the 3 and 4 CP models take about 10–15 times more
simulation time than the 2 CP model. KP scheme usu-
ally takes 40–50 times more simulation time than the
CP models. The results from the 2 CP model for sub–
critical upstream conditions is unsatisfactory. How-
ever, the use of 3 or 4 CPs for any flow condition, is
enough to obtain similar results to KP scheme. There-
fore, in an online estimation application the use of 3
or 4 CP model would give sufficiently accurate results
with less computational time. This means that with
the 3 or 4 CPs model it is possible to obtain a fast es-
timate of the flow rate in real–time. Although there are
oscillations in the presence of an abrupt step change in
a sub–critical flow condition will eventually reach to
the steady state in a relatively short period of time.

As a summary, the reduced order model was able
to capture the general fluid flow behaviors. Appear-
ance of transient oscillations can be observed in both
the models (reduced order model as well as the KP
scheme), when a step change is given to the input. The
CP models (especially the 2 CP model) show prolonged
oscillations before settling down to a steady state value
in the presence of sharp step changes in the input/inlet
boundary conditions (at t = 2500s in Figure 4). Such
abrupt step changes in the input is simulated here as
this can be expected to occur during a kick or loss
in drilling system. When the stepping is done grad-
ually throughout a longer time period (ramping, at
t = 2000s in Figure 4), the flow comes to a steady
state value quickly, with less oscillations. This behav-
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ior is expected during the pipe connection procedure in
drilling, where the mud pump is stopped and started
gradually.

4.2 Sensitivity Analysis Results

The sensitivity analysis was done for all the models
(KP scheme and collocation with 2, 3 and 4 CPs) for
sub–critical upstream flow conditions. The inlet fluid
level and all of the fluid and geometrical parameters
are tested for sensitivity of the flow rate.

A spider plot, which shows the sensitivity of the in-
put parameters on the output flow rate for each model
is shown in Figure 6. For all the models, the channel
bed slope has the highest sensitivity. In addition, the
inlet fluid level and the bottom widths of the chan-
nel are also sensitive parameters. However, the cal-
culations are done using the nominal fluid levels for
bed slope changes. But in reality, when the chan-
nel bed slope changes, the fluid levels in the channel
also change accordingly, thus may reduce the sensitiv-
ity to the flow rate. This is also true for the bottom
width W1. The change of fluid level due to the changes
in the bed slope and the bottom width W1, are not
taken into account in the calculations, for simplicity
of comparison. Nonetheless, the effect of the channel
bed slope should be taken into consideration in a real
fluid flow scenario due to its high sensitivity with the
flow rate and the fluid flow conditions. A small in-
crease in the channel bed slope of the Venturi channel
that is taken into consideration can change the sub–
critical upstream conditions into super–critical condi-
tions. Therefore, in this study, the bed slope is changed
only within a small range, due to the limitation of the
flow conditions based on the used geometry.

Most of the parameters have a bigger impact on the
2 CP model than on the other models.

Even though the effect of geometrical parameters
(W1, Wt, Ss and L) on the 3 and 4 CP models are
comparatively lower, the flow rate can still be affected
significantly. In order to reduce the effect on the mag-
nitude of the flow rate, the geometrical parameters can
be measured accurately for each geometry. The fluid
properties such as friction factor nM and β are tunable
parameters, hence can be estimated together with the
flow rate, in the context of adaptive estimation. How-
ever, the input (Ain) and the channel bed slope may
change with time, hence have to be measured with a
good accuracy and precision due to their high sensitiv-
ity.

For an estimation application, an analysis of the sen-
sitivity of the estimable parameters on the output flow
rate will be informative in advance. Therefore, the
change of flow rate due to perturbations in the two es-
timable parameters (nM and β) is analyzed with the

use of the Bayesian sensitivity analysis described in
Section 3. In order to determine the marginal poste-
rior distribution of the mass flow rate shown by Eq. 30,
a large number of independent samples (10000 pairs),
representing nM and β, were generated from their re-
spective Gaussian distributions. Then for each pair,
depending on the model, the corresponding steady
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Figure 6: The spider plots showing the relationship of
percentage mass flow rate to the percentage
deviation of each parameter (θ) from their
nominal values.
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state mass flow rates were calculated. The histogram of
nM , β and ṁ can be considered as an estimate for the
joint posterior distribution of these triples, conditional
on the appropriate model (p(nM , β, ṁ|M)). Similarly,
the marginal posterior distribution of the mass flow
rate (p(ṁ|M)) can be approximated by considering
only the histogram of the mass flow rate of the sam-
ples. These posterior distributions for each model are
shown in Figure 7. For the sake of comparison, the
histograms are vertically scaled so that their highest
value is unity. Further, a Gaussian distribution is fit-
ted to the marginal posterior histogram of the output
flow rate (shown by red curve in Figure 7).

The two parameters for the models had to be tuned
to ensure the model convergence for sub–critical to
super–critical flow conditions. Therefore, in some of
the models (especially in 3 and 4 CP models) the pa-
rameter values may not be meaningful. It is shown that
the used Gauckler–Manning–Strickler formulae with a
constant nM is suitable only for uniform flows (Chow,
1959). During the transition the flow is not uniform.
Further, it is suggested that the nM depends on the hy-
draulic radius and the Froude number, hence could not
be a constant (Tullis, 2012). However, it is also shown
that at super–critical flow conditions this is relatively
constant (Tullis, 2012). This might be the reason that
the collocation models had to be tuned for sub–critical
flow conditions.

The mean (µ) and the standard deviation (σ) of the
estimated mass flow rate distributions together with
the values of the chosen parameter distributions for
each model are tabulated in Table 1. For comparison,
the percentage deviation is shown in Table 2. The full
range of possible parameter values for nM and β are not

Table 1: Details of input parameters and output flow
rate for different models

Model nM β ṁ

µ σ µ σ µ σ
2 CP 0.0135 0.0007 0.98 0.039 236.4 10.3
3 CP 0.0305 0.0015 0.6 0.024 283.8 8.1
4 CP 0.0465 0.0023 0.46 0.019 282.7 9.2
KP 0.0133 0.0007 0.98 0.04 283.0 5.4

Table 2: Percentages of Parameters and flow rate

Model nM % β % ṁ %

2 CP 4.96 3.96 4.36
3 CP 5.02 4.04 2.86
4 CP 5.00 4.05 3.25
KP 5.26 4.10 1.91

used here due to the limitation of model convergence.
Because of this the distribution could be truncated to-
wards the tails, even though it is approximated with
the Gaussian distribution.

As shown in the tables, the 2 CP model has a signif-
icant change in flow rate, due to the high sensitivity of
the parameters. Further, it can be seen from the tab-
ulated percentage changes, that the perturbations in
the two parameters have caused less impact on the flow
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Figure 7: The probability distributions of the output
mass flow rate (p(ṁ|M)) for different models.
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rate, when the number of CPs are 3 or 4. Since there is
no significant improvement with the 4 CP model than
the 3 CP model, it is a trade off between the slightly
better accuracy and the slightly higher computation
time.

However, the dominance of the correlation of the
two parameters with the output flow rate will strictly
depend on the choice of these two parameter values,
which then indirectly affects the output flow rate it-
self. These correlations between the parameters and
the flow rate can clearly be seen from the scatter plots
obtained from the simulations. The scatter plots and
the contours drawn on their densities are shown in Fig-
ure 8, for all the models. The 3 and 4 CP models show

a dominant correlation of flow rate with nM , while the
KP model shows more dominance with β. This could
be due to the choice of the mean values of the param-
eters for a desired output flow rate. Since the param-
eters are tuned in order to get a desired flow rate, we
cannot decide about the accuracy between the mod-
els based on the parameter values. However, we can
have an idea about the desired flow rate and the pre-
cision. Further, the 3 CP results with β (in Figure 8b)
are truncated due to the crossing into the sub–critical
region at the throat as oppose to the super–critical re-
gion. This further indicates that a careful selection of
the values for these two parameters by means of esti-
mation/adaptation will be needed for an accurate flow
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Figure 8: The scatter plots with the input parameters and output flow rate. (a) for nM and (b) for β.
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rate estimation. This study will be carried out in the
future.

Further, the expected relationship of both nM and β
with the flow rate is generally a negative relationship,
based on the model structure. This cannot be seen
with nM and the flow rate with the 2 CP model as
shown in Figure 8, in fact it shows a complete opposite
relationship, which is difficult to interpret according to
physical laws. Since the 2 CP model is highly sensitive
to most of the parameters, this might have occurred
due to improper domination of other parameters over
nM . With 2 CP model the CPs fall on the boundaries,
and the information of the states inside the channel
between the boundaries is not captured by the model.
2 CP model is faster and simpler but less accurate and
less physically sound than the other models. This fur-
ther implies that the model simplification comes with a
cost on accuracy and physical explanation. Although
these models are not suitable for estimating the fric-
tion factor, it is (3 CP or 4 CP model) accurate and
fast enough to estimate the flow rate based on the level
measurement.

However, to obtain a better understanding of the
model, other uncertainty sources such as the structural
uncertainty and numerical uncertainty may also need
to be explored. The structural uncertainty which oc-
curs due to the improper approximations of the real
system and the numerical uncertainty which occurs
due to the discretization and model reduction could be
studied in future with a comparison to a real system.
Further, a proper selection of the tunable parameters
(nM and β) should be done in order to ensure a good
estimation of the flow rate. Due to the high sensitivity
of the bed slope and the inlet fluid level in all the mod-
els, a careful consideration of the uncertainty in these
two measurements should be taken into account in a
real world application. The knowledge and results ob-
tained from this study will be beneficial for such studies
and applications in the future.

5 Conclusions

This paper highlights a reduced order open channel
model which can be used to estimate the flow rate
in an open channel. The model is developed to be
used for a Venturi channel in the drain back flow line
during an oil well drilling to estimate the flow rate of
the return fluid. The simplified model is simulated for
a non-prismatic open channel Venturi with a throat.
The reduced order model is a set of ODEs hence faster
and less complex than the shallow water equations.
The reduced order models are validated using simu-
lations from a well–developed finite volume method.
Two trans–critical conditions (super–critical to sub–

critical and sub–critical to super–critical) are simulated
using the upstream fluid level as the boundary condi-
tion. Three or four collocation points seem to be suffi-
cient to obtain a good accuracy for the determination
of the flow rate in both the flow conditions. Further, a
parameter sensitivity analysis of all the models is also
done to evaluate the reduced order models. This model
structure is well suited to be used in process control and
state estimation algorithms, where the state estimates
have to be computed in real–time. The proposed solu-
tion of using a Venturi channel for on–line estimation of
return flow rate during drilling seems possible together
with the use of a reduced order collocation model.
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Additional Information for Article C

Linearization of the orthogonal collocation model

The system of equations for the model with 3 collocation points is defined as fol-
lows,

f1 := Q̇1 = −β

l

(
−3

Q2
1

A1
+4

Q2
2

A2
−

Q2
3

A3

)
−g

Q2
1n2

M
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4
3
1

− g
2l

(
−3h2

1W1 +4h2
2W2 −h2

3W3
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(
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1 +4h3
2 −h3

3
)
+gA1Sb +

gh2
1

2l
(−3W1 +4W2 −W3), (C.1)

f2 := Q̇2 = −β
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−
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f3 := Q̇3 = −β

l

(
Q2

1
A1

−4
Q2

2
A2

+3
Q2

3
A3

)
−g

Q2
3n2

M

A3R
4
3
3

− g
2l

(
h2

1W1 −4h2
2W2 +3h2

3W3
)

−gSs

3l

(
h3

1 −4h3
2 +3h3

3
)
+gA3Sb +

gh2
3

2l
(W1 −4W2 +3W3), (C.3)

f4 := ḣ1 =−(−3Q1 +4Q2 −Q3)

l(W1 +2Ssh1)
, (C.4)

f5 := ḣ2 =− (−Q1 +Q3)

l(W2 +2Ssh2)
, (C.5)

f6 := ḣ3 =−(Q1 −4Q2 +3Q3)

l(W3 +2Ssh3)
. (C.6)

The linearized system with states x = [Q1 Q2 Q3 h1 h2 h3]
T around their operating

points x̄ = [Q̄1 Q̄2 Q̄3 h̄1 h̄2 h̄3]
T , can be expressed as follows,

Ẋ = AX , (C.7)

where, Ẋ = [Q̇δ
1 Q̇δ

2 Q̇δ
3 ḣδ

1 ḣδ
2 ḣδ

3 ]
T and X = [δ1 δ2 δ3 δ4 δ5 δ6]

T . δ is the difference
between the actual states and the operating points (δ = x− x̄). An element in matrix
A can be expressed as follows,

Ai j =
∂ fi

∂x j

∣∣∣∣
x̄
, i = j = [1,2, . . . ,6]. (C.8)
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A system with h1 as input (due to the upstream boundary condition) can be written
in deviation form as follows,

Ẋ = A∗X +Bu, (C.9)

where X = [δ1 δ2 δ3 δ5 δ6]
T and u = δ4 = (h1− h̄1). A∗ and B can be expressed using

A as follows,

A∗ =

[
A(1:3,1:3) A(1:3,5:6)
A(5:6,1:3) A(5:6,5:6)

]
, (C.10)

and

B =
[
A(4,1:3) A(4,5:6)

]T
. (C.11)

The following terms are defined for k = [1,2,3], for the clarity in presentation,

T1k :=
βQk

l(Wkhk +Ssh2
k)

(C.12)
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T6k :=
1

l(Wk +2Sshk)
(C.17)

T7k := gSb(Wk +2Sshk) (C.18)

T8 :=
gh1(3W1 −4W2 +W3)

l
(C.19)

T9 :=
gh2(W1 −W3)

l
(C.20)

T10 :=
gh3(W1 −4W2 +3W3)

l
(C.21)

T11 :=
2Ss(3Q1 −4Q2 +Q3)

W1 +2Ssh1
(C.22)

T12 :=
2Ss(Q1 −Q3)

W2 +2Ssh2
(C.23)

T13 :=
2Ss(Q1 −4Q2 +3Q3)

W3 +2Ssh3
(C.24)

Each element Ai j in A is expressed as follows.

A =


6T11 −2T21 −8T12 2T13 T14 −4T32 T33

2T11 −T22 −2T13 T31 T15 −T33

−2T11 −8T12 −6T13 −2T23 −T31 4T32 T16
3T61 −4T61 T61 −T61T11 0 0
T62 0 T62 0 −T62T12 0
−T63 4T63 −3T63 0 0 T63T13,

 (C.25)

Here,

T14 := 3T31 +T71 +T41 +T51 −T8, (C.26)
T15 := T42 +T52 +T72 −T9, (C.27)
T16 := −3T33 +T43 +T53 +T73 +T10. (C.28)

The linearized system is used for the linear observability analysis of the system and
is found to be observable.

The results of EKF

The plot shown in Figure C.1 are the simulation results for the same conditions as
for Fig. 3 in Article C, but without the noise in the reference flow rate for clarity.

The EKF showed a slight offset at higher flow rates than the UKF, both with
simulation results and experimental data. Although the EKF is not an optimal
estimator for non-linear systems in general, it is one of the most used estimators

100



50 100 150 200 250 300 350 400 450 500 550 600

250

300

350

400

450

500

Figure C.1: The estimated out flow rates for various estimators. Qr: target mass flow rate from
the reference model, Q̂: estimated mass flow rate from various estimators.

in nonlinear systems (Kolås et al., 2009). However, several authors have reported
certain shortcomings/flaws with EKF in nonlinear systems (Haseltine and Rawlings,
2005; Wan and Merwe, 2000; Romanenko et al., 2004; Chang and Chen, 1995). These
flaws are associated with the problems in calculating the Jacobians, errors introduced
by linearization and/or problems dealing with multimodal or asymmetric probability
density functions (Kolås et al., 2009). The most common problem is based on the
errors induced by the first order linearization in highly non-linear systems, which
could also be the reason for the offset in this study. In EKF algorithm the a priori
state mean can be estimated by directly propagating the nonlinear system. However,
the covariance estimate needs the calculation of the state transitions matrix, which
needs to be obtained by linearization of the system model. This could introduce
significant errors depending on the nonlinearity of the system model, and when the
initial state estimation error is not sufficiently small (Zarei and Poshtan, 2010).
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Abstract: Improvements in kick/loss detection are a key research interest in the drilling industry. Cost–effective, accurate
and advanced online return flow sensors play a vital role in this regard. We have proposed the use of a Venturi channel
in the return flow line with the possibility of developing it into an online soft sensor. A mechanistic model based online
estimator would possibly estimate the flow rate with a reasonable accuracy. A reduced order mathematical model for this
purpose has been developed by the authors [4]. In this paper, we study the possibility of estimation of flow rate using
different estimators based on this reduced order model. A reduced order linear observer has been designed and tested
in simulations. Further, a linear Kalman filter, an extended Kalman filter and an unscented Kalman filter are tested and
compared. The extended and unscented Kalman filters are further tested with experimental results. The estimations are
accurate enough with a mean absolute error of 2% and 1.9%, respectively. The proposed model based flow estimation
idea has a promising potential of developing into an online soft sensor in kick–loss detection algorithms.

Keywords: flow estimation, observer, Kalman filter, open channel flow, kick loss detection, drilling.

1. BACKGROUND
Oil well drilling operations are prone to high risks. Es-

pecially, the high risks are associated with the offshore
and deepwater drilling operations. Dealing with high op-
erational pressures and temperatures is one of the main
factors which makes drilling very risky. Generally, pres-
sure related problems in drilling are high contributors for
both risk and cost. Hence, reduction of risk and cost in oil
drilling is a key research interest in oil and gas industry.
The early detection of kick and loss is crucial part in safe
well control operations. A recent study done in the Nor-
wegian Continental Shelf shows that 13% of the trigger-
ing causes for well control incidents are due to technical
failures of, or imperfect kick detection [1].

The kick and loss detection methods that are used to-
day, can be divided into three main categories as; measur-
ing the flow difference between the inlet and outlet (also
known as delta flow measurement), monitoring free gas
in the annulus and mud logging [2]. The most common
method used in the industry, specially in conventional
drilling rigs, is the delta flow measurements together with
the mud pit gain, due to the direct relationship of the
delta flow with the well pressure (see Fig. 1). There are
advanced flow measurement techniques available for the
clean flow going into the well, which is comparatively
easy to measure. On the contrary, the return flow con-
sists of drill cuttings and gases which makes flow mea-
surement difficult and inaccurate. There are advanced
flow-metering technologies available for accurate mea-
surements of flow, such as Coriolis flow meters. These
are expensive and may not be accurate enough for return
flow in the presence of gasses. Although there are ad-
vanced technologies available such as managed pressure

drilling incorporated with the Coriolis flow meters as re-
turn flow meters, most of the on-shore and off-shore oil
rigs still use conventional drilling systems. These con-
ventional drilling processes use intermittent or online re-
turn flow rate and density measurements together with
mud pit levels for kick and loss detection. There are var-
ious flow meters used in these processes, but most of the
time paddle flow sensors are used. These have compar-
atively less accuracy as well as repeatability. In most of
the conventional oil rigs, this is just an indicator rather
than a real-time flow meter, thus early kick and loss de-
tection can not be expected. Advances in flow metering
technology will provide accurate differential flow mea-
surements. Therefore, development of cost-effective, ac-
curate and online sensors for early kick and loss detection
is vital.

Real–time estimation of the return fluid (coming out
of the well) is important for kick and loss detection algo-
rithms. Equally it is important to study the dynamics of
the fluid flow in the return line. The possibility of devel-
oping an online flow soft sensor with the use of Venturi
effect in open channel flow has been studied recently by
[3], [4]. This work is focused on developing model based
estimators for estimating the flow rate of the fluid com-
ing out of the well on the top side using a Venturi channel.
Two non–intrusive level sensors are used to measure the
fluid level at different points along the Venturi channel. A
suitable reduced order model of the fluid flow through the
channel is used together with these level measurements in
order to estimate the flow rate.

The paper is organized as follows. An introduction to
the used mathematical model is given in section 2. A de-
tailed description of the observer design followed by a
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brief introduction to other estimators is stated in section
3. The results and discussion, followed by the conclu-
sions which are drawn based on the results are shown in
sections 4 and 5, respectively.

Solids 
control 
system

Active mud 
pit

Drain back flowline

Drill string

Annulus

Drill bit

Mud pump

Choke 
valve

Venturi flume

 Fluid Losses 

Fig. 1 Illustration of a simplified drilling process with
the proposed Venturi flume on the drain back flow
line

2. MATHEMATICAL MODEL

The model is developed by using the orthogonal col-
location method to discretize the 1D shallow water equa-
tions for a non–prismatic, trapezoidal channel, along the
spatial direction [4]. Three spatial points (n) are selected
along the length l of the Venturi channel. At each point
(i = 1, 2 and 3), the levels hi and volumetric flow rates
Qi are given by the Eqs. 1 ∼ 3. The three points are
chosen such that the last point lies on the middle of the
Venturi section and the rest is equally distributed towards
the upstream channel section.

ḣi = −
n∑

i=1

L
′

ijQi
1

Wi + 2Sshi
, (1)

and

Q̇i = −
n∑

i=1

L
′

ij

βQi |Qi|
Ai

− gQi |Qi|n2M
AiR

4
3
i

−g
n∑

i=1

L
′

ij

(
h2iWi

2
+
h3iSs

3

)
+ gAiSb

+
gh2i
2

n∑
i=1

L
′

ijWi, (2)

where,

L
′
=

1

l

−3 4 −1
−1 0 1
1 −4 3

 . (3)

Here,Wi is the bottom width of the channel at the specific
position, Ss is the side slope of the channel, β is the mo-
mentum correction coefficient and Ai is the wetted cross
sectional area at the specific point. g is the gravitational
constant, nM is the Manning roughness coefficient, Sb is
the channel slope and Ri is the hydraulic radius.

3. ESTIMATORS FOR FLOW RATE
THROUGH THE VENTURI CHANNEL

The system is considered to have two level measure-
ments at the first and third collocation points of the chan-
nel and the purpose of the estimator is to estimate the flow
rate though the channel. The following linear system with
no inputs is taken into consideration for designing linear
estimators by linearizing the Eqs. 1 ∼ 3.

ẋ = Ax (4)

y = Cx (5)

Here, x = [Q1 Q2 Q3 h1 h2 h3]
T and y = [h1 h3]

T .
A linear observer (LO), a linear Kalman filer (LKF),

an extended Kalman filter (EKF) and an unscented
Kalman filter (UKF) are used as estimators. For the UKF,
the system is described as shown by the Eqs. 6∼ 7, where
f represents the nonlinear model given by the Eqs. 2 and
1.

ẋ = f(x, t) (6)

y = g(x, t) = Cx (7)

All the estimators are used in discrete form. The design of
the linear observer is stated below. The other estimators
are not stated in detail here for simplicity.

3.1 Linear Observer Design
A reduced order LO is designed with the general

recipe of injection of the measurements into the observer
dynamics equation. The states are divided in to measured
(x1) and unmeasured (x2) states as follows,

x =

[
x1
x2

]
, (8)

where, x1 = [h1 h3]
T and x2 = [Q1 Q2 Q3 h2]

T . The
system equations Eqs. 4 ∼ 5 are changed accordingly in
to Eqs. 9 ∼ 10.[
ẋ1
ẋ2

]
=

[
A11 A12

A21 A22

] [
x1
x2

]
(9)

y = x1 (10)
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The transformation variable ζ for observing the vector x2
is defined as follows,

ζ = x2 +Kx1, (11)

whereK is the gain matrix (4×2). Similarly, the dynam-
ics of ζ can be derived as follows,

ζ̇ = ẋ2 +Kẋ1. (12)

Combining Eq. 12 with the system equation (Eq. 9),

ζ̇ = A21x1 +A22x2 +K (A11x1 +A12x2) . (13)

The re–arranged Eq. 13 is as follows,

ζ̇ = (A21 +KA11)x1 + (A22 +KA12)x2. (14)

Similarly the estimate of ζ can be written as follows,

˙̂
ζ = (A21 +KA11)x1 + (A22 +KA12) x̂2. (15)

Now, the observation error dynamics (for observation er-
ror vector ζ̃ = ζ− ζ̂ = x2−x̂2) can be written as follows,

˙̃
ζ = ζ̇ − ˙̂

ζ = (A22 +KA12) ζ̃. (16)

A candidate Lyapunov function (Eq. 17) is chosen,
such that the observation error dynamics will be asymp-
totically stable.

V =
1

2
ζ̃>ζ̃ (17)

By taking the time derivative of the Eq. 17 and substitut-
ing the observation error dynamics (Eq. 16) the equation
is as follows,

V̇ = ζ̃>
˙̃
ζ = ζ̃> (A22 +KA12) ζ̃. (18)

The following condition is to be satisfied for asymptotic
stability,
V̇ < 0 ⇐⇒ (A22 +KA12) < 0
The values of A22 and A12 depends on the model pa-
rameters and the linearization point. Therefore, a careful
consideration of the choice of K will lead to a better es-
timate with asymptotic convergence.

3.2 Implementation of Various Kalman Filters
Some of the versions of Kalman filters are also tested

with the above stated LO for a comparison. A LKF, an
EKF and an UKF are selected. The algorithm for the LKF
in discrete form is shown in Eqs. 19 ∼ 23 and described
in detail in [5]. The process and measurement noise co-
variance matrices are denoted as Q and R.

P−k = AP+
k−1A

> + Q (19)

Kk = P−k C
> (CP−k C> + R

)−1
(20)

P+
k = (I −KkC)P

−
k (I −KkC)

>
+KkRKk (21)

x̂−k = Ax̂+k−1 (22)

x̂+k = x̂−k +Kk

(
yk − Cx̂−k

)
(23)

The EKF follows the same algorithm of Eqs. 19 ∼ 23,
except that the system matrix A is calculated at each time
step k [5]. The UKF algorithm is also presented in detail
in [5]. In this paper, only the final equations given by
Eqs. 24 ∼ 37 are listed for presentation. The non–linear
state equations (Eqs. 1 ∼ 2) are denoted as g(xk, tk) and
f(xk, tk), respectively.

x̂
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j
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n∑
j=1

x̂
(j)
k (27)

P−k =
1

2n

n∑
j=1

(
x̂
(j)
k − x̂

−
k

)(
x̂
(j)
k − x̂

−
k

)>
+ Q (28)

x̂
(j)
k = x̂+k−1 +

(√
nP−k

)>
j

j = 1, . . . , n (29)
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ŷ
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Pxy =
1

2n

n∑
j=1

(
x̂
(j)
k − x̂

−
k

)(
ŷ
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x̂+k = x̂−k +Kk (yk − ŷk) (37)
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Fig. 2 The plan and front views of the channel geometry.
The values are given in meters.
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Fig. 3 The estimated outlet flow rates from different estimators against the model results

4. RESULTS AND DISCUSSION

The estimators are tested both by simulations as well
as experiments. The geometry of the channel is shown
in Fig. 2. The type of fluid is taken to be a water based
synthetic drilling fluid. The details of the simulation and
experimental validation are stated below.

4.1 Simulation Results
First the estimators are simulated for synthetic data to

check the performance of the estimators. The two level
measurements are generated with two step changes of ∼
10 mm each. Then a random Gaussian noise is added to
the data. The main model is also simulated with the same
data for the reference flow rate Qr.

The simulation results are shown in Fig. 3. All the
flow rates at the three spatial points gave the same value
at steady state conditions. For the clarity of presentation,
only the flow rate estimated at the Venturi section (third
point) is shown in the Fig. 3. The volumetric flow rates
are converted into mass flow rates after the estimation,
for a better presentation. The main model is non–linear.
Therefore, we expect that the non–linear estimators to be-
have better in this application, which is also clearly seen
in the figure. Further, the various Kalman filters have fil-
tered out the noise, while the observer has not, which we
expect. The linear estimators are good around the lin-
earization point. Here, the models are linearized around
the mean value of the data range 0–200 s. Away from
the linearization point, both the LO and the LKF deviates
from the reference values as expected. However, the es-
timations of the LO is closer to the reference values than
the other linear estimator (LKF). Between the two non–
linear estimators, the UKF performs better than the EKF.

The UKF and EKF take more computational time than
the rest of the estimators. Further, EKF takes the longest
computational time. Generally the time taken to perform

the entire time series simulation (with .01s fixed time
step) for LO, LKF, EKF and UKF are around 0.3, 1, 55
and 15 s of CPU time, respectively. Nonetheless, the EKF
and UKF showed better performance than the rest of the
estimators in terms of accuracy and noise.

4.2 Experimental Results

Fig. 4 The experimental setup

Fig. 5 A picture of the Venturi channel with level sensors
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Fig. 6 The inlet, outlet fluid levels and the flow rate into the channel, measured from the experiments
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Fig. 7 The estimated outlet flow rates of the channel against the experimental results

An experimental setup of a Venturi channel with two
level measurements and a pump flow rate measurement is
available at the University of South–Eastern Norway. The
simplified diagram of the experimental setup is shown in
Fig. 4. For different set points of the pump flow rate, two
level measurements from the channel is recorded together
with the flow meter measurements from the Coriolis flow
meter. A photograph of the channel at the experimental
rig is shown in Fig. 5. The level and flow rate measure-
ments taken from the experiments under sub–critical flow
conditions are shown in Fig. 6.

Since we observed that the non–linear estimators are
superior than the linear estimators in the simulations, the
experimental data is tested only for the EKF and the UKF
(see Fig. 7). The level measurements are noisy and the
flow rate measurements are relatively less noisy due to
full piped flow. (The flow rate measurement from the

Coriolis meter is used only as the reference flow for com-
parison in this paper.) Therefore, the estimations are
more noisy than the reference data, even though the noise
in the estimations are filtered out by the estimators. The
fluid levels are measured in an open channel (the venturi
channel) where foams are formed when the fluid enters
(falls into) the channel from a small height. Due to these
foams and waves formed in the open channel, the level
measurements are very noisy. From the Fig. 7 it can be
seen that the UKF performs better than the EKF. Further,
the mean absolute error (MAE) for each set point is cal-
culated. The maximum MAE given by the UKF is 1.91%
(8.1 at 425 kg

min ) whereas for EKF the maximum MAE is
2.02% (7.1 at 350 kg

min ).

To summarize, the non–linear estimators performed
better in accuracy. The best performance out of the tested
estimators is given by the UKF. The UKF is also fast
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enough to be implemented in a real–time estimation ap-
plication where the sensor measurements are taken at 1s
time intervals.

5. CONCLUSIONS
The given mathematical model is used with different

estimators to estimate the flow rate through an open Ven-
turi channel using only two level measurements. A re-
duced order linear observer is designed and used in com-
parison with the other estimators. First, the estimators
have been compared through simulations. Then the best
performing estimators in simulations (EKF and UKF) are
selected and used to estimate the flow rate through an
experimental Venturi channel. The estimations are well
comparable with the experimental data. The proposed
model based flow estimation shows a promising potential
as an online soft sensor which can be used in kick–loss
detection algorithms.

ACKNOWLEDGMENTS
The economic support from The Research Coun-

cil of Norway and Equinor ASA through project no.
255348/E30 ‘Sensors and models for improved kick/loss
detection in drilling (Semi–kidd)’ is gratefully acknowl-
edged.

REFERENCES
[1] I. I. Carlsen, S. Hauge, R. K. Tinmannsvik and

E. Okstad, “Causes and Measures Related to Well
Control Incidents in Norwegian Petroleum Activ-
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Overview

The article presents the real-time estimation of states and parameters of the reduced
order model that is stated in Article B and C. The model is modified with various
non–Newtonian friction models available in the literature, and a fit–for–purpose
friction model has been developed by the authors. In order to improve the fluid
flow rate estimation, the model is adapted to some of the rheological parameters in
real-time. The paper is published at the IEEE Sensors Journal. However, due to the
copyrights, only the accepted version of the article is included here. The published
version can be found at https://doi.org/10.1109/JSEN.2019.2923854.
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Additional Information for Article D

Linearization of the system

The linearized system shown in (C.7) and (C.8) is augmented with the parameters
for the friction term for the linear system observability analysis of each friction
model. For augmentation, the parameters are considered to be slowly varying with
time. The linear augmented system with different friction parameters is found to be
observable. For example, for the model with Manning’s friction factor, the linearized
system is as follows.

˙XnM =AnM XnM

=


A(1:6,1:6)

−T171

−T172

−T173

0
0
0

0 0 0 0 0 0 0


(D.1)

where
T17k :=

2gQ2
knM(

Wkhk +Ssh2
k

)( Wkhk+Ssh2
k

Wk+2hk
√

1+S2
s

) 4
3
. (D.2)

Estimation error

The estimation errors associated with different models are discussed in Article D
using figures. The dynamics of the flow travel through the Venturi channel fast
and the steady state conditions can be quickly achieved. Therefore, the transient
behaviors are hard to recognize in the plots for the presented time scale. Since a
dynamic model is used for the estimation, the RMSE values are presented for the
entire time duration including both dynamic and steady state conditions. However,
if the steady state error or transient error is desired that can also be calculated
separately, as shown in Figure D.1.

A more detailed (enlarged) plot during a transient is shown in Figure D.2. It is
briefly stated in the article that the transport delay between the Coriolis flowmeter
and the channel has contributed to a higher total error. The estimators were able to
identify the change of flow rate as soon as it is indicated by the level measurements
of the channel. But the Coriolis flow rate was placed upstream of the channel and
when the change of flow rate is indicated by the Coriolis meter, it has not reached
the channel.
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Figure D.1: The estimation error eL f for the fit-for-purpose model. The RMSE value for the entire
time domain is given in the legend. RMSE for each steady state and transient period
is also stated for comparison.
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Improved Real–Time Estimation of Return Flow
Rate of Drilling Fluids by Model Adaptation for

Friction Parameter
Asanthi Jinasena, Glenn–Ole Kaasa, and Roshan Sharma

Abstract—Early kick and loss detection is a major concern in
any drilling operation. A real-time return flow rate measurement
would be an added advantage for the early kick and loss detection
for conventional drilling systems. In this paper, the real-time
estimation of the return flow rate during drilling is studied, using
a Venturi channel. A reduced order, 1D, mathematical equation
for the shallow water flow/open flow in the Venturi channel is
investigated with various non–Newtonian friction models. The
volumetric fluid flow rate is estimated online using an unscented
Kalman filter. In order to improve the fluid flow rate estimation,
the model is adapted to some of the rheological parameters in
real time. A simple and effective fit–for–purpose friction model
is developed and compared with the other friction models from
literature. The fit–for–purpose model has the least estimation
error (RMSE 1.465%) and requires less information as inputs.
The proposed method exhibits promising potential to be used as
an online return flow rate measurement for early kick and loss
detection in conventional drilling.

Index Terms—adaptive estimation, conventional drilling,
drilling fluid, fit–for–purpose, flow estimation, friction model,
non-Newtonian, open flow, trapezoidal channel, unscented
Kalman filter

I. INTRODUCTION

THE delta flow which is the difference between the inflow
and outflow of a drilling well, is one of the kick and

loss detection method used in the industry. Proper delta flow
monitoring would allow early problem detection including
kick/loss, and reduce non-productive time in drilling opera-
tions. In order to monitor the delta flow in real-time, the in and
out flows of the well need to be measured using reliable and
accurate flow meters. There exists many novel and advanced
flow metering techniques for petroleum industry, specially for
multiphase flow metering [1]. The inflow is a comparatively
clean fluid with known rheological properties, thus many flow
meter types can be used to measure the inflow rate accurately.
However, the outflow or the return fluid is contaminated with
drill cuttings, wear material and sometimes even gasses and
other formation fluids. Due to this harsh condition only a
limited number of flow meter types can be used such as
Coriolis, electromagnetic, ultrasonic and open channel flow
meters.
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Since most of the current operating drilling rigs are still
conventional, the popular industry standard for outflow meter
is the flow paddle [2], [3]. The flow paddle is only an indicator
which requires human interpretation to convert into flow rate,
thus cannot be used for online monitoring. Instead of a flow
paddle, a more precise magnetic flow meter can be used.
However, it can only be used with electrically conductive
fluids such as water based drilling mud [4], [5]. On the other
hand, Coriolis meters are highly accurate and the current state–
of-the–art for pressure controlled systems such as managed
pressure drilling. However, the high footprint (large size, need
for bypass lines and pressure limitations) and cost make this
less feasible for conventional drilling systems. Further, these
have shown certain systematic bias during pipe connections
[6], and inaccurate measurements in the presence of gasses
[7]. Out of the ultrasonic flow meters, the most suitable type
for outflow is Doppler ultrasonic flow meters. This type is
suitable for conventional drilling systems, however it is less
accurate than the Coriolis or magnetic flow meters and the
accuracy is affected by the mechanical and electrical noise in
the drilling environment [4], [8].

The open channel flow meters are low in cost, easy to install
and specially the Venturi flow meters are easy to maintain
because of the non-intrusive nature of the level sensors [3],
[4]. The main disadvantage of this Venturi meter is that the
temperature and the composition of air in the return flow
line can affect the echo time of the level sensors, thus the
measurement needs to be corrected [4]. Typical Venturi flumes
are designed according to the ISO 4359:2013 standards and
performs best for steady or slowly varying flow conditions.
These flume equations need one level measurement and em-
pirical coefficients based on the geometry [9]. Therefore, these
flume equations are not suitable for a rapidly changing fluid
flow environment such as a return flow during drilling.

Various studies have been done to improve the use of
Venturi channels for return flow measurement, by using two
or more fluid levels [7], [10]–[12]. Different methods based
on both mechanistic models and machine learning algorithms
are investigated in these studies. However, the effects of the
non–Newtonian fluid rheology, the cross-sectional shape of the
channel, and the variation of the cross–sectional area along
the channel are some of the factors that have not been fully
investigated.

Therefore, the motivation for this work is to improve the
real–time estimation of return flow rate by studying the effect
of non–Newtonian fluid properties in terms of friction. Differ-
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ent friction models based on the fluid type, channel type and
the flow regime are investigated. Suitable friction models are
selected and tested with experimental results. Further, a simple
and effective fit–for–purpose friction model is developed and
compared with the selected friction models from literature.
Moreover, the rheological properties of the return fluid can
vary over time, due to the variation of the formation that
is being drilled. Therefore, the parameters for these friction
models are estimated online together with the flow rate, for
an improved estimation of the drilling fluid flow rate.

The paper is organized as follows. The mathematical model
and estimator of the return flow rate is stated in detail
in section II and the relevant theory and literature for the
friction parameters in drilling fluids are discussed in section
III. Then the experimental set up is summarized in section
IV, followed by detailed results and discussion in section V.
Finally, the conclusions drawn from the results and discussion
are summarized in section VI.

II. MODELING AND ESTIMATION OF RETURN FLUID FLOW

An open Venturi channel can be placed in the return flow-
line of a conventional drilling system, to measure the return
flow rate. The mathematical model and the model based
estimator are described in detail here.

A. Mathematical Model for Return Fluid Flow

The flow through the open Venturi channel is a free surface
flow. Generally, these open channel hydraulics are modeled
by the well–known and efficient shallow water equations. The
shallow water equations for a 1D, unsteady, open channel
system, is expressed as follows [13], [14],

∂U

∂t
+
∂F

∂x
= S. (1)

Here U is a vector of conserved variables A and Q, where
A(x, h, t) is the wetted cross–sectional area normal to the flow
and Q(x, t) is the volumetric flow rate. Further, h(x, t) is the
fluid level of the flow in the channel, x is the distance along
the flow direction and t is the time. F , the conservative flux
vector consists of the force terms and S is the source term.

The geometry of the channel used in this study is non–
prismatic i. e. the cross–sectional area changes with the flow
direction (along the length of the channel). Further, it is a
Venturi channel with an isosceles trapezoidal cross–section
(See Fig. 1). For this geometry, these U,F and S terms can
be expressed as follows [11],

U =

[
A
Q

]
, (2)

F =

[
Q

βQ2

A + gI1

]
, (3)

S =

[
0

gh2

2
dW
dx + gASb − T

]
. (4)

Here, g is the gravitational acceleration and β is known as the
momentum correction coefficient or the Boussinesq coefficient
which corresponds to the deviations of the local velocity over

the mean velocity of the flow. W (x) is the bottom width of the
channel and the channel bed slope Sb(x) is calculated by − ∂z

∂x
(z is the absolute fluid level), where it is considered positive
when sloping downwards. I1 is the first moment of area which
represents the hydrostatic pressure term, and is expressed as
follows for a channel with an isosceles trapezoidal cross–
section,

I1 =
1

2
h2W +

1

3
h3Ss, (5)

where, Ss is the side slope of the channel. T is the frictional
stress due to fluid flow. This friction terms T will be discussed
in detail in section III.

The relationship A = hW + h2Ss, can be used to replace
the term A in (2) by the term h, so that the partial differential
equations are expressed in terms of h and Q. To simplify
this complex model, these partial differential equations are
then converted into ordinary differential equations by a model
reduction method. This model reduction by the orthogonal
collocation method is described in detail in [11], [12]. The
simplified model described by ordinary differential equations
are stated as follows,

ḣi = −
3∑
i=1

L
′

ijQi
1

Wi + 2Sshi
, (6)

and

Q̇i = −
3∑
i=1

L
′

ij

βQi |Qi|
Ai

+
gh2i
2

3∑
i=1

L
′

ijWi

− g
3∑
i=1

L
′

ij

(
h2iWi

2
+
h3iSs

3

)
+ gAiSb − Ti, (7)

for 3 collocation points (i = 1, 2, 3). Here, subscript i
represents the corresponding variable at the ith specific position
along the channel. L

′

ij refers to an element in L
′

matrix at ith

row and jth column, where,

L
′

=
1

l

−3 4 −1
−1 0 1
1 −4 3

 . (8)

Here, l is the length of the channel.
Jinasena, Ghaderi, and Sharma [11] have successfully tested

this simplified model in simulations for different flow con-
ditions. However, it is also shown that this model is highly
sensitive to the noise in the upstream level measurement
[11]. Further, the values of the model parameters are not
exactly known. In addition, these parameters can vary with
time. This causes a model-mismatch. Under such conditions,
simulating the model with measured inputs is inadequate and
may produce an incorrect estimation of the return flow rate.
Therefore, an estimator which can estimate the return flow
rate and adapt to changes in the parameters is needed to get
an accurate result.

B. State and Parameter Estimation

Jinasena and Sharma [10] have tested several linear and
non–linear estimators and proposed that an extended Kalman
filter (EKF) or an unscented Kalman filter (UKF) is adequate

Article D Friction Parameter Estimation
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Fig. 1: Plan view and end view of the Venturi channel. The placement of level sensors (LT 1 and LT 2) and the dimensions
are also shown here.

for the estimation of fluid flow rate through the Venturi
channel. Further, the UKF has given better results than the
EKF when the boundary conditions are noisy [10]. Therefore,
for this study, a UKF with uniformly distributed sigma points
is used to estimate the return flow rate and parameters, for
both simulations and experimental data.

The system of equations for the estimation is taken as
follows, where the parameters are augmented with states.

ẋ = fn(x, t) (9)

y = Cx (10)

Here, x = [Q1 Q2 Q3 h1 h2 h3 θ]
T is the augmented state

vector and y = [h1 h3]T is the measurement vector. fn(x, t)
represents the nonlinear model given by (7) and (6) for Q̇i and
ḣi, respectively. Further, θ̇ is taken as zero i.e. the parameters
are considered to be constant or slowly varying with time. θ
for different friction models i.e. Newtonian, Haldenwang and
fit–for–purpose models is either nM , [k n]T or F , respectively.
These parameters are explained in detail in sections III-B and
III-C. The observability is checked for all linearized systems
with different friction models.

III. LITERATURE AND THEORY ON FRICTION
PARAMETERS

Most of the drilling fluids that are used in the industry
are non–Newtonian in nature i. e. the viscosity of the fluid
depends on the stress applied on the fluid. As viscosity
is related to fluid friction, this non-Newtonian behavior is
represented by the friction stress term T in the model stated
in section II. This can be modeled using different friction
models with various parameters. Therefore, the estimation of
the return flow rate and friction parameters requires a proper
model selection. There are various models which based on
fluid rheological properties, channel type, and flow regimes.
Therefore, a theoretical insight based on the available literature
is summarized in this section.

A. Mathematical Modeling of Drilling Fluids

Most of the drilling fluids are non–Newtonian and ex-
hibit shear–thinning (pseudoplastic) behavior. Generally, non–
Newtonian models which use two or three parameters are used
to model these fluids. Commonly used three–parameter models
in the drilling industry are Robertson– Stiff, Collins–Graves,
and Herschel–Bulkley models [15]–[17]. However, other mod-
els such as the Newtonian model, the Bingham plastic model,

the power law or Ostwald–de Waele model are also being
used by drilling engineers to approximate the drilling fluid
behavior [18]. There is no general rheological model which
will suit for all types of drilling fluids. However, the Herschel-
Bulkley model has a wide acceptance throughout the industry
and have the American Petroleum Institute recommendation
(API RP 13D) [15].

Widely used fluid models i. e. Newtonian, power law, Bing-
ham plastic, and Herschel-Bulkley models, can be expressed
as shown in (11), (12), (13) and (14), respectively [19].

τ = µγ̇ (11)

τ = kγ̇n (12)

τ = τB + ηγ̇ (13)

τ = τHB + kγ̇n (14)

Here, τ is the shear stress, γ̇ is the shear rate. µ is the dynamic
viscosity of the Newtonian fluid. τB and τHB are the Bingham
yield stress and the Herschel–Bulkley yield stress. η, k and n
are known as plastic viscosity, the fluid consistency coefficient,
and the flow behavior index, respectively. Usually, the non–
Newtonian friction models are expressed with these friction
parameters corresponding to each fluid model i. e. either with
k and n or with η and τB or with k, n and τHB .

Although the Herschel–Bulkley model is widely used for
drilling fluids, it is a complex, three parameter model. The
system considered in this study is not observable to estimate
three parameters by taking only two fluid flow levels as the
known measurements. Further, the drilling fluids that are used
in this study can be modeled by the power law (see Fig. 4).
Therefore, the power law model is used to approximate the
behavior of synthetic drilling fluids in this study.

Further, drilling fluids are usually dependent on shear time
(thixotropic) [18]. The thixotropic behavior of drilling fluids
is rarely modeled mathematically. Livescu [20] has reviewed
the mathematical modeling done on thixotropic drilling fluids
so far. However, these studies are based on well conditions
and/or pipe flow [15], [18], [20]–[22], and there are no explicit
models developed for open flow. Usually, complex rheological
models are accepted as more accurate when predicting the
rheological behavior of drilling fluids [20]. However, these
complex models are hard to use because of the difficulties in
obtaining the analytical solutions to the fluid flow equations
and finding the Reynolds number and friction factor. On the
other hand, drilling fluid models contain empirical correlations
together with major simplifications to easily identify the
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TABLE I: Newtonian friction models

Model Friction factor Equation

Gauckler–Manning
[13], [14]

Manning’s friction
coefficient nM

Sf =
n2
MQ |Q|

A2R
4
3

(16)

Darcy-Weisbach [23] Darcy-Weisbach fric-
tion factor fD

Sf =
fDQ |Q|
8gRA2

(17)

Kellerhals∗ [23] Kellerhals roughness
coefficient rK

Sf =
r2KQ |Q|

A2R
3
2

(18)

model for irregular
or compound sections
[23]

cross–sectional
discharge factor∗∗ ψ

Sf =
Q |Q|
ψ2

(19)

Q: volumetric flow rate. R: hydraulic radius.
∗ mostly used for gravel–bed rivers.
∗∗ ψ depends on the maximum fluid depth and the spatial position along the
channel

laminar, turbulent or transition flow regimes [20]. Therefore,
a compromise between the accuracy and the simplicity is
needed in the mathematical modeling of drilling fluids. Hence,
the general Newtonian and non–Newtonian models for open
channels are focused in the following sections.

B. Newtonian Friction Models

A Newtonian fluid has a linear relationship between the
shear stress and the shear rate as shown in (11). Usually, non–
Newtonian drilling fluids are approximated using the Newto-
nian models in laminar flow conditions. Most of these models
are expressed as a friction slope Sf , where the relationship
between Sf and the friction stress T in the shallow water
equations in (4) is given as follows,

T = gASf . (15)

Some of the friction models that are used for Newtonian
fluids are summarized in Table I. From these models, the
Gauckler–Manning friction model in (16) is selected for anal-
ysis. Here, the parameter θ to be estimated is the Manning’s
friction coefficient nM .

C. Non–Newtonian Friction Models

Usually, in pipe flow, the flow conditions and the frictional
relationship is presented in the form of a Moody chart. This is
a plot of Fanning friction factor f against the Reynolds number
at different flow regimes laminar, transitional, or turbulent. For
the channel flow, the Fanning friction factor can be used in
analogous to the pipe flow friction stress. The friction stress
over the channel solid surface (T ) is given as follows [19],

T =
fPu |u|

2
, (23)

where P is the wetted perimeter.
Some of the non–Newtonian friction models that have been

developed for open channel flows are summarized in Table
II. Out of the non–Newtonian friction models listed in Table
II, the Haldenwang models are selected due to the fact that
those were developed for trapezoidal channels (shown in (20),
(21) and (22) in Table II). Haldenwang, Slatter, and Chhabra
[29] have developed these friction factor–Reynolds number

relationships for open channels, in parallel to the pipe flow
[19], [31], [32]. These models are based on a new Reynolds
number known as ReH , which is introduced based on the
Herschel–Bulkley model,

ReH =
8ρu2

τHB + k
(
2u
R

)n . (24)

This Reynolds number is in general form, therefore, can be
applicable for power law fluids and Bingham plastic fluids as
well [19].

Based on this ReH , the Fanning friction factor (f ) is
expressed for different flow conditions and various uniform
channel geometries.

The a, b, c, d, e and k coefficients in the equations depend on
the channel shape and are found empirically. For a uniform
trapezoidal channel of 60◦ sides (side slope of 1.732), the
values for a, b, c, d, e, k are 17.6, 0.0851, –0.2655, 911, 15
and 0.06, respectively [30].

The channel used in this study is a trapezoidal channel of
70◦ sides (side slope of 2.747) with varying base width along
the length of the channel (non–prismatic). Further, the Venturi
section in the channel (the narrowest section in the channel,
see Fig. 1 and Fig. 2a), ensures that the flow conditions obtain
critical or supercritical conditions at the throat, thus always
having transcritical conditions. It is also unclear whether the
flow conditions are laminar, turbulent or transitional, without
knowing the non–Newtonian fluid properties in advance. Fur-
ther, the factors such as the changes in drilling conditions
and operations with time, the type of fluid and the flow
rate influence the return flow conditions. Therefore, the flow
condition in the channel changes over time and the spatial
direction. This makes it difficult to choose a specific model
and requires additional information such as density, to estimate
the flow rate of the fluid in real–time.

To overcome this problem, a fit–for–purpose model is
developed such that no additional data is needed except the
fluid level along the channel. Here, the friction stress over
the channel solid surface (T ) is described by the use of a
dimensionless lumped friction factor F as follows.

T = FRu |u| (25)

This is analogous to the Fanning friction factor (f = F 2A
P 2 ). F

compensates for the friction in the compound channel and acts
as a lumped friction factor. However, this does not directly
provide any rheological information of the fluid. The main
purpose of the model is to aid the flow rate estimation with
minimum information input together with the adaptation of
the lumped friction factor parameter.

In this study, the non–Newtonian relationships (assuming
power law) for all flow conditions in (20), (21) and (22) is
tested and compared with the fit–for–purpose friction model
in (25). The parameter θ to be estimated for the fit–for–purpose
friction model is the dimensionless lumped friction factor F ,
while the θ for the other selected non–Newtonian models are
both the fluid consistency coefficient k and the flow behavior
index n.

Article D Friction Parameter Estimation
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TABLE II: Non–Newtonian friction models for open channel flows

Authors Channel type Flow condition Fluid type Model

Kozicki and Tiu [24] rectangular, triangular,
semicircular

laminar, turbulent P, B f = 16
Re∗ , Re

∗ = ρu2−nRn

2n−3k

Coussot [25] rectangular, trapezoidal steady laminar flow HB τ = τHB(1 + αsH
−0.9
B ), HB = τHBh

n

kun ,
n = 1/3

Slatter [26] cited in [27],
p. 9

rectangular laminar , turbulent P, B,HB f = 2Rg sin θ
u2 , Re∗ = 8ρu2

τ+k
(

8u
d85

)n

Abulnaga [28] rectangular laminar fL, turbulent
fT

B fT = 10a(Re∗)b, Re∗ = 4ρuR
η

,

fL = 16
Re∗

{
1 + He

6Re∗ + He4

3fL(Re∗)2

}
Haldenwang, Slatter,
and Chhabra [29]

rectangular, triangular,
semicircular, trapezoidal

laminar fL [19], turbu-
lent fT [19], transition
fTs [30]

P, B, HB fL =
a

ReH
(20) ,

fT = bRecH (21) ,

fTs = bRecH +

a
ReH

− bRecH{
1 +

(
ReH
d

)e}k (22) ,

P – power law, B – Bingham plastic, HB – Herschel–Bulkley, ρ: density of the fluid, u: average velocity of the flow, h: flow depth, αs: shape factor,
d85: particle diameter of 85% distribution, He: Hedström number, ReH : Haldenwang Reynolds number shown in (24)

IV. EXPERIMENTAL SETUP

Experimental setup of a Venturi channel with two level
measurements and a pump flow rate measurement is available
at the University of South–Eastern Norway. The block diagram
of the test flow loop and a picture of the channel at the
experimental rig is shown in Fig. 2 and the level sensors in
the channel are shown in the picture. The system consists of a
fluid tank, a pump, an open channel with Venturi constriction

(a)

Surge Tank

Pump 
Valve

Venturi Channel

Flow Meter
 (Coriolis)

Storage Tank

LT 2 LT 1

(b)

Fig. 2: (a) The Venturi channel with the placement of level
sensors (LT 1 and LT 2). (b) The block diagram of the test
flow loop
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Fig. 3: Density of the three synthetic drilling fluids used in
the experiments. ρ̄ is the average density of the fluid.

and flow and level sensors (LT 1 and LT 2 in Fig. 2). The fluid
in the tank is pumped through the pipelines into a surge tank
and then the fluid flows into the non–prismatic channel with
a Venturi section towards the end. The channel has a uniform
trapezoidal cross section. The fluid then flows back to the tank.
Two radar sensors are used for fluid level measurements at two
positions along the channel, and a Coriolis mass flow meter is
used to record the mass flow rate and the density of the fluid.
The volumetric flow rate calculated from the Coriolis meter
recordings is used only as a reference for comparison with
the model output. The density measurements taken from the
Coriolis meter is used in the Haldenwang models. The pump
flow rate is changed to mimic the transient flow conditions.
The channel was kept horizontal throughout the experiments
and the flow condition of the channel is transcritical. The
level sensor used at the upstream of the flow (LT 1 in Fig.
2) is a Krohne Optiwave 7500 radar sensor of W–band 80
GHz frequency range with a ± 2 mm accuracy and a ±
1 mm repeatability. The level sensor at throat section (LT
2) is a Krohne Optiwave 8300 C radar sensor of 24 GHz
frequency range with a < 2 mm accuracy and repeatability of
≤ 0.5×measurement error. The Coriolis mass flow meter is
a Promass 63F (Endress+Hauser) with a measuring range of
0–1000 l/min with an uncertainty of ± 0.1%.

0 0.2 0.4 0.6 0.8 1
0

2

4

6

Fig. 4: Shear stress and rate relationships of similar synthetic
drilling fluids. (Dots represent the experimental data from Fig.
2(a) in [7], p. 5005 and the dashed lines represents the fitted
power law relationships). The density (ρ) is given in kg

m3 .
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Fig. 5: Fluid levels and the flow rate over time for one of the
synthetic drilling fluids.

For the experiments, different types of synthetic drilling
fluids are available. These fluids are a mixer of potassium and
calcium carbonates and xanthan gum dissolved in water. Three
different fluids were tested and they are identified based on
their densities. Only one type of fluid can be circulated through
this experimental rig, at a time. Therefore, three different fluid
types were circulated separately and the data is combined
afterward, into a single time scale. The density of the three
fluid types is shown in Fig. 3. These fluids are non-Newtonian
and shear thinning in nature [7]. Based on a study done by
Chhantyal, Jondahl, Viumdal, et al. [7] on similar fluids, it is
clear that these fluids can be approximated by the power law
(see Fig. 4).

As an illustration, the flow rate from the Coriolis meter is
shown in Fig. 5 along with the upstream (h1) and throat (ht)
level measurements. The delay between flow meter increment
and the upstream level increment can be clearly seen here.
This is due to the transportation of liquid through the pipeline
into the surge tank and then to the channel, which at least
takes approximately 20 s.
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Fig. 6: (a) and (b): The simulation results for estimation
of flow rate (Q̂t) and Manning’s friction coefficient (n̂M )
together with their true values (Qr and nM ) for fluid level
measurements without and with noise, respectively. (c) and
(d): The noise free and noisy fluid levels (h1: input and ht:
measurement) with the estimated fluid levels (ĥ1: filtered input
and ĥt: estimated level). Subscript 1 stands for the upstream
position, t stands for the throat section.

V. RESULTS AND DISCUSSION

The estimations of volumetric flow rate by adaptation of
different friction parameters by the UKF is described here.
The process covariance matrix was not changed for different
fluid types in order to keep the practicality of the applica-
tion. Further, the measurement covariance matrix which is
based on the level sensors is the same for different models
and fluid types. All the simulations and the estimations are
done in MATLAB2018b. The details of the simulation and
experimental validation are stated below.

A. Simulation Test Results

The estimation was done for simulated data and compared
with the model itself. Random Gaussian noise was added to
the measurements to reflect reality. The model with Newtonian
fluid approximation is analyzed here, to estimate the Man-
ning’s friction coefficient (nM ). The reference model needs
a boundary condition to simulate the transient conditions.
Therefore, the upstream level (h1) is used as the boundary
condition (input to the system) while the throat level (ht) is
used as the measurement. The simulation results together with
the inputs and measurements are shown in Fig. 6. (a) and (b)
in Fig. 6 are the Q and nM estimations for noise free and
noisy level measurements. The respective level measurements
are shown in (c) and (d) together with the level estimations.

Both the states (Q and h) and the parameter (nM ) quickly
converged to their true values, in less than 60 seconds. The
simulation results show that a UKF can be successfully used to
estimate combined state and parameters, by simply considering
the parameters as slowly varying or constant variable. Since
the estimation seems possible and accurate, the estimator is
then tested with various friction models for experimental data.

B. Experimental Test Results

The fluid level measurements from the experimental data
is taken as the measurements to the system and both the
flow rates and the required parameters are estimated using
the UKF. As mentioned in section IV, the experiments were
performed for three types of non–Newtonian fluids which have
different rheological properties. The three sets of data were
then combined together to form a single set of data. This
mimics the sudden change of fluid properties (for example due
to an occurrence of a kick). However, the analysis of the single
data set is done in a continuous manner i.e. the experimental
test results for these three fluid types are considered as
continuous in nature and the results for the estimations are
not merged plots.

For various friction models the corresponding parameters
were estimated for all three types of fluids. The results
for Newtonian approximation, power law approximation with
Haldenwang models and the fit–for–purpose model are de-
scribed in the following sections, separately.

1) Newtonian Friction Model: The nM in the Gauckler–
Manning friction model (16) is estimated and adapted together
with the flow rates and levels. The flow rate estimations are
shown in Fig. 7 followed by the estimation of fluid levels in

Article D Friction Parameter Estimation
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Fig. 7: Estimated flow rates (Q̂t) using the Newtonian friction
model. The Coriolis flow measurements (Qr) are also plot-
ted for reference. Q̂t is from state estimation only (without
adaptation) and Q̂t(n̂M ) is with adaptation of nM . Subscript
t stands for the throat section and r is for the reference data
(Coriolis meter).
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Fig. 8: The real and estimated fluid levels. Subscript 1 stands
for the upstream position, t stands for the throat section and r
is for the reference data.
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Fig. 9: The estimated n̂M and the constant nM used for
different fluids.

Fig. 8. The effect of adaptation of friction parameter (nM )
is clearly seen at higher flow rates. In this case, with the
adaptation of the friction factor, the estimate of the fluid flow
rate (at higher rates) is significantly improved.

The estimated Manning’s friction factor is shown in Fig. 9.
nM has increased considerably with high flow rates rather than
with different fluid types. Manning equation was originally
developed for steady flows [33]. Usually, the values of nM are
available based on the roughness of the channel surface [13].
However, Chow [13] has identified several factors affecting the
numerical value of nM stressing that the roughness should
not be considered as the only factor. Further, it is reported
to change with the change of depth and flow rate [34], [35].

0 20 40 60 80 100
0

10

20

30

Fig. 10: The absolute error between the real and estimated
flow rates with and without nM adaptation. The root mean
square error (RMSE) values are also given within brackets in
l/min.

Further, it depends on the physical conditions, such as bed
geology and cross-sectional geometry, and also is affected by
flow conditions, such as the flow turbulence intensity [36].
Since the nM is calculated for the entire channel here, it can be
considered as a composite value contributed by all factors. It is
stated that the composite or compound roughness on the wall
and the shape of the channel alters the velocity distribution
across the cross section, and thereby changes the resistance
coefficient [37]. A complete 2D or 3D analysis is needed to
examine this problem. However, for a 1D case, generally, the
composite roughness resistance coefficient is expressed by the
Manning coefficient together with a weighted sum of the local
resistance. Thereby, the calculation of Manning’s coefficient
based on these estimated composite values is possible [37].
However, the convergence of the estimated nM to its true value
cannot be guaranteed by this method. This is also not the main
aim of the paper, since the primary objective is to improve the
fluid flow rate estimation. The online estimation of friction
factor improves the estimation of flow rates by considerably
reducing the estimation error as shown in Fig. 10, where the
RMSE value has reduced from 10.35 to 5.03 l/min when nM
is adapted.

2) Power Law with Haldenwang Friction Models: The
synthetic drilling fluids are assumed as power law fluids and
the 3 friction models based on the ReH for laminar (20),
turbulent (21) and transition (22) flow conditions are used for
estimation of flow rates and parameters. The parameters that
were adapted are the fluid consistency coefficient k and the
flow behavior index n.

The estimated flow rates based on these three models,
and their estimation errors are shown in Figs. 11 and 12,
respectively. The friction model estimations based on the
laminar conditions have significantly deviated from the real
value for the third fluid type. Further, there is not a significant
difference between the turbulent and transition friction models
as evident from similar RMSE values (4.56 and 4.59 l/min)
in Fig. 12. The similar behavior between these two models
is also seen in k and n estimations (Fig. 13). The n values
for all the models are above 1, which indicates that these
fluids are shear–thickening fluids. However, in reality, they are
considered as shear–thinning fluids (n < 1) [7], thus the values
of n are inaccurate. Also, in this case, the convergence of
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Fig. 11: Flow rate estimations for power law fluids. Subscripts
lm, tb and tr stand for the laminar, turbulent and transition
friction models, respectively.

Fig. 12: The absolute error between the real and estimated
flow rates using the laminar elm, turbulent etb and transition
etr friction models. The RMSE values are also given within
brackets in l/min.
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Fig. 13: Estimated fluid consistency coefficients k̂ and flow
behavior indexes n̂ for laminar lm, turbulent tb and transition
tr friction models.

the estimated parameters to their true value is not guaranteed.
However, being able to estimate parameters online and using it
further for state estimation, has produced a better estimation
of the fluid flow rate. Nonetheless, the k values are in the
range of similar fluids in the literature [19], [38].

Further, the calculated Haldenwang Reynolds numbers
(ReH ) based on this estimated k̂ and n̂ seems to be in
accordance with the Newtonian Reynolds number regions in
pipe flow (Fig. 14). Also, there are no specific Haldenwang
Reynolds numbers given for this specific channel type, except
for the Reynolds numbers given for prismatic channel types
[27], [31]. It suggests the region is closer to a transition region,
although there is no clear margin to define laminar or turbulent.
Based on the Froude number, the flow in this channel is
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Fig. 14: The calculated Haldenwang Reynolds numbers (ReH )
based on the estimated k̂ and n̂ values. Subscripts lm, tb and tr
stand for the laminar, turbulent and transition friction models,
respectively. Subscript 1 stands for the upstream position, t
stands for the throat section
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Fig. 15: The estimated flow rate (Q̂Lf ) using the fit–for–
purpose friction model. Subscripts tr and r stand for the
Haldenwang transition friction model and the reference Cori-
olis meter, respectively.
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Fig. 16: The estimated dimensionless lumped friction factor
(F̂ ).

transcritical, where upstream is at subcritical conditions and
the throat is at supercritical conditions. This is analogous to
the transition region based on the Reynolds number. Therefore,
the reason that the estimated n̂ is not accurate could be
due to the reason that the flow conditions change with the
spatial position and cannot be known in advance to select the
proper friction model. Another reason could be the fact that
this is a compound non–prismatic channel where the selected
empirical friction models deviate. Nonetheless, the flow rate
estimations are slightly improved with turbulent or transition
non–Newtonian friction models compared to the Newtonian
friction models.
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3) Fit–for–purpose Friction Model: The dimensionless
lumped friction factor F is estimated online together with
the flow rate, using only the fit–for–purpose model (25).
The flow rate estimations are plotted in Fig. 15 together
with the transition Haldenwang model for comparison. The
lumped friction model is well comparable with the accurate
and detailed Haldenwang model. Further, the estimation error
between the real and estimated flow rates using the lumped
friction model is (RMSE 4.1 l

min ) slightly lower than that of
the Haldenwang models. The estimated lumped friction factor
is shown in Fig. 16. This lumped friction factor in itself does
not convey any direct information on the rheological properties
of the fluid. However, for the online estimation of fluid flow
rate and the parameters, this model is simple to use with an
accuracy similar to the other tested models.

VI. CONCLUSIONS

The reduced order shallow water model is used for improved
estimation of non–Newtonian fluid flow rate by online esti-
mation of fluid parameters. Different friction models are used
in the shallow water equations for comparison. The process
covariance matrix does not need to be changed for different
fluids, hence this is suitable for real–time estimation where the
incoming fluid properties can change at any time. However, the
momentum correction coefficient (β) acts as a fitting parameter
based on the position of the second level sensor in the throat
section. Hence, this parameter needs to be changed, if the
sensor position is changed. Therefore, a one–time calibration is
needed to find out β, the process and measurement covariance
matrices at the beginning.

The non–Newtonian friction models showed better esti-
mations over the Newtonian friction model. However, the
convergence of the estimated parameters to their true values
cannot be guaranteed. Nevertheless, the online estimation of
the parameters produces a better estimation of the fluid flow
rate. In terms of the flow rate estimation, the more accurate
models out of the selected models are the lumped friction
model and the Haldenwang transition model. However, the
lumped friction model is preferred based on the simplicity and
the fact that it requires less information. It also has the least
RMSE value out of the tested models which is 4.1 l

min (=1.465
% = 0.068 l

s ) and the MAPE (Mean Absolute Percentage
Error) is 0.1655. This has a better performance compared
to the different machine learning models used by Chhantyal,
Jondahl, Viumdal, et al. [7], for the same experimental set
up using similar synthetic drilling fluids (Table II in [7], p.
5008). The transport delay between the Coriolis flow meter
and the channel also contributes to higher error calculations
during transitions in both the studies. So the estimation error
can be slightly lower in reality.

According to Orban, Zanner, and Orban [39], a flow meter
for kick loss detection in drilling should have an accuracy
of 1.5–3 l/s for flow rates up to 75 l/s in a normal drilling
operational environment. Further, it requires the reliability and
accuracy of measurements over the full range of flow and the
accuracy should be maintained for any type of drilling fluid in
a viscosity range of 1–200 cP and a density range of 1000–
2160 kg

m3 [39]. Although the estimation error is well below the

required range, the tested experimental set up has a limited
range of 3.3–7 l/s. Therefore, the model needs to be tested on
an industrial scale to further confirm that it can be used in early
kick and loss detection during oil well drilling. Nevertheless,
the lab tests show that it holds tremendous potential for real-
time estimation of drill mud flowing out of the well during oil
well drilling.
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Overview

A combined model for a complete, closed-loop drilling process, which captures the
dynamics of the return flow of the topside and the dynamics of the bottom side of
the well is presented in this article. The model is simulated for common operational
scenarios during drilling such as pipe connection, movements of the drill string and
reservoir influx. The combined model can be used for studying the pressure dynamics
as well as for return flow estimation, thus to detect kicks and losses occurring in the
well. To the best of the authors’ knowledge, such a single combined model for both
the topside and the bottomside dynamics is neither published nor available in the
literature.
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A B S T R A C T

There are no published mathematical models that combine the dynamics of the returned fluid flow to the active
mud pit (top side drilling) and the dynamics of the bottom side of the well being drilled. In this paper a simple
dynamic model that combines the top and the bottom side drilling operations is provided. The model has been
simulated for various operational scenarios during drilling including pipe connection, movements of drill string
and reservoir influx. This combined model can be used for studying not only the pressure dynamics but also to
estimate the return fluid flow rate and hence to detect kicks and losses occurring in the well.

1. Introduction

During oil well drilling, the drill bit connected to a drill string is
lowered and rotated using a drive system at the top side and used to cut
rocks, soil etc. At the same time drilling fluid is pumped through the
drill string and into the annulus through a non return valve. The drill
mud will then flow upwards through the annulus and through the choke
valve to a return line. After this, the mud is filtered and stored in mud
pits before being pumped back into the well again. The mud circulation
has multiple purposes, the two most important being to retrieve the
cuttings from the bottom of the well and to exert hydrostatic pressure
against the walls of the well to prevent fluids from flowing into the well
(Bourgoyne et al., 1986). Fig. 1 shows a simplified schematic of such a
system.

In an overbalanced drilling, the pressure in the well is kept at a high
enough level (higher than the pore pressure) so it will stop fluids from
the reservoir from entering the annulus. An unwanted flow of reservoir
fluid into the annulus is commonly referred to as a kick. If the occur-
rence of a kick is not regulated, it can cause a blowout where the fluids
from the reservoir rise uncontrolled to the surface (Grace, 1994). In the
other hand if the pressure in the well is too high, it will cause the
drilling fluids to penetrate the reservoir formation which will result in a
loss of the circulating drill mud.

It is challenging to correctly estimate the reservoir pore pressure, so
the discharge from the flow-line is constantly measured to estimate the
fluids flowing in and out of the annulus. This is currently done by
measuring the flow rate coming from the choke valve directly using
Coriolis meters. However, this type of equipment is both expensive and

presents many challenges. For instance there is a risk of blockage due to
drill cuttings while measuring the discharge. The presence of gas and
cuttings in the drilling fluid will also have a negative effect in the
measurement i.e. for multi-phase fluid, the readings from Coriolis me-
ters may not be accurate. These are some of the reasons why there is an
interest in the research community for developing cheaper and more
efficient methods to replace the Coriolis meter.

One possibility is the development of a full mathematical model that
describe the entire mud circulation i.e. a complete model for describing
both the bottom side and the top side dynamics during drilling of an oil
well. To the best of the author's knowledge, a combined model of such a
type has not been published. This paper provides a simple yet a com-
plete model for an oil well drilling dynamics.

The model for the drain back to the active mud pit can be used in
combination with cheaper sensors to estimate the flow rate of the re-
turned drill mud. Proper online estimation of the return fluid flow rate
aids in early kick and loss detection. Thus the model presented in this
paper can be used for the estimation of bottom hole pressure and at the
same time for the estimation of the return fluid flow rate to the active
mud pit.

The paper is organized as follows: In section 2, a widely used model
for the bottom side dynamics during drilling is presented. Section 3
describes the top side operations while the model of the active mud pit
is developed in Section 4. In section 5, the model for the drain back
flow-line is developed. The numerical solution of the top side drilling
dynamics is provided in Section 6. Three important drilling scenario are
simulated and discussed in Section 7 and finally conclusion are made in
Section 8.
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2. Model of the bottom side of a drilling operation

Different types of models with different complexities are available
in order to describe the dynamics of the mud circulation through the
well being drilled. For this paper a simple dynamic model developed by
(Kaasa, 2007) was implemented to simulate the circulation of drill mud
pumped into the well by the mud pumps and flowing out of the well
through the choke valve. The following assumptions are used in the
development of the model (Kaasa, 2007; Kaasa et al., 2012).

• Flow can be considered as 1D along the main flow direction

• Flow is radially homogeneous

• The spatial time variance of the density in the momentum equation
is neglected.

• Time variance of the viscosity is negligible in the momentum
equationRemark on third assumption: The transient spatial den-

sity effects are insignificant for flows that has Mach numbers less than
0.3 (White, 2011). However, the error that can cause by not taking the
compressibility into consideration when calculating the hydrostatic
pressure and friction forces could be considerable. For a general drilling
fluid, this error in bottom hole pressure at a depth of about 3000m
could be a few bars (less than 0.25%) (Kaasa et al., 2012). However, the
incompressibility is assumed only in the momentum equation. The main
compressibility effects of the fluid are considered in terms of an equa-
tion of state incorporated with the mass balance. A linear equation of
state is used for the density as follows,

= + − − −ρ ρ
ρ
β

p p ρ α T T( ) ( ),r
r

r r r
(1)

because the changes in density ρ( ) as a function of pressure p( ) and
temperature T( ) is small for a liquid. (Subscript r stands for the property
at a reference point.) Further, the temperature effects on the density is
also ignored, because of the small thermal expansion coefficients α( ) of
liquids and the pressure transients are fast compared to the temperature
transients in drilling fluids. (However, special cases where faster tem-
perature transients occur, are not considered in this study.) Therefore,
the pressure transients are expressed as follows for this study,

=
dρ
ρ

dp
β

,
r (2)

with the use of β, the bulk modulus. Although, the linearized equation
of state can deviate from reality with increasing pressure and tem-
perature, this deviation is not significant for most drilling fluids within
the range of 0–500 bars of pressure and 0–200°C of temperature (Kaasa
et al., 2012). Even though, the model is simplified with the third as-
sumption, it is shown that this model can approximate the pressure at
any point of the well quite accurately by the dynamics of the average
pressure in the entire well; with an offset with the hydrostatic pressure
and friction drop relative to a reference point. More details are included
in (Kaasa et al., 2012).

To give a general understanding of the model, this model utilizes
two control volumes: the drill string as the first control volume and the
annulus as the second control volume.

For each control volume, the continuity equation can be written
using the pressure and the volumetric flow rates as variables, which is a
form commonly used to describe incompressible pipe flows. Here, the
pressure is taken as an average pressure in the entire control volume. It
is shown that the dynamics of the average pressure is capable of cap-
turing the dynamics of the pressure at any point, due to the relatively
fast transients of the flow dynamics (Kaasa et al., 2012). The mass
balance for the control volume can be written as follows,

= −d
dt

ρV ρ q ρ q( ) ,in in out out (3)

where q is the volumetric flow rate, V is the volume of the control
volume and the subscripts in and out stand for the inlet and outlet of the
control volume. This can further be expanded and expressed in pressure
using the Equation (2) as follows,

= − −
ρ V

β
dp
dt

ρ q ρ q ρdV
dt

,r
in in out out (4)

and further,

= ⎛
⎝

− − ⎞
⎠

p
β

ρ V
ρ q ρ q ρdV

dt
˙ .

r
in in out out (5)

Therefore, in the drill string, the mass balance can be simplified
further to find the pressure at the top, using the volumetric flow rates of
drilling fluid through the mud pump q( )pump and through a non-return
valve at the drill bit q( )bit .

= −p
β
V

q q˙ ( )p
d

d
pump bit (6)

Here βd denotes the bulk modulus of the drilling mud at the drill string
and Vd the volume of the drill string which is updated every time a new
pipe section is connected.

Similarly, in the annulus, the pressure at the top is expressed using
the volumetric flow rates passing through the drill bit, going out of the
annulus through the choke valve q( )choke , through the back-pressure
pump q( )back and the volumetric flow rate going into or out of the re-
servoir q( )res . Also the effects which can occur due to the change of
volume of the annulus depending on the drilling rate V( ˙ )a is included.

= + − + −p
β
V

q q q q V˙ ( ˙ )c
a

a
bit back choke res a (7)

Here, βa is the bulk modulus of the drilling mud at the annulus. The
volumetric flow rate through the choke valve can be modeled by a
standard orifice equation.

= −q K z
ρ

p p2 ( )choke c c
a

c 0
(8)

where Kc is the valve constant and the normalized valve opening.
From the momentum balance and assuming that the average density

of the drilling mud is constant, one can calculate the volumetric flow

Fig. 1. Drilling fluid circulating system.
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rate through the drill bit as follows,

=
⎧

⎨
⎪

⎩⎪

− − − + +
+ −

>

− + − =
Mq

p p F q q F q q q q
ρ ρ gh

q

max p p ρ ρ gh q
˙

| | | |( )
( )

0

{0, ( ) } 0
bit

p c d bit bit a bit res bit res

d a bit
bit

p c d a bit bit

(9)

Here ρ is the average density and hbit is the depth of the drill bit. Fa and
Fd are lumped friction terms and the detailed derivation is given in
Appendix. The subscript d denotes the drill string and the subscript a
denotes the annulus. The mass matrix M is defined as the integrated
density per cross section over the flow path,

∫=M ρ
A

dx1 ,a a
l

a0

w

(10)

∫=M ρ
A

dx1 ,d d
l

d0

d

(11)

= +M M M .a d (12)

Here lw is the length of the well, ld the length of the drill string and Aa,
Ad are the cross-sectional areas of the annulus and the drill string, re-
spectively.

Further, the bottom hole pressure pbit can be calculated as follows,

= + + + + +p p M q F q q q q ρ gh˙ | |( ) .bit c a bit a bit res bit res a bit (13)

The left hand side of the Equation (9) represents the average (integrated
along the flow path) flow dynamics under the assumption that the fluid
accelerates homogeneously as a stiff mass. The derivation of the
Equation (9) is shown in the Appendix in detail. The lumped friction
terms depend on the conditions of the flow. These terms include all
frictional losses that happen due to the viscous dissipation, turbulence,
swirl flow and non ideal conditions caused by the geometry (Kaasa
et al., 2012). However, in the simulations of this study, the friction
terms are considered to be a constant value for the simplicity, but es-
timation of the friction terms is recommended for a better accuracy.

Further, the effect of the movement of the drill string with a given
velocity (vdrill) on the depth of the drill bit and the volume of the an-
nulus are given by the following equations,

=dh
dt

v ,bit
drill (14)

= −dV
dt

A v .a
d drill (15)

The change of the pressures in the well and the fluid flow rates due
to movements of the drill string is found using the Equations (14) and
(15) together with the expressions for pressures and fluid flow rates
(Equations (6)–(8)). The dynamics due to the movements of the drill
string is discussed in Section 7.2.

3. Description of the top side of a drilling operation

The top side of a drilling operation consist of a return line or drain
back flow-line, a solid control system to remove the cuttings from the
drill mud retrieved from the well and mud pits to store the drilling fluid
at each section of the solid control system. The removal of solids is
needed as the presence of cuttings in the drill mud can have adverse
effects, for example: reduced penetrated rate caused by the formation of
mud cakes near the drill bit, decreased bit life and increased rate of
wear pump parts, greater difficulty in maintaining optimum rheological
properties etc (Growcock and Harvey, 2005).

The setup of the solid control system is a step by step system where
the return drill mud will be pumped into different equipment in order
to remove the cuttings depending on their size. There are no standards
for the arrangement of these equipment and they will change de-
pending on the type of drill fluid in use and the type and size of the

cuttings expected from the well-bore. In general, a shale shaker is si-
tuated at the beginning of the system and will remove most of the large
to medium sized cuttings. The drilling fluid from the well may also
contain entrained gas bubbles. To separate the gas from the drilling
fluid, a degasser is installed after the main shale shakers.

Gumbo may be present in some wells, which are sticky drilled solids
that hydrate as they move up the annulus forming groups of cuttings.
The presence of gumbo will decrease the efficiency of the shale shakers,
therefore some setups will include some type of gumbo removal
equipment e. g. scalper shakers or gumbo traps before the main shale
shakers.

The smallest cuttings that are less than two microns in size are re-
moved using centrifuges, most commonly the decanting centrifuges.
They are removed since these particles can increase the viscosity of the
mud, thus making it difficult to maintain the desired value. Other
equipment like mud cleaners, distillers and de-sanders are also com-
monly used to remove medium-size cuttings.

One common setup for the solid control system is shown in Fig. 2.
Here the term active pit is used to refer to that partition of the mud pit
(usually the last partition) where the drilling fluid is considered clean
and connected to the intake line of the mud pump. After the shale
shaker and between every equipment, the mud will be placed into
different partitions of the mud pit setup. Each of these partitions are
connected to each other through equalizers to avoid synchronization
problems when turning the pumps on and off.

As the drill mud is processed by the solid control system, fluid losses
will occur due to leakages and fluid retention on the cuttings disposed
by the system. The amount of drill fluid loss depends on the efficiency
of the solid removal system, the type of drilling fluid used and the size
of the cuttings. The API has published guidelines on how to measure the
drill fluid content from cuttings by retort analysis (API RP 13B-2). This
value is normally between 5 and 15 percent by weight depending on the
equipment (Johnston and Rubin, 2000). Note that since the density of
the cuttings is usually higher than the density of the drill mud, the
percentage of loses by volume will be higher.

Since the solid control system is both complex and has no standard
arrangement, the system can be simplified to neglect the delay of the
fluid though the solid control system. In cases where the delay is too big
to be neglected, a delay model based on measurements is possibly the

Fig. 2. A simplified block diagram of the top side flow loop.
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best alternative to account for this delay. Fig. 3 shows a simplified block
diagram of the top side operation during drilling. Different equipment
used for cleaning the mud are lumped together as a single block and
denoted as solid control system. The detailed dynamics of the fluid flow
through the solid control system are too complex to be considered in the
development of a simplified model for control and estimation and thus
have been neglected. The fluid losses of the entire solid removal system
is considered instead of each individual equipment and is denoted by
qloss in Fig. 3.

4. Mass balance and fluid losses in the top side

From the mass balance and considering the volumetric flow rates
going in (qin) and out (qout) of the active pit, one can derive the fol-
lowing equation:

⎜ ⎟⎛
⎝

+ ⎞
⎠

= −A h
dρ
dt

ρ dh
dt

ρ q ρ qm m
m

m
m

in in out out (16)

Here Am is the base area of the active mud pit, hm is the level of the fluid
inside the active mud pit and ρm is the density of fluid in the active mud
pit. The outlet stream of the active pit goes through the mud pump and
the back-pressure pump. Also, the tank agitators, mud guns and/or
blenders are used to homogenize the drilling fluid inside the mud pits
(Growcock and Harvey, 2005) so the contents of these can be assumed
to be well mixed. Therefore, assuming a similar density ρd, the mass
flow rate ρ qout out can be expressed as follows,

= +ρ q ρ q q( ).out out d pump back (17)

Some amount of fluid is lost from the return flow, at the drill cuttings
removal processes. This happens due to three main reasons, one is the
fluid loss with the discarded cuttings and the other two are the fluid
losses by the mud retention and the losses due to the leakages. The rest
of the return flow goes into the mid pit. Assuming the same density ρd,
this can be written as follows,

= +ρ q ρ q q( ).d return d in loss (18)

Inserting (17) and (18) into (16) gives

⎛
⎝

⎞
⎠

= − − −A ρ dh
dt

ρ q ρ q ρ q ρ q .m d
m

d return d loss d pump d back (19)

Simplified equation:

= − − −dh
dt A

q q q q1 ( ).m

m
return loss pump back (20)

In practice, the solid control system will not be able to remove all
the cuttings from the drilling fluid. This will cause the density of the
mud to gradually increase inside the active pit. However, this can be
expected to have very little impact to the fluid level inside the active
mud pit. A better solution will be to update the value of the density at

the active pit at time intervals. The fluid losses due to retention on
cuttings would still need to be estimated.

5. Model of the drain back flow-line

The return line or drain back flow-line is the connector between the
choke valve and the solid control system (see Fig. 3). The flow through
the return line is at atmospheric pressure and is gravity driven. For
modeling the flow rate flowing through the return line, it is assumed
that the flow is an open channel flow. The cross-sectional area and
length of the flow-line can vary depending on the installation. For this
model, the flow-line is assumed to be a circular pipe with a given
length, diameter and a small inclination. The most common way to
represent the flow through such a pipeline is by using the Saint–Venant
equations. These are a set of partial differential equations derived by
the French engineer Adhémar Jean Claude Barré de Saint–Venant in
1871 (Chaudhry, 2008).

Consider an incompressible pipe flow through a prismatic channel
with a wetted cross-sectional area A and a volumetric flow rate Q as
shown in Fig. 4. The length of the channel is taken as xΔ and the angle
of inclination is ϕ. Both the wetted cross sectional area and the volu-
metric flow rate will change with time and position along the channel.
Assuming no lateral inflow rates, the continuity equation can be written
for the channel as follows,

∂
∂

+ ∂
∂

=Q
x

A
t

0. (21)

For the momentum equation, the forces acting on the fluid are a
frictional resistance of the channel acting along the channel, a force due
to the change in static pressure acting horizontally and a gravitational
force acting downwards. Applying momentum balance,

∑=ρA x dv
dt

FΔ (22)

⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= − − +ρA x v v
x

v
t

ρg xI ϕ ρg xAS ρg xAsin ϕΔ Δ cos( ) Δ Δ ( )f (23)

Here, v is the velocity of fluid flowing through the channel, ρ is the
density of the fluid, g is the gravitational constant Sf is the friction slope
and I represents the first moment of area. Simplifying this will give the
momentum balance of the Saint–Venant equations

⎜ ⎟

∂
∂

+ ∂
∂

⎛
⎝

+ ⎞
⎠

= −Q
t x

Q
A

gIcos ϕ gAsin ϕ gAS( ) ( ) f
2

(24)

The first moment of area term I for a channel can be written as

∫= −I A h A z w z dz( ) ( ( ) ) ( )͠ ͠ ͠
h A

0

( )

(25)

where w z( )͠ is the top width of the channel at an arbitrary position z͠
from a datum and h is the fluid level. In the case of a circular channel of
diameter D, the top width can be written as

Fig. 3. Simplified model for the drain back.
Fig. 4. Flow through a circular pipe.
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= = −w z D θ z D z( ) sin
2

2 ,͠ ͠ ͠ 2
(26)

where = − − ∼( )θ 2cos D z
D

1 2 . By substituting the expression of w z( )͠ in
Equation (25) and solving could lead to the expression for I for a cir-
cular pipe in terms of its diameter (D) and the level of fluid in the pipe
(h).

∫= − −I h z z D z dz2( )͠ ͠ ͠ ͠
h

h 2
(27)

= − − + + −

− ⎡
⎣

− ⎤
⎦

−
−( )

z D z D Dh Dz hz z

D D h

[ ( ) (3 6 2 12 8 )]

3 ( 2 )tan

͠ ͠ ͠ ͠ ͠ h

z
D z

h

1
12

2 2
0

1
12

2 1

0

͠
͠ (28)

= − + −

− ⎡
⎣

− ⎤
⎦−

I D Dh h h D h

D D h

[(3 4 4 ) ( ) ]

3 ( 2 )arctan h
D h

1
12

2 2

1
12

2
(29)

For uniform flow of Newtonian fluids in channels of uniform cross
section, the friction slope Sf can be represented by using the Mannings
equation (Chow, 1959).

=S
Q Q n P

A

| |
f

M w
2

4
3

10
3 (30)

Here nM is the Manning's roughness coefficient and Pw is the wetted
perimeter. In the case of a circular channel, the wetted perimeter can be
calculated in terms of the diameter of the channel and the fluid level
(Chaudhry, 2008).

= = ⎛
⎝

− ⎞
⎠

−P θD D D h
D2

cos 2
w

1
(31)

To calculate the fluid level from the cross-sectional area of the flow, the
non-linear equation (33) can be used (Chaudhry, 2008).

= −

= − − −− −( ) ( ) ( )
A θ θ

A h h D h

( sin )

cos ( )

D

D D h
D

D

8

2

2 1 2
2

2

(32)

In reality, the drilling fluids are non-Newtonian, but to simplify the
model, the Manning's equation is used. The friction can also be esti-
mated by using more complex models such as the Herschel-Buckley
model.

In a compact form, equations (21) and (24) can be written as follows

�∂
∂

+ ∂
∂

=U
t x

S (33)

where U vector is the vector of conserved variables

=U A Q( , )T (34)

� is the vector of fluxes

� ⎜ ⎟= ⎛
⎝

+ ⎞
⎠

Q Q
A

gI ϕ, cos( )
T2

(35)

And S is the source term

= −S gAsin ϕ gAS(0, ( ) )f
T (36)

6. Numerical solution for the drain back flow-line model

The well model explained in Section 5 consists of a set of partial
differential equations (PDEs). In particular, the Saint-Venant equation
is a set of non-linear hyperbolic PDEs for which an analytical solution
may be difficult to obtain. Therefore, the general practice is to use
numerical methods for solving these PDEs. Some of the commonly used
numerical methods are the method of characteristics, finite difference,
finite element or finite volume methods. In this work, a finite volume
method developed by Kurganov and Petrova (KP07 for short)
(Kurganov and Petrova, 2007) is selected. This is a well developed,
semi-discrete, second order and central upwind scheme, which has
specifically been used to solve Saint–Venant systems (Bernstein et al.,
2016; Bollermann et al., 2013). The scheme is based on the local speed
of discontinuity propagation and it is able to preserve the positivity of
the fluid levels. For more information about the development of this
scheme refer to (Kurganov and Petrova, 2007) and (Sharma, 2015).

For implementing the numerical scheme, the return flow pipeline is
divided into a number of control volumes or cells as shown in Fig. 5.
The average value of the conserved variables at the center of each cell
are calculated by applying the Reconstruct–Evolve–Average (known as
REA) algorithm. With j representing the jth control volume, the average
of the conserved variables U at a time =t tn can be written as

∫=
−

+U
x

U x t dx1
Δ

( , ) .j
n

x

x
n

j

j

1
2

1
2

(37)

With the use of the KP07 scheme the PDE model of equation (33) is
discretized in space into a set of ordinary differential equations (ODEs)
of equation (38).

Fig. 5. Control volumes/cells.
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= −
−

+
+ −d

dt
U

H H

x
S t

Δ
( )j

j j1
2

1
2

(38)

S is the average value of the source term (36) calculated using the
average values of the conserved variables. ±Hj 1

2
represent the fluxes

flowing into the cell (minus sign) and out of the cell (plus sign) re-
spectively. Assuming that there are no changes in the bed slope the
fluxes are given by,
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where the local speed of wave propagations
±

±a
j 1

2
can be calculated as

the largest and smallest eigenvalues of the Jacobian of the system.
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Here hd is the hydraulic depth and is equal to the cross-sectional
area of the flow divided by the top width of the flow (T) that is exposed
to the atmospheric pressure ( =h A T/d ). For circular channels

=
−

h A
hD h2

d 2 (43)

7. Simulation results and discussion

The combined model i.e. the model for the bottom side drilling,
model for the active mud pit level and the model of the drain back flow-
line was simulated as a complete closed loop drilling system. The main
motive for performing the simulations is to observe the complete sys-
tem's (top side and the bottom side) dynamics simultaneously under
common drilling operations.

During the drilling operation, different disturbances that affect the
bottom hole pressure will occur. One such disturbance is the change in
the hydrostatic pressure of the well caused by the changes in length of
the well, by raising and lowering the drill string and during tripping.
Another big disturbance occurs during a pipe connection procedure
when extending the length of the drill string. During pipe connections,
the mud pump is temporarily stopped to connect a new section of the
drill string. If the pressure is not controlled, it can reach dangerously
low levels resulting in a blowout.

The combined model was simulated for three drilling scenarios: (1)
Movements of the drill string, (2) pipe connection, (3) a sudden influx
of fluid from the reservoir. The parameters used for the simulations are
listed in Table 1. For these scenarios, the density at the active mud pit
was assume to be constant i. e. considering 100% efficiency of the solid
control system and no fluid losses were taken into account. All simu-
lations were done in MATLAB and Runge-kutta 4th order integrator was
used to solve the differential equations (6), (7), (9), (20) and (38).

7.1. Boundary conditions for the simulation of the drain back flow-line

In an open channel flow, different kinds of flow conditions can be
defined depending on the flow velocity. If the flow velocity is equal to
the velocity of a gravity wave with a small amplitude, the flow is called
critical and the respective velocity is called the critical velocity. When
the flow velocity is lower or higher than the critical velocity, the flow is
called sub-critical or super-critical, respectively (Chaudhry, 2008).

During a normal drilling operation, the mud pumps will be pumping
drill fluid into the well and these will normally have a high discharge
rate. This might induce a high velocity in the flow through the open
channel. It is therefore safe to assume that the flow through the drain
back flow-line will be either super-critical or trans-critical (The KP07
scheme is capable of solving trans-critical flow). For trans-critical flows,
one, two or three boundary conditions are needed depending on the
flow situation. On the other hand, super-critical flows need two
boundary conditions at the left boundary of the first control volume and
none at the right boundary of the last control volume. In this case,
boundary values for the discharge and the cross-sectional area of the
flow are needed. Knowledge about the cross-sectional area of the flow
at the start of the flow-line can be difficult and challenging. For sim-
plifying the simulations, the discharge at the inlet of the drain back
flow-line is selected as the only boundary condition which is considered
to be finite. This means that the simulation has only one boundary
condition at the upstream which is the value for the discharge from the
choke valve calculated from equation (8). In a real operation, it is re-
commended to have a level sensor at the inlet of the drain back flow-
line to precisely measure the fluid level and thus the wetted cross
sectional area of the flow.

7.2. Movements of the drill string

One of the primary reasons behind simulating the movements of the
drill string is to see how the flow rate of the fluid coming out of the well
changes when drill string is moved either up or down with a given
velocity. Furthermore, this changed flow rate will cause changes in the
fluid level in the active mud pit (after certain transport delay captured
by the distributed model i.e. open channel flow model). It is also of

Table 1
Parameters for simulation.

Parameter Value Description

Vd 42 Volume drill string [m3]
βd 14000 Bulk modulus drill string [bar]

βa 14000 Bulk modulus annulus [bar]
ρd 0.0121 Density annulus [ ×10 kg

m
5

3 ]

ρa 0.0124 Density drill string [ ×10 kg
m

5
3 ]

Fd 0.16
Lumped friction term drill string [ ×10 bars

m
6 2

6 ]

Fa 0.003
Lumped friction term annulus [ ×10 bars

m
6 2

6 ]

Ma 1.5 [ ×10 kg
m

8
4 ]

Md 4.2 [ ×10 kg
m

8
4 ]

hbit
0 1825 Vertical depth at =t 0 [m]

L 15 Length flow-line [m]
D 0.5 Diameter flow-line [m]

=V A hpit m m0 8 Volume mud-pit at =t 0 [m]
ϕ 7 inclination flow-line °[ ]
nM 0.02

Manning's roughness coefficient ⎡

⎣
⎢

⎤

⎦
⎥

s

m
1
3

hm0 2 Initial level of the active mud pit [m]
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interest to see how the bottom hole pressure changes due to the drill
string movement.

Movements of the drill string will cause the discharge from the well
and thus from the choke valve to change. During swab the drill string is
moved upwards from the well. This will decrease the discharge from the
choke valve momentarily until the increased annulus volume is filled
with drill mud. In contrast during surge, the drill string will be pushed
downwards and into the well. This will cause a momentarily rise in the
discharge from the choke valve as the excess liquid is squeezed out from
the reduced annulus volume.

To observe the response of the average flow dynamics of the model
to these two scenarios, the following two cases were simulated. The
drill string was pulled from the well (swab) with a constant velocity of
18m per minute at 200 s (3.33min) and continued for 80 s as shown in
Fig. 6(a). At 500 s (8.33 min), the drill string was pushed back into the
well (surge) with the same constant velocity of 18m per minute for
80 s. The discharge from the mud pump, the back-pressure pump and
the opening of the choke valve were all kept constant during the si-
mulation. Therefore, any changes in the simulations will happen only

due to the variations in the annulus volume. The dynamics of the level
of the fluid inside the mud pit under the two scenarios are shown in
Fig. 6(b) and the changes in the drill mud volume of the active mud pit
is shown in Fig. 6(c).

The simulation results showed that the level of the mud pit de-
creased while pulling the drill string from the well and the mud pit level
increased when the drill string is pushed back into the well. The
changes in the mud pit level will happen after a delay depending on the
length and the friction of the drain back flow-line. This delay can be
observed while looking at the changes in the discharge at the inlet and
at the outlet of the drain back flow-line as shown in Fig. 7. The dis-
charge at the first cell is the volumetric flow rate entering the flow-line
from the choke valve and the discharge at the last cell is the volumetric
flow rate exiting the pipe to the solid control system.

As the drill string is pulled from the well, the bottom hole pressure
will decrease (see Fig. 8(b)). At the same time, the drilling fluid flowing
through the bit will increase to fill the space left by the drill string (see
Fig. 8(a)). The opposite happens when the drill string is pushed back
into the well. The pressure at the bottom of the well will increase and

Fig. 6. Changes in the mud pit level (b) and volume (c) due to the movement of the drill string (a).
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Fig. 7. Changes in the discharge of the flow-line (first and last cell) during the movement of the drill string.

Fig. 8. Changes in the volumetric flow rate through the drill bit (a) the bottom hole pressure (b) during the movement of the drill string.
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the flow rate from the drill bit into the annulus will decrease as shown
in Fig. 8.

7.3. Pipe connection scenario

The drill strings are manufactured as segments of ca. 27–30 feet
length. When this length has been drilled, a new segment of the drill
string has to be added to make it longer. The procedure of adding a new
segment of the drill string is called pipe connection.

During a pipe connection, the bottom hole pressure has the risk to
be reduced to dangerously low levels if it is not controlled properly.
Because of this, it is important to have a good measure of the discharge
from the drain back flow-line to detect if a kick has occurred. For
connecting an extra segment of the drill string, the mud pump is
ramped down to a zero flow rate to stop pumping the drill fluid into the
annulus. This will decrease the discharge from the choke valve and
consequentially the discharge to the drain back flow-line. The KP
scheme does not work with a zero-flow rate i.e. complete dry channel,
thus the back-pressure pump is used to have a non-zero flow rate in the
flow-line an also to manually maintain the bottom hole pressure. In
addition, the choke valve is also used for maintaining the pressure at
the bottom of the well during pipe connection.

For simulating this scenario, the values for the opening of the choke
valve, the back-pressure pump and the mud pump flow rates were set

manually as shown in Fig. 9(a). The dynamics of the active mud pit
level during a pipe connection procedure is shown in Fig. 9(b). It can be
seen that the level of the mud pit will increase slightly as the mud pump
is ramped down to zero flow rate. This is due to the difference in the
inflow rate and the outflow rate of the active mud pit as shown in
Fig. 10.

During a pipe connection, the bottom hole pressure will start de-
creasing when the mud pump stops pumping drill mud into the well if it
is not controlled. To maintain the bottom hole pressure at a desired
stable value and thus to avoid the reservoir fluid from entering the
annulus, the flow rate from the back-pressure is increased and the
opening of the choke valve is reduced as shown in Fig. 11(a). The
changes in the bottom hole pressure during a pipe connection proce-
dure are shown in Fig. 11(b). By manually manipulating the flow rates
through back pressure pump and the choke valve as the control inputs,
the resultant bottom hole pressure is maintained to lie between a
chosen upper limit (fracture pressure) and a lower limit (collapse
pressure).

7.4. Influx from the reservoir scenario

As the reservoir pore pressure is an uncertain value that can only be
estimated, the risk for the occurrence of a kick cannot be neglected even
in a well controlled environment. The value of the volumetric flow rate

Fig. 9. Changes in the volumetric flow rates (a) and the mud pit level (b) during a pipe connection procedure.
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Fig. 10. Changes in the volumetric flow rates in and out of the active mud pit during a pipe connection procedure.

Fig. 11. Changes in the volumetric flow rates (a) and the bottom hole pressure (b) during a pipe connection procedure.
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Fig. 12. Changes in the mud pit level (b) after an immediate influx from the reservoir(a).

Fig. 13. Changes in the discharge of the flow-line (first and last cell) after an immediate influx from the reservoir.
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from the reservoir following a kick are highly uncertain and can vary
greatly. To simulate the combined model for a kick, a positive step
change on the reservoir volumetric flow rate (qres) equal to 200 l/min
was applied as shown in Fig. 12(a). The dynamics of the active mud pit
level under a kick is shown in Fig. 12(b). An important observation is
the delay from the time the kick occurs to the time when the change in
the level inside the active mud pit is noticed. It can be argued that if the
active mud pit level alone is used for the detection of kick, then due to
the delay in the observation of the level change, it may prove to be too
late for the prevention of a blowout. Fig. 13 shows the delay through
the drain back flow-line.

After a kick, the bottom hole pressure will quickly increase as shown
in Fig. 14(b). Due to the increase in pressure at the bottom of the well,
the flow rate through the drill bit into the annulus will immediately
decrease as shown in Fig. 14(a). Assuming that the volumetric flow rate
from the reservoir is constant, the flow rate through the drill bit will go
back to its original value when the flow rate through the choke valve
reaches steady state.

8. Conclusion

A dynamic model for the closed loop circulation of drilling mud

from the mud pumps into the well and back again to the mud pits was
developed. The model is based on conservation principles. It is simple
and easy to implement. More importantly, it shows the dynamic be-
havior of both the bottom side and the top side of a drilling operation
simultaneously. The combined model is described by a set of ODEs
which makes it suitable for designing control systems. Furthermore, the
model can also be used for states and parameter estimation and ob-
server designs. In particular, the model can be used to estimate both the
bottom hole pressure and the fluid losses through the solid removal
system due to retention on cuttings. Accurate and fast estimation of the
flow rate of fluid through the drain back pipeline and the changes in the
mud pit volume probably is useful for early detection of a kick or loss.
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Greek symbols

βa Bulk modulus of the drilling mud at the annulus
βd Bulk modulus of the drilling mud at the drill string

Fig. 14. Changes in the volumetric flow rate through the drill bit (a) and the bottom hole pressure (b) after an immediate influx from the reservoir.
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ϕ Angle of inclination of the channel
ρ Average density of the fluid in the channel
ρ Average density of the fluid in the main control volume
ρa Average density of the fluid at annulus
ρcv Density of the fluid in the differential control volume
ρr Density at the reference point
ρd Average density of the fluid at drill string
ρin Fluid density of the inlet stream of active mud pit
ρm density of fluid in the active mud pit
ρout Fluid density of the outlet stream of active mud pit
θ Angle made by the free surface on the center of the cross section of the channel

Roman symbols

A Wetted cross sectional area of flow in the channel
Aa Cross-sectional area of annulus
Acv Cross sectional area in the differential control volume
Ad Cross-sectional area of drill string

±
±a
j 1

2
Local speed of wave propagation into the cell (subscript minus sign) and out of the cell (subscript plus sign)

Am Base area of the active mud pit
D Diameter of the circular pipe
F General Forces acting on the flow
f Darcy friction factor
� A vector of fluxes
Fa Lumped frictional term at annulus
Fd Lumped frictional term at drill string
Ff Friction force acting on the differential control volume
Fg Gravitation forces acting on the differential control volume
FL A lumped friction term for the main control volume
Fs Forces acting on the surfaces of the differential control volume
g Gravitational constant
h Fluid level of the channel
hbit Depth of the drill bit

±Hj 1
2

Fluxes flowing into the cell (minus sign) and out of the cell (plus sign)
hd Hydraulic depth of the flow
hm Fluid level inside the active mud pit
hp Depth (vertical) of the flow in the differential control volume
I First moment of area on x direction
i An arbitrary number
j An arbitrary control volume
K A dimensionless loss coefficient
k An arbitrary number
Kc Valve constant
l Length of the main control volume
ld Length of the drill string
lw Length of the well
M Mass matrix
m Number of major losses
Ma Mass matrix for annulus
Mb Mass matrix for drill string
n An arbitrary time
nM Manning's roughness coefficient
p pressure in the differential control volume

pΔ f Total pressure loss due to friction
pΔ maj Major pressure loss inside a pipe
pΔ min Minor pressure loss

p0 Atmospheric pressure
pbit Bottom hole pressure
pc Choke pressure
pp Pump pressure
pr Pressure at the reference point
Pw Wetted perimeter of the channel
Q Volumetric flow rate in the channel
q Volumetric flow rate of the main control volume
qback Volumetric flow rate through the back pressure pump
qbit Volumetric flow rate through the drill bit
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qchoke Volumetric flow rate through the choke valve
qin Volumetric flow rate going into the active mud pit
qloss Losses of volumetric flow rates from the solid control system
qout Volumetric flow rate going out of the active mud pit
qpump Volumetric flow rate through the mud pump
qres Volumetric flow rate of the reservoir influx/outflux
qreturn Return flow rate
r Number of minor losses
S A vector of source terms
S Average value of the source terms
Sf Friction slope in the channel
T Top width of the flow
t Time
T Temperature of the fluid
Tr Temperature at the reference point
U A vector of conserved variables
u Velocity of the fluid in the differential control volume
U Average value of the conserved variables
V Volume of the main control volume
v Velocity of fluid in the channel
Va Volume in the annulus
vdrill Velocity of the drill string
Vd Volume in the drill string
w Top width of the fluid surface at any vertical position in the channel
x Differential length along the flow direction
z͠ An arbitrary vertical position from the datum, in the channel

Normalized valve opening

Appendix

The derivation of the Equation (9) which is described in detail in (Stamnes, 2007; Kaasa, 2007; Kaasa et al., 2012) is summarized here. A
differential control volume of the drill string/annulus is taken as shown in Figure A.1.

Fig. A.1. A differential control volume.The momentum balance along the x direction for the differential control volume can be written as follows,

∑ =F ρ du
dt

A dx,cv cv (A.1)

where F is the general forces acting on the differential control volume, u is the velocity and Acv is the cross sectional area of the differential control
volume. The density of the fluid in the differential control volume ρcv is taken as constant inside the control volume, neglecting the spatial time
variance of the density in the momentum equation. The assumption of incompressibility is considered valid for fluid flows which have a Mach
number less than 0.3 (White, 2011). The forces acting on the differential control volume are the surface stresses (Fs which include the hydrostatic
pressure gradient and the friction) and the gravity forces (Fg). Therefore, the sum of forces can be written as follows,

∑ = +F F F ,s g (A.2)

where

= −
∂
∂

−
∂
∂

F
p
x

A dx
F
x

dx,s cv
f

(A.3)

and
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=
∂
∂

F ρ g
h
x

A dx.g cv
p

cv (A.4)

Here, p is the pressure inside the differential control volume, hp is the depth (vertical) of the differential control volume and Ff is the friction force.
Combining these expressions with Equation (A.1) the following equation can be obtained.

= −
∂
∂

−
∂
∂

+
∂
∂

ρ du
dt

dx
p
x

dx
A

F
x

dx ρ g
h
x

dx1
cv

cv

f
cv

p

(A.5)

Interpreting the velocity in terms of volumetric flow rate (q) and then integrating over the flow path i.e. one of the main control volumes, drill string
or the annulus, the equation becomes as follows,

∫ ∫ ∫ ∫= − −
∂
∂

+
ρ
A

dq
dt

dx dp
A

F
x

dx ρ g dh1 ,
l cv

cv p

p l l

cv

f

h

h l
cv p0 (0)

( )

0 (0)

( )

p

p

(A.6)

where l is the length of the flow path/main control volume. Average density (ρ ) is defined as follows,

∫=ρ
V

ρ A dx1 ,
l

cv cv0 (A.7)

and used in the Equation (A.6).

∫ ∫= − −
∂
∂

+ −
ρ

A
dq
dt

dx p p l
A

F
x

dx ρ g h l h(0) ( ) 1 { ( ) (0)}
l

cv

l

cv

f
p p0 0 (A.8)

The pressure loss due to the friction ( pΔ f ) is expressed by the term ∫ ∂
∂ dxl

A
F
x0

1
cv

f in the Equation (A.8) and the ∂
∂
F
x
f can be identified as a friction

gradient, which depends on the Reynolds number, density and the geometry (White, 2011). Since the drilling fluid flow inside the well is dynamic,
this friction gradient will also be dynamic, hence complex and difficult to evaluate. To avoid this complexity, the pressure loss due to friction is
expressed using a lumped friction term which consists of the major and minor losses as stated by (Merrit, 1967; Manring, 2005). Major or minor
losses are not representative of the magnitudes by any means. Major losses are the frictional losses that could occur over a straight sections of pipe
due to viscous dissipation, turbulence or/and swirl flow. Whereas the minor losses accounts for all frictional losses that can occur due to non–ideal
flow conditions at restrictions, section changes, bends and valves (Kaasa et al., 2012). A major pressure loss inside a pipe ( pΔ maj) can be expressed
using the Darcy friction factor (f) as follows (Manring, 2005),

=p
fl
D

ρ u uΔ
2

| | .maj (A.9)

Similarly, the minor losses ( pΔ min) are expressed using a dimensionless loss coefficient (K) as follows (Merrit, 1967; Manring, 2005),

=p K ρ u uΔ
2

| | .min (A.10)

Now, the total pressure drop due to friction inside the drill string/annulus is the sum of all major and minor losses.

∑ ∑= +
= =

p
f l
D

ρ u u K ρ u uΔ
2

| |
2

| |f
i

m
i i

i
i i

k

r
k

k k
1 1 (A.11)

Here, m number of major losses and r number of minor losses are assumed and i, k are arbitrary numbers where = …i m1, 2, , and = …k r1, 2, , ,
respectively. Using the volumetric flow rate, the Equation (A.11) can be re–written as follows,
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ρ q q
Δ
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2

1
2

(A.12)

where q is the respective volumetric flow rate either in drill string or annulus, and A A,i k are the cross sectional areas of the respective pipe sections.
A lumped friction term (FL) can be defined from Equation (A.13) as follows,

∑ ∑= ⎡

⎣
⎢ + ⎤

⎦
⎥

= =

F
f l

A D
K
A

ρ
2

,L
i

m
i i

i i k

r
k

k1
2

1
2

(A.13)

which is a dynamic friction term that depends on the operating conditions. For the drill string this lumped friction term is introduced as Fd and for the
annulus as Fa, with their respective diameters and cross sectional areas. The values for Fa and Fd (in Table 1) are taken from the calibrated parameters
using both top and bottom side measurements by (Stamnes, 2007; Kaasa et al., 2012), further in (Kaasa et al., 2012), an adaptive observer has been
used to estimate these friction terms and they were compared with experimental data.

The pressure loss due to friction can now be written in simple terms as follows,

=p F q qΔ | | .f L (A.14)

Now replacing the pressure loss due to friction in Equation (A.8) by the new term, the following equation can be obtained.

∫ = − − + −
ρ

A
dq
dt

dx p p l F q q ρ g h l h(0) ( ) | | { ( ) (0)}
l

cv
L p p0 (A.15)

For the drill string the equation is as follows,

∫ = − − +
ρ
A

dq
dt

dx p p F q q ρ gh| | .
l d

d
p bit d bit bit d bit0

d

(A.16)
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Similarly, for the annulus,

∫ = − − + + −
ρ
A

dq
dt

dx p p F q q q q ρ gh| |( ) .
l d

d
bit c a bit res bit res a bit0

w

(A.17)

With the definitions in Equations (10) and (11) the following equations can be obtained.

= − − +M q p p F q q ρ gh˙ | |d bit p bit d bit bit d bit (A.18)

+ = − − + + −M q q p p F q q q q ρ gh( ˙ ˙ ) | |( )a bit res bit c a bit res bit res a bit (A.19)

Assuming that qres is a constant and combining with the Equation (12), the two equations (Equation A.18 and A.19) can be summed up as follows,

= − − − + + + −Mq p p F q q F q q q q ρ ρ gh˙ | | | |( ) ( ) ,bit p c d bit bit a bit res bit res d a bit (A.20)

to obtain the Equation (9) mentioned in the main section.
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