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Abstract  
 

We investigate the impact of oil price shocks on the Norwegian stock market returns for 

the period 1997-2017. We employ different oil price specifications in dynamic VAR 

models and in alternative models, to examine how the Norwegian stock market responds 

to oil price shocks, both positive and negative. We pay specific attention to the 

asymmetry of the stock market responses regarding increase and decreases in oil price. 

We find that the impact of oil price shocks differs along the different sectors and the 

benchmark index. In general, our findings indicate that oil price impacts stock market 

returns in the same month or within one month of the shock. The exception is the Energy 

sector (OSE10), where the impact is significant in or within 24 months. Further, we find 

little evidence of any asymmetry between the impact of oil price decrease and increase 

on the Norwegian stock market. 

 

 

	

 

 

 

 

	
	
	
	
	
	
	
	
	
	
	
 



	

	 	

___	
4	

	

Table of Contents 
1. INTRODUCTION ......................................................................................................................... 5 

2. LITERATURE REVIEW AND RESEARCH QUESTIONS ................................................... 7 
2.1.         LITERATURE REVIEW ........................................................................................................... 7 
2.2. RESEARCH QUESTIONS ....................................................................................................... 12 

2.2.1. The effect of oil price shocks on OSEBX ................................................................... 13 
2.2.2. The effect of oil price shocks on the different sector indices .................................... 14 
2.2.3. Asymmetric effects of positive and negative oil price shocks .................................... 15 

3. DATA, METHODOLOGY, AND SUMMARY STATISTICS ............................................... 16 
3.1. DATA TYPES AND DATA SOURCES ...................................................................................... 16 

3.1.1. Data variables and Oil price specifications ............................................................... 17 
3.1. THE VECTOR AUTOREGRESSIVE MODELS (VAR) ............................................................. 21 
3.2. DESCRIPTIVE STATISTICS ................................................................................................... 24 

4. EMPIRICAL RESULTS ............................................................................................................ 27 
4.1. IMPULSE RESPONSE FUNCTIONS AND ACCUMULATED RESPONSE .................................... 27 

4.1.1. Impulse response ......................................................................................................... 27 
4.1.2. Variance decomposition ............................................................................................. 32 

4.2. ASYMMETRIC EFFECT OF OIL PRICE SHOCKS ................................................................... 36 
4.2.1. Variance decomposition ............................................................................................. 38 
4.2.2. Test for asymmetric effect ........................................................................................... 40 

4.3. ALTERNATIVE METHODS OF ESTIMATING THE RELATIONSHIP BETWEEN OIL PRICE AND 

OSLO STOCK EXCHANGE ................................................................................................................. 45 
4.3.1. Multivariate model for real sector stock returns ....................................................... 45 
4.3.2. Standard market model for the benchmark index (OSEBX) .................................... 51 

5. CONCLUSION ............................................................................................................................ 54 
5.1. FURTHER RESEARCH ........................................................................................................... 56 

6. REFERENCES ............................................................................................................................ 57 

7. APPENDIX .................................................................................................................................. 61 
7.1. APPENDIX A ......................................................................................................................... 61 
7.2. APPENDIX B ......................................................................................................................... 62 

 

 

	



	

	 	

___	
5	

	

1. Introduction 
	

The purpose of this paper is to study the impact oil price shocks have on stock market 

returns in a net oil exporting economy, and to establish if positive and negative shocks 

have a different impact. The stock market is represented in this paper by the Norwegian 

stock market, more specifically Oslo Stock Exchange (OSE). This paper follows the 

spirit of previous work, where four research papers are used as basis for different oil 

price specifications, which act as proxies for oil price shocks. The use of extensive 

methods and models from previous literature is an important part of generalizing and 

enhancing the findings in this paper. This paper goes beyond, and contributes to the 

existing literature of oil prices and stock market in the following ways: First, we 

examine the relationships between oil price shocks and sector stock returns, and the 

benchmark index return. Secondly, we address the asymmetric pattern of the sector 

stock returns and benchmark index returns with respect to positive and negative oil price 

changes.  

 

In recent years, oil price has been highly volatile compared to previous years. Oil is one 

of the most important commodities in the world, if not the most important (Mintec, 

2016). This makes it relevant and important to examine the impact oil price shocks have 

on stock market returns. The importance of oil price on the world economy should not 

be downplayed. Adelman (1993, p. 537) states that “Oil is so significant in the 

international economy that forecasts of economic growth are routinely qualified with 

the caveat: ‘Provided there is no oil shock´”. While numerous papers have studied the 

relationship between oil price and economic activity, relatively few studies have 

assessed the related question of the effect oil price has on the stock market. The common 

approach in the literature regarding oil price and stock market returns, is using 
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aggregated indexes like benchmark indexes and all shares indexes. Previous literature 

presents a relationship between stock markets and oil price that is intricate, where 

findings vary among time periods and methods used.  

 

In this thesis, we take a somewhat different approach and examine how sector returns 

and benchmark index returns respond to oil price shocks. We include sector indexes in 

this paper since the benchmark index or an aggregate index may mask the heterogeneous 

response of the different sectors or hide sector effects (Arouri et al, 2011 and Faff & 

Brailsford, 1999). A Vector Autoregression (VAR) model is conducted with linear and 

non-linear oil price specifications. In general, our results from the impulse response 

show that oil price shocks have a statistically significant impact on the stock returns, in 

the same month or within one month after the shocks. The Energy sector (OSE10) is the 

sector that experienced the greatest impact from oil price shocks, and the impact of the 

shock is significant and may last for 24 months. From the variance decomposition, it 

seems that negative oil price shocks have a more significant impact than positive shocks 

on the Norwegian stock market. The Wald test contradict this, and finds little evidence 

of asymmetric effect between positive and negative changes in oil price on the 

Norwegian stock exchange. Further, using different models and methods we do get 

consistent results; however, we do find that coefficient of positive and negative oil price 

shocks is not jointly zero. We conclude in this paper that in general there is no evidence 

of any asymmetry between positive and negative oil price changes on the Norwegian 

Stock market. The remainder of this paper is organized as follows: In section 2 we 

review the literature and discuss our research questions. Section 3 outlines the data, 

model and our main predictability results and robustness tests. In section 4 we present 

our findings. Finally, section 5 concludes.  
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2.     Literature Review and research questions 

2.1.     Literature Review 

Since Hamilton’s (1983) pioneering theoretical paper, several research papers have 

extended the theory regarding the economic impact of oil price. There has been an 

increasing interest by researches, in the role of oil price fluctuations on the financial 

markets and stock prices among researchers in recent years. In this section, we present 

relevant literature, empirical studies and theories which have tested and extended 

Hamilton’s (1983) original theory.  

 

Empirical evidence shows that oil price has an adverse effect on the economy (GNP). 

International Monetary Fund indicates that a US5$ per barrel increase in the price of oil 

reduces global economic growth by 0.3% in the following year, and a level of global 

output by 0.25 % over the first 4 years (Mussa, 2000). Further, evidence shows that oil 

price changes have asymmetric effects: GNP growth has a definite negative correlation 

with oil price increases, and a statistically insignificant correlation with oil price 

decreases (Mork, 1989; Darby, 1982; Mory, 1993; Mork et al, 1994). Huang et al (1996) 

suggests that nonlinear linkages between oil prices and the stock market could be 

uncovered based on Mork (1989).  For instance, the asymmetric reactions of monetary 

authorities to oil price changes may nonlinearly affect stock prices through their impact 

on real interest rate and inflation. Obviously, there exist more asymmetric transmission 

channels that are active in the case of stock markets; sector shock transmission 

mechanisms, investment uncertainty, allocative transmission mechanisms and 

transactions costs. The asymmetric response to oil price changes may be different in the 

case of financial markets because they are more efficient than real markets. Stock prices 

should quickly incorporate the expected asymmetric impact of oil price changes on 
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economic variables (Arouri et al, 2011). One can also expect that oil price changes will 

influence industries and sectors differently, and make a complicated relationship.  

 

The majority of literature focuses on the relationship between economic activity and oil 

price change, while few studies have analysed the linkage between oil price change and 

stock markets, which is the basis of this paper. Huang et al (1996) note that if oil price 

affects output, the increase in oil price will depress aggregate stock prices by lowering 

expected earnings, or vice versa. Nandha & Faff (2008, pp 987) says that Huang et al 

(1996) “Opine that if oil plays an important role in an economy, one would expect 

changes in oil price to be correlated with changes in stock prices”. Huang et al (1996) 

approached to test this thought by employing a vector autoregression (VAR) approach 

on daily oil futures returns and daily US stock returns. They conclude that oil price does 

not have much influence on the broad-based market indices such as the S&P 500, but 

their basic thought is a great contribution to the literature.  

 

Notable and pioneering studies from Sadorsky (1999) and Jones & Kaul (1996) employ 

the approach in Huang et al (1996) and find that oil price fluctuations influence U.S 

stock returns. Sadorsky (1999) uses an unrestricted VAR on American monthly 

observation from 1947 to 1996. He concludes that oil price changes and oil price have 

a significantly negative impact on real stock returns on S&P 500. Furthermore, he finds 

that industrial production and interests rates respond positively to real stock returns. In 

particular, he shows an asymmetric effect: Positive oil shocks explained more of the 

forecast error variance in real stock returns (aggregated stock returns), industrial 

production and interest rates than negative shocks. This contradicts the more recent 

findings off Park (2007) and Kilian and Vigfusson (2009). Jones & Kaul (1996) have a 
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different approach and use quarterly data from 1947 to 1991 to test whether the reaction 

of international stock markets (Canada, UK, Japan and US) can be discovered by current 

and future changes in real cash flows and/ or changes in expected returns. They apply a 

standard cash-flow dividend valuation model, and conclude that the reaction of Canada 

and US stock prices to oil price shocks is entirely accounted for by the impact of real 

cash flows. The results for Japan and the UK are, however, inconclusive.  

 

Park & Ratti (2008), another important contribution to the literature, estimates the effect 

of oil price shocks and oil price volatility on the real stock returns of the U.S and 13 

European countries from 1986–2005. They find that oil price shocks have a statistically 

significant impact on real stock returns, but the response of real stock returns to an oil 

price increase is not equal. More interestingly, they found that Norway, an oil exporter, 

responds positively to oil price increase. Kilian & Park (2009) explored the relationship 

between aggregate US real stock returns and the innovation of the real oil price. They 

find that the reaction of US real stock returns to oil price shocks is substantially 

different, depending on whether the oil price change is driven by demand or supply 

shocks in the oil market. Recent studies have however suggested that the linear 

relationship between oil and stock markets is not so evident in practice. Therefore, 

nonlinear relationship such as asymmetric relationship between oil and stock markets is 

inconclusive and deserve more empirical analyses (Li et al, 2012).  

 

However, as discussed above, few studies have investigated the relationship between 

oil prices and stock markets at the sector level. The above-mentioned studies have 

almost exclusively examined the short-term relationship between oil price and 

aggregated stock returns. Faff and Brailsford (1999), focusing on different industries, 
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find significant positive oil price sensitivity of Australian oil and gas, and diversified 

resources industries. In contrast, some industries demonstrated significant negative 

sensitivity to oil price hikes like paper and packing, banks and transport.  

 

Sadorsky (2001) and Boyer & Fillion (2007) show that an increase in oil price positively 

affect the stock returns of Canadian Oil & Gas companies. El-Sharif et al. (2005) reach 

the same conclusion for Oil & Gas returns in the UK. The authors also find that non-Oil 

& Gas sectors are weakly linked to oil price changes. Nandha and Faff (2008) used 35 

global industries to study the short-term link between the industries and oil price. Where 

the found that increase in oil price impacts negatively for all industries except Oil & 

Gas. The reason for this as the authors state is that crude oil has a mass of byproducts, 

everything from airplane fuel to shampoo. Furthermore, they found little evidence of 

asymmetry in the short-term relationship between oil and stock returns. At the same 

time, factors such as the degree of competition and price elasticity, could have a say on 

company’s opportunity to pass costs up to consumers when oil price goes up, and 

minimize the negative impact of oil.  

 

Arouri et al (2011) explore the linear and nonlinear long-term relationship between oil 

prices and the stock prices at the disaggregated sector level, instead of focusing on the 

aggregated market level as the previous studies (Jones & Kaul, 1996; Huang et al. 1996; 

Sadorsky, 1999; Park & Ratti, 2008; Apergis & Miller, 2009). They examine whether 

oil price changes (increase and decrease) affect sector stock prices equally, by including 

Dow Jones (DJ) Stoxx 600 and twelve European sector indices in their sample data. 

Their empirical results confirm asymmetric responses between several European sector 

stock prices to oil price changes, more precisely, they find support for double 
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asymmetry: the responses of stock prices to oil price changes depend both on the sector 

and on the sign of the change. The increase in oil price has a strong direct impact on oil-

intensive industries such as Automobile & Parts and Oil & Gas, and more surprisingly 

on some non-oil-intensive industries such as Financials and Technology. The authors 

explain these results with the recent increase in oil price, which has lead to higher 

expected economic growth and demand for products. Scholtens & Yurtsever (2012) 

have a similar approach as Arouri et al (2011), but they investigate how 38 different 

industries in the Euro area respond to oil price shocks, and the possible asymmetric 

impacts. They also conclude that oil shocks in general are negative but oil intensive 

industries (oil and gas producing, oil equipment, industrial metals, mining) seem to 

benefit from the shock. Furthermore, most industries are benefitting from negative oil 

price shocks. They also found some asymmetric effects, but in most cases and industries, 

the effect is not significant. This limited asymmetry is consistent with recent studies off 

Park (2007) and Kilian & Vigfusson (2009). Li et al (2012) also took the approach of 

exploring the disaggregated sector level, but they only looked at the Chinese stock 

market. The background for this study is that the strong oil dependence in China 

(world´s second largest oil consumer since 2003) makes China more prone to oil price 

fluctuations. They found a significant and long-term association between oil price 

fluctuations and the financial performance of the sectorial stocks. More interestingly 

and surprisingly, they found that Chinese sectorial stocks did better against increase in 

oil price than expected.  

 

The results of the relationship between oil price fluctuations and stock market vary 

among countries and sectors, depending on whether oil is an input or an output for the 

sector. Therefore, the results from previous studies are inconclusive, and to our 
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knowledge there is no previous empirical investigation of the long-term relationship 

between oil price and the stock returns on Oslo Stock Exchange (OSE). Further, OSE is 

represented by using the disaggregated sector level and the aggregated benchmark index 

(OSEBX). However, a few researchers have used the benchmark index (OSEBX) or 

used Oslo Stock Exchange All Shares Index (OSEAX) in their papers. The focus of 

previous literature on the long-term relationship between oil and stock market has been 

on the general aggregate index of the markets. This approach may cancel out sector 

sensitivity to oil price changes and then miss out potential asymmetry between sectors. 

This paper extends the main thought of past studies and seeks to strengthen the 

understanding of the relationship between oil price and the Norwegian stock market, by 

testing for linear and asymmetric long-run relationship at both the sector and the 

aggregate benchmark index level.  

 

2.2. Research Questions 

The theory and literature presented above describe a complicated and interesting 

relationship between oil price shocks and stock returns. The full impact is yet to be 

discovered and the impact may vary in different periods, settings and places as shown 

in the literature. The literature states that oil price changes are important to explain stock 

price movements. Driesprong et al. (2008) conclude that changes in oil price predict the 

returns of stock markets worldwide. Furthermore, the economic impact of oil price is a 

hot debate in Norway, with a huge consensus that oil price has a major impact on the 

Norwegian economy, more specific on the Norwegian stock market (represented by 

OSE). We investigate whether this is just a common belief or an empirical fact, and 

mainly focus on the sectors response to oil price, though we do include the benchmark 
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index (OSEBX) in the analysis. In the next subsections, we discuss our main research 

questions.  

 

2.2.1. The effect of oil price shocks on OSEBX 

	
The relationship between financial markets and the change in oil price is central for 

discovering the economic impact of oil, and for understanding whether oil really is an 

important factor for driving the price of the market. In the literature, there are mixed 

results on whether oil has an impact on financial markets, or whether other factors have 

a greater impact (interest rate, industrial production, inflation, GDP and so on). Jones et 

al. (2004 p. 24) comment regarding oil price and capital markets that: “Ideally, stock 

values reflect the market's best estimate of the future profitability of firms, so the effect 

of oil price shocks on the stock market is a meaningful and useful measure of their 

economic impact. Since asset prices are the present discounted value of the future net 

earnings of firms, both the current and expected future impacts of an oil price shock 

should be absorbed fairly quickly into stock prices and returns without having to wait 

for those impacts to actually occur”. Park and Ratti (2008) noted that the real stock 

returns in Norway have a positive response to an increase in oil price. There is also 

evidence of asymmetric effects of positive and negative oil price shocks on real stock 

returns response to positive and negative oil price shocks. This makes it essential to 

examine how the benchmark index in Norway in the past 20 years have responded to 

oil price shocks. Especially since Norway is a major exporter of oil and oil accounts for 

a major part of the GDP. Our first research question (RQ) is as follows:  

 

RQ1: What is the response of the benchmark index on Oslo Stock Exchange to oil 

price shocks? 



	

	 	

___	
14	

	

2.2.2. The effect of oil price shocks on the different sector indices  

	
Equally important as uncovering the effect oil has on the aggregated market level, is the 

effect of oil on sector indices. Arouri et al. (2011) provide two main reasons for and the 

need to explore this relationship: “First, stock prices for the market as a whole may 

mask the heterogeneous performance of various sectors. Furthermore, sector 

sensitivities to changes in oil price can be asymmetric, as some sectors may be more 

severely affected by these changes than others”. Faff & Brailsford (1999) also mention 

that: “analysis at the aggregate market level may hide industry sector effects”. The 

literature illustrates that the effect of oil price can have substantial different impact on 

aggregated and disaggregated stock returns. Therefore, the significant impact oil has on 

the financial market could be overseen. This makes it extremely relevant to exploit the 

relationship at the sector level. With this in mind, we formulate our second and third 

questions below: 

 

RQ2: What is the response of the sector stock returns on Oslo Stock Exchange to oil price 

shocks? 

 

RQ3: How does the response differ among sectors? 
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2.2.3. Asymmetric effects of positive and negative oil price shocks    

	
The effect of asymmetry between positive and negative oil price shocks is present in all 

levels according to the literature. The separation between positive and negative oil price 

shocks is central for a greater understanding of how the stock market reacts to major 

changes in oil price, and whether there is a difference between them. According to 

Scholtens & Yurtsever (2012), the issue of asymmetric effect of oil price shocks is of 

great importance in the literature (Hamilton, 1996; Mork, 1989; Park, 2007; Kilian & 

Vigfusson, 2009). Furthermore, the impact of positive and negative oil price shocks is 

essential for the investors to understand the stock market. It is also of great importance 

to examine whether positive and negative oil price shocks have different effects on the 

different sectors. The literature suggests that there is asymmetry between positive and 

negative oil price shocks on sector indices (Arouri et al (2011), Scholtens & Yurtsever 

(2012), Park (2007) and Kilian & Vigfusson (2009)). Driesprong et al (2008) found that 

an increase in oil price would influence the stock market negatively and have a positive 

effect on an oil price decrease. Hammoudeh and Li (2005) found that both Mexico and 

Norway where greatly affected by oil price changes. Some of the literature finds limited 

asymmetry effect, but Arouri et al (2011) find and confirm that an asymmetric effect is 

present on Dow Jones (DJ) Stoxx 600, and twelve European sector indices. Moreover, 

they found the presence of double asymmetry as mentioned in the literature review. We 

seek to answer two question:  

 

RQ4: Do sectors respond in a similar way to oil price increases and decreases? 

 

RQ5: Does OSEBX respond in a similar way to oil price increases and decreases? 

	



	

	 	

___	
16	

	

3.     Data, Methodology, and Summary Statistics  

3.1. Data types and Data Sources  

The data used in this thesis is sourced from Bloomberg Terminal, Thomson Datastream 

and Statistics Norway (Statistisk sentralbyrå/SSB), see appendix A. Equity indices at 

the sector level at OSE are based on Global Industry Classification Standard (GICS) 

developed by MSCI and Standard & Poor (S&P), which provide a range of equity 

indices across countries and sectors worldwide. First off, we gathered monthly data from 

all 10 GICS sectors at OSE, and we focus on the last 20 years, from 1997 to 2017. We 

follow the predictability literature on the basis that monthly data tend to be less noisy 

than daily data (Driesprong et al, 2008). The sample period covers several booms and 

crises in both the oil market and the financial market, and we separate the sample into 

two sub-periods as such. They will be presented as such; 1997:1-2007:1, 2007:1 – 

2017:1 and 1997:1 – 2017:1. The GICS breaks down the industries in a four-tiered, 

hierarchical industry classification system. It consists of 10 sectors, 24 industry groups, 

67 industries and 147 sub-industries (Næs et al, 2008), where companies are assigned a 

single GICS classification at the sub-industry level according to its principal business 

activity. In the GICS classification, revenue is the key factor in determining a firm´s 

principal business activity. In september 2016 a new sector was introduced on OSE, 

Real Estate (OSE60) which means that there is a new GICS classification and in total 

11 sectors. We do not include this sector in our analysis, because the long-term 

relationship between this sector and oil price will not be relevant for our analysis since 

this sector was only introduced in the last six months of our sample period. The variables 

used in this analysis and how they are measured are presented below.  
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3.1.1. Data variables and Oil price specifications 

	

The nominal oil price is measured by the price of Crude Oil - Brent FOB U$/BBl (Ot); 

the oil price in Norwegian currency is obtained using the NOK/US exchange rate (EXt) 

and deflated by the CPI (CPIt) of Norway. The real oil price in time t is 𝑟𝑜𝑖𝑙% = log	(𝑂% ∗

./0
1230

). All prices used in this thesis are in NOK, or converted into NOK. We employ real 

stock returns, which are the difference between continuously compounded returns 

(log	( 50
5067

)) on the stock price, and the inflation rate (we use the first logarithmic 

difference of the consumer price index as a proxy for the inflation rate). The variable 

industrial production (IP) is included in the analysis as a measure of economic activity. 

The short-term interest rate is the Norwegian Interbank Offered Rate 1 month (NIBOR) 

to measure Norwegian monetary policy, which can also be argued to be the risk-free 

rate in Norway. A list of the key variables can be found in Table 1. 
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The different oil price specifications are used as proxies for the oil price shocks, 

following the existing literature (Hamilton (1983), Mork (1989), Lee et al. (1995) and 

Hamilton (1996)):   

 

1. Linear specification (dlroil) 

Hamilton (1983) studied, as mentioned above, the impact of oil price shocks on the 

economy. He used the conventional first log difference of the nominal oil price as the 

specification for a linear relationship between oil price shocks and the economy. In 

accordance to Hamilton (1983), the linear specification is the first log difference of the 

real oil price variable. 

(𝑑𝑙𝑟𝑜𝑖𝑙% = 𝑙𝑟𝑜𝑖𝑙% − 𝑙𝑟𝑜𝑖𝑙%:;) 

 

2. Asymmetric specification  

Mork (1989) found that an increase in oil price had a greater impact on GDP than an oil 

price decrease. Therefore, it is interesting to see how this applies to the equity market, 

if informationally efficient, all available information should be incorporated into prices. 

Furthermore, the asymmetric specification distinguishes between the positive rate of 

change in real oil price (𝑑𝑙𝑟𝑜𝑖𝑙𝑝%)  and its negative rate of change (𝑑𝑙𝑟𝑜𝑖𝑙𝑛%), which are 

defined as follows:  

𝑑𝑙𝑟𝑜𝑖𝑙𝑝% = max	(0, 𝑑𝑙𝑟𝑜𝑖𝑙%) 

𝑑𝑙𝑟𝑜𝑖𝑙𝑛% = min	(0, 𝑑𝑙𝑟𝑜𝑖𝑙%) 
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3. SOPt: Scaled oil price (SOP)  

Lee et al. (1995) argued that “an oil shock is likely to have greater impact in an 

environment where oil prices have been stable than in an environment where oil price 

movement has been frequent and erratic”. This scaled model builds on the linear oil 

price specification, while at the same time it employs a transformation of the oil price 

that standardizes the estimated residual of the autoregressive model by its time-varying 

(conditional) variability. The effect of the SOP is that a small shock that occurs in a 

calm period will be scaled up, whereas a large shock in a volatile period will be scaled 

down. Lee et al. (1995) used a GARCH model with quarterly data and included four 

quarters in the conditional mean equation. Our paper uses monthly data and therefore 

we include 12 lags in the mean equation. Furthermore, Lee et al (1995) proposed the 

following GARCH(1,1) model as a representation of oil price:  

𝑑𝑙𝑟𝑜𝑖𝑙% = 	𝛼 +	 𝛼G

5

GHI

𝑑𝑙𝑟𝑜𝑖𝑙%:G + 𝜀% 

where      𝜀% Ι%:;~𝑁(0, ℎ%) 

and     ℎ% = 𝛾 + 0 +	𝛾P𝜀%:;P + 𝜀Pℎ%:;	 

𝑆𝑂𝑃% =
𝜀%

ℎ%
 

 Separated into scaled oil price increase SOPIt and decrease SOPDt 

𝑆𝑂𝑃𝐼% = 𝑚𝑎𝑥 0, W0
X0
	  and 𝑆𝑂𝑃𝐷% = 𝑚𝑖𝑛 0, W0

X0
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4. NOP (Net oil price) 

This oil price specification proposed by Hamilton (1996), suggests that if one wants a 

measure of how unsettling an increase in oil price is likely to be for the spending 

decisions of consumers and firms, it seems more appropriate to compare the current oil 

price with where it has been over the previous years, rather than during the previous 

month alone. Many authors have used this NOP specification, often referred as NOPI 

(Net Oil Price Increase); if the oil price is higher than what it has been at some point 

during the most recent years, positive oil shocks have occurred. If the difference is 

negative, then there has not occurred an oil price shock. Hamilton (1996) considered a 

4-quarter horizon as an appropriate construction of a net oil price increase measure. In 

this thesis, we use a monthly frequency, and for this reason it is not possible to define 

net oil price increase exactly as Hamilton (1996). However, we do employ the same 

horizon length, where we consider a 12-months horizon. Therefore, the 𝑛 in this paper 

is 12, for both NOPI and NOPD. Scholtens & Yurtsever (2012) also uses the NOPD 

(Net Oil Price Decrease) specification, where they assume that if the oil price is lower 

than what it has been at some point during the most recent years, negative oil shocks 

have occurred.  

 

𝑁𝑂𝑃𝐼% = max 0, 𝑙𝑟𝑜𝑖𝑙% − max 𝑙𝑟𝑜𝑖𝑙%:; …… 𝑙𝑟𝑜𝑖𝑙%:[  

𝑁𝑂𝑃𝐷% = min 0, 𝑙𝑟𝑜𝑖𝑙% − min 𝑙𝑟𝑜𝑖𝑙%:; …… 𝑙𝑟𝑜𝑖𝑙%:[  
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3.1. The vector autoregressive models (VAR) 

	
This paper uses an unrestricted VAR model for estimating the data. It is a 

straightforward way to model dynamic relations between economic variables without 

making several assumptions (Scholtens & Yurtsever, 2012). The vector autoregressive 

models (VAR) were introduced by Sims (1980), and is an econometric model often used 

in the literature to capture the relationship between oil price and the economic variables 

that are of interest. More specifically, a VAR model is a system of equations where all 

the variables are treated as endogenous. Each variable in the system is expressed as a 

linear combination of its own lagged values and the lagged values of all the other 

variables in the system (Baltagi, 2003). Kilian and Vigfusson (2009) criticize the use of 

VAR model that estimates the response of macroeconomic aggregates to an 

unanticipated innovation in the price of crude oil. They argue that this will generate 

inconsistent estimates of the true effects of unanticipated increase in energy prices. In 

line with Scholtens & Yurtsever (2012), we use different oil price specifications to 

decrease the probability of inconsistent estimates, and focus particularly on the sector 

level when investigating oil price shocks, though we do include the benchmark index. 

Additionally, several alternative approaches will be engaged to investigate asymmetry.  

 

This thesis follows the exact ordering of the variables in the VAR system as Scholtens 

& Yurtsever (2012) and Kilian & Vigfusson (2009). Scholtens & Yurtsever (2012) 

estimate the VAR with five variables (interest rate, real oil price change, industrial 

production, real Benchmark Index/all shares index returns and real sector stock return) 

for researched sectors. Kilian & Vigfusson (2009) have the same ordering but do not 

include sectors in their research. This paper follows the ordering from past papers since 

ordering in a VAR model is important (Brooks, 2013 and Sims, 1980), the ordering of 
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variables is also one of the VAR models’ biggest flaws. Ordering means placing the 

variables in the decreasing order of exogeneity. Wrong ordering in a VAR system could 

lead to spurious results, and therefore it is important to follow the VAR ordering from 

previous literature to enhance the robustness of the VAR model. Kilian & Vigfusson 

(2009) and Scholtens & Yurtsever (2012) put the interest rate variable first as they 

assume that interest rate (monetary)	 shocks are independent of contemporaneous 

disturbances to the other variables, but that interest rate shocks influence oil prices. The 

optimal order of lags (p) is important in a VAR model, and wrong lag length could lead 

to inconsistent results or what worse is. Lütkepohl (1991) indicates that overfitting 

(selecting a higher order lag length than the true lag length) causes an increase in the 

mean-square forecast errors of the VAR, and that underfitting the lag length often 

generates autocorrelated errors. This makes the optimal lag order an important factor in 

a VAR model, and Brooks (2013) mentions optimal lag length as one of the issues with 

the VAR model. In this thesis, we use the Likelihood Ratio (LR) test statistic, the Akaike 

and Schwartz information criterion to find the optimal lag length. Whenever there is a 

disagreement among the different tests, the optimal lag length is chosen using the 

Likelihood Ratio test. Based on this we have decided to use a lag level of 5 for all the 

VAR models in the first part of this thesis.  

 

We consider the following vector auto regression model of order p (or simply, VAR(p)) 

following Scholtens & Yurtsever (2012) and Kilian and Vigfusson (2009):  

𝑦G% = 𝐴I + 𝐴^,G

5

^H;

𝑦G%:^ + 𝑢G%																							𝑖 = 1…10	 

𝑦G%	= [interest rate, real oil price changes, industrial production, real OSEBX returns and 

real sector stock return] 
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𝐴%	 is a 5×5 matrix of coefficients, 𝐴I	 is a column vector of deterministic constant 

terms, 𝑖	represents each individual sector, 𝑢%	 is a column vector of errors with the 

property of 

𝐸 𝑢% 𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡,					𝐸 𝑢%𝑢% = Ω	𝑖𝑓	𝑠 = 𝑡,					𝐸 𝑢%𝑢% = 0, 𝑖𝑓	𝑠 ≠ 𝑡,		 

where Ω is the variance–covariance matrix. 𝑢% 's are not serially correlated but may be 

contemporaneously correlated. Thus, Ω is assumed to have non-zero off-diagonal 

elements. When analysing OSEBX, we use the same VAR model as above but we do 

not include real sector stock returns in the model consistent with Kilian & Vigfusson 

(2009). Therefore, 𝑦%	= [interest rate, real oil price changes, industrial production and 

real OSEBX return] 

𝐴%	 is a 4×4 matrix of coefficients, and 𝑖 does now not represent each individual sector. 

Further, 𝑖 do not represent the 10 sectors any more in the VAR model for OSEBX.  

  

The prerequisites for running an unrestricted VAR is to examine whether the variables 

are stationary or not, we use a unit root test and cointegration test. Checking for unit 

root is done with PP (Philips–Perron) (Philips and Perron, 1988) and KPSS 

(Kwiatkowski, Philips, Schmidt, Shin) (Kwiatkowski et al., 1992) for all series (the test 

result is not presented in this paper). The results from these tests are consistent with the 

results from Scholtens & Yurtsever (2012), where the real stock returns series reject the 

null hypothesis that each variable has a unit root with a constant and trend factor. The 

macroeconomic variables (Nibor and IP) and the real oil price have a unit root problem. 

In log-difference these variables reject the null hypothesis. Taking the log-difference of 

these series prevents us from estimating “spurious regressions” with no economic 

meaning (Granger & Newbold, 1974). Since the unit root test indicate that Nibor, IP and 

oil price variables contain a unit root, it is necessary to conduct a cointegration test to 
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examine whether these variables have a common stochastic trend. To test for 

cointegration, we employed both the maximum eigenvalue and the trace statistics in this 

thesis. The null hypothesis of no cointegration between the variables is rejected at 

0.000% level of significance. The economic meaning is that it seems to be a long run 

relationship among these variables. 

 

3.2. Descriptive statistics  

Before the analysis and presentation of the empirical results from a VAR estimation of 

oil price on Oslo Stock Exchange, we will present the descriptive statistics of the real 

returns in the 10 sectors and for the benchmark index (OSEBX), which are shown in 

Table 2. It is apparent from the table that the mean returns from all the sectors and 

OSEBX are positive, but interest rate and industrial production have a negative mean. 

The consumer staples (OSE30) and telecommunication services (OSE50) have the 

highest average monthly return. More interestingly is that all the stock returns have a 

positive correlation with oil price changes. This positive correlation is probably because 

that Norway is a net- exporter of crude oil. Energy (OSE10) and OSEBX have the 

highest correlation with oil price. The correlation between interest rate and oil price is 

very close to zero, but positive. Industrial production has a negative correlation with oil 

price. There is also evidence of real returns having a possible non-normal distributional 

property. The skewness is negative for a great proportion of the variables. In addition, 

the Kurtosis is above three for all variables, which may be indicating a leptokurtic 

distribution.  
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Graph 1 shows the returns on the Oslo Stock Exchange, and as mentioned it is not using 

the same unit as the descriptive statistics, where we use the real returns and not the stock 

prices. The movement of OSE represented by sectors and OSE with oil price is 

presented in Graph 1, with monthly data from 1997:1 to 2017:1. The oil price is 

calculated into NOK to make it more comparable to the sectors and the benchmark 

index. Here we see that OSE30 – Consumer Staples and OSE40 - Financials have the 

highest value. Also, one can see that some sectors do decrease with oil price and others 

increase even when oil price goes up. In 2008 – 2009 we find that the market in general 

did increase (same with oil price). In this period, the financial crises had its biggest 

impact on the market.  
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The correlation coefficients for the different oil price specifications used in this paper 

are shown in Table 3. In general, the correlation between the oil price shocks is high. 

The highest correlation is between dlroil and SOP which is 93%, and dlroil 

positive/negative and SOP increase/decrease. The lowest is between dlroilp and NOPI 

which is 21%. From the t-statistic we can see that all correlations are significant at 1% 

level. 
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4.     Empirical results  
	

In this section, we analyze the empirical results for the relationship between the different 

oil price specifications and returns in the 10 sectors, and the benchmark index for sample 

periods 1997:1-2007:1, 2007:1-2017:1 and 1997:1-2017:1. The impulse response 

functions and variance decomposition are used for examining the impact of oil price 

shocks on the sectors stock returns and the benchmark index. Furthermore, we 

investigate if the different sectors and the benchmark index have an asymmetric 

response to oil price increases and decreases.  

 

4.1. Impulse response functions and accumulated response 

4.1.1. Impulse response  

	
The impact of oil price changes is assessed using impulse response function and 

accumulated response for the linear, SOP, NOPI and NOPD oil price specification. 

Impulse response functions are a dynamic system that shows the response of an 

endogenous variable over time to a given shock (Sadorsky, 1999). Brooks (2013) 

explains impulse response as a system that races out the responsiveness of the dependent 

variables in the VAR to shocks, to the error term. Here, a unit shock is applied to each 

variable, and its effects are presented.  

 

Table 4 presents the accumulated orthogonalized impulse response of real sector returns 

and real benchmark index returns to oil price shocks after 1,12 and 24 months with the 

different oil price (Scholtens & Yurtsever, 2012), where the different oil price 

specification are labeled as n for negative response and p for positive response, and the 

superscripts ***,** and * denotes the statistical significance at the 1%, 5% and 10% 
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level respectively (The Monte Carlo standard error is used to assess the significant 

impact). The data linked to Table 4 is presented in the appendix B, in Table B1 to B3, 

where we only show the data from the linear specification. The data from the other oil 

price specifications and the graphs that follow the impulse response functions are 

available upon request. The effect in 1, 12 and 24 months can be seen, and the 

significance can be gauged by looking at the Monte Carlo standard error. 

 

From Table 4 we see that the results from the first sub-period (97:1-07:1) are not 

significant for most sectors and the benchmark index, across the different oil price 

specifications. In great contrast to the second sub-period (07:1-17:1) and the full period 

(97:1-17:1), where the impact of oil price shocks is somewhat significant in the same 

month or within the same month the shock occurs.  
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Furthermore, we address the linear oil price specification, where Table 4 reveals that 

most of the sectors only respond significantly positive within a month of the shock. 

OSE10 – Energy is the only sector that is highly significant in period 97:1-07:1, the 

benchmark index is also significant at the 10% level, but both are only significant within 

a month of the shock. The results for period 07:1-17:1 show that all sectors and the 

benchmark index respond significantly within one month and most of the sectors are 

highly significant at 1%. The whole sample period provides some interesting results 

where the impact of oil price shocks on OSE10 are significantly positive at the 5% level 

after 24 months. For the rest of the sectors and the benchmark index the results are much 

the same as the previous period, but the impact of oil price shocks on OSE25 and OSE50 

are no longer significant within one month.  

 

The scaled oil price (SOP) specification is used as a proxy for oil price volatility. The 

results are somewhat the same as the linear specification, in the first sub-period OSE10 

is the only sector that is significant (within one month). The benchmark index is no 

longer significant in this period when using SOP. The impact of SOP specification is 

significant within one month for period 07:1-17:1 and 97:1-17:1 for all sectors and the 

benchmark index, the only exception is OSE25 that is not significant in period 97:1-

17:1. Similar to the linear oil price, the scaled oil price shocks have a positive impact 

on OSE10 after 24 months. Interesting to note here is that even if scaled oil price 

includes information on price (volatility) in the past, the response of the sectors indexes 

and benchmark index remains significantly positive.  
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In general, Table 4 shows that the impact from linear and SOP oil price specification is 

mostly the same across the sample periods used. We expected that period 97:1 – 07:1 

would have yielded more significant results under the SOP specification, since a shock 

that occurs in a calm period would be scaled up, and large shocks in volatile period will 

be scaled down. Lee et al (1995), propose that oil shocks are likely to have greater 

impact when oil price have been stable than when oil price have been volatile. From 

Graph 1 in the descriptive statistics, we do see that in period 97:1 – 07:1 oil price was 

more stable, and in period 07:1-17:1 more volatile. However, from Graph 1 we see that 

the magnitude of oil price shocks is much greater in period 07:1 – 17:1 than 97:1 – 07:1, 

which can explain the different level of significance in the sub-periods. 

 

The response of Hamilton´s net oil price (NOP) specification is separated into net oil 

price increase (NOPI) and net oil price decrease (NOPD). Here we get the first look at 

how the asymmetry of the response of the various stock returns to oil price shocks may 

unfold. Table 4 reveals that the response of all sectors stock returns is statistically 

insignificant, except the energy sector (OSE10) for both NOPI and NOPD across the 

sample periods. The benchmark index is significant for the full sample and the second 

sub-period.  

 

For NOPI, the results show that the energy sector (OSE10) is positively significant 

within one month, and for NOPD the results are opposite where the energy sector is 

negatively significant within one month, across the sample periods. The benchmark 

index is also positively significant within one month for NOPI, and negatively 

significant within one month for NOPD, but not for the first sub-period. The results 

from Table 4 show that the Norwegian stock market mostly does not respond 
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significantly to oil price shocks under the NOPI and NOPD specification. The literature 

show that stock markets of many countries do not respond to oil price shocks under the 

NOPI specification (Scholtens & Yurtsever, 2012). Park (2007) and Park & Ratti (2008) 

use NOPI specification, and analyses the impact between NOPI and the Norwegian 

stock market. The results from Park (2007) and Park & Ratti (2008) are that the response 

from NOPI on the Norwegian stock market is insignificant. However, they do not look 

at sector indices, but at an aggregated index like the all shares index on Oslo Stock 

Exchange. The results from Scholtens & Yurtsever (2012) say that industries respond 

more significantly to NOPD, than NOPI. Industries that have a significant respond to 

NOPI, respond significantly negatively and the significant response of NOPD is 

positive.  However, Scholtens & Yurtsever (2012) look at European industries indexes 

and not a net oil exporting economy.  

 

The relationship between the different oil price specification and the Norwegian stock 

market are mostly positive, which is not surprising since Norway is a net-exporter of 

oil, and the only negative association is with NOPD. It hereby seems that oil price 

increase and decrease have somewhat similar impact on the Norwegian stock market 

and the Norwegian GDP. Moreover, the sectors that shows the most significant response 

to the different oil price specifications is OSE10, where the major production-output is 

oil and gas, therefore this response is as expected and consistent with the existing 

literature (Scholtens & Yurtsever, 2012; Faff & Brailsford, 1999; Nandha & Faff, 2008). 

The significance of the response of the sectors and the benchmark index on oil price 

shocks as shown in Table 4 is mostly present after 1 month, and not significant after 12 

and 24 months. The explanation for this is that the VAR systems seem to be stable, and 

therefore the shocks should gradually die away (Brooks, 2013). A fair assumption to 
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make is that OSE10 – Energy is not stable and is volatile, when influenced by oil price. 

In addition, almost all sectors have a significant positive response to the different oil 

price specifications. The exception is NOPD, that have only significant negative 

responses, and this is not unexpected since Norway is a net-exporter of oil. Sadorsky 

(1999) note that, initially a positive oil price shock should have a negative and 

statistically significant initial impact on stock returns in a net oil importing economy. 

The explanation for this is that an increase in oil prices will cause earnings to decline. 

If the stock market is efficient an increase in oil prices will cause an immediate decline 

in stock prices. If the stock market is not efficient then an increase in oil prices will 

bring about a lagged decline in the stock market (Sadorsky, 1999). The explanation for 

Norway will be opposite where an increase in oil price will cause earning to increase. If 

the stock market is efficient, this increase will cause a rise in stock prices. The response 

of Norwegian stock market to positive and negative changes in oil price cannot be 

concluded from NOPI and NOPI, since these two oil price specifications often yield 

insignificant responses. Therefore, we will conduct an analysis of asymmetry between 

positive and negative changes in oil price by using the linear and SOP oil price 

specifications. The asymmetric response is presented in section 4.2.  

 

4.1.2. Variance decomposition  

	
The variance decomposition shows how much of the unanticipated changes of the 

variables are explained by different shocks. This thesis examines the contribution of 

each source of shock to the variance of the prospective forecast error for real sector 

stock market returns and real benchmark index return. This is presented in Table 5, but 

only the impact of the different measures of oil price shocks have on the forecast error 

for real sector stock returns and real benchmark index return. The full results are found 
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in the appendix B in Table B4, which shows the results for interest rate, oil price, 

industrial production, real benchmark index returns and real sector returns shocks to the 

variance of the future forecast error of sector returns after 24 months. The same is 

presented for real benchmark index return, there the results from interest rate, oil price, 

industrial production are shown in full. With the linear oil price specifications and 

Monte Carlo constructed standard errors after 100 repetitions are in parentheses to 

provide insight in the significance of these contributions. A simplified table of the 

variance decomposition with different oil price specifications is in Table 5.  

 

The findings show that real benchmark index returns and real sector stock returns are 

the main contribution for most of the periods tested. In other words, they account for 

the highest forecast error variance in real stock returns for all the sectors. This is rather 

not surprising, and is consistent with Scholtens & Yurtsever (2012), Ferderer (1996), 

Park (2007), Sadorsky (1999) and Kilian & Vigfusson (2009). For the benchmark index, 

the real benchmark index returns and the different oil price specifications are the greatest 

source of variance. The variance decomposition suggests that oil price shocks are a 

considerable source of volatility for many of the variables in the model.  

 

For real sector stock returns, the different oil price specification, together with interest 

rate, are the largest source of shocks, other than the variable itself and real benchmark 

index returns for most sectors. Innovation in interest rate represents monetary shocks in 

our model. The contribution of oil price and interest rate differ across sectors, periods 

and across the different oil price specifications. The contribution of oil price shocks to 

the variability in sector stock returns and the benchmark index is greater than that of 

interest rate in all models, consistent with (Sadorsky, 1999 and Park & Ratti, 2008).  



	

	 	

___	
34	

	

 

Consistent with the results from the impulse response, we see that the results in period 

97:1 – 07:1 is in general non-significant across the different oil price specification in the 

variance decomposition. The variance is also relatively low across the sectors in this 

period, except for the sectors that show significance. For the linear approach, oil price 

shocks are a significant source of volatility and accounts for 8,50% of the variance in 

OSE10 and 8,60% in OSE55. The oil price specifications SOP and NOPI are not a 

significant source of volatility in the different sectors and for the benchmark index in 

this period. The exception is NOPI, that accounts significant for 10.58% of the variance 

in OSE45.  

 

 

 

The results in the second sub-period is the most significant across the different oil price 

specifications, when compared to the first sub-period and the full sample period. The 

linear specification is significant for 9 out of 10 sectors, and it is shown that 39.35% of 

OSE10 and 26.96% of OSE40 variance is accounted for by oil price shock. The 

benchmark index is also significant in this period and 25,36% of the variance is due to 

oil price shock. The results for SOP is the same where 9 out 10 are significant, OSE25 
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is the only sector that is insignificant, for both linear and SOP. Here, the contribution of 

oil price shock to the variance of OSE10 is 45.13%, 26.99% for OSE40 and 28.85% for 

OSEBX. NOPI and NOPD give some different significant results. OSE45 is the only 

significant sector in both NOPI and NOPD. Further OSE30 and the benchmark index 

are significant for NOPI in this period. Interestingly, OSE10 is highly significant for 

NOPD in the second sub-period, but not for NOPI.  

 

The contribution of oil price shocks to variability in real stock returns in the whole 

sample (97:1 – 17:1) is not as significant as in the period 07:1 – 17:1. OSE10 is the only 

sector that is significant across the different oil price specifications in the full sample. 

Further, OSEBX is highly significant in this period for the linear and SOP oil 

specification, but not for NOPD and NOPI. Period 97:1 – 17:1 is not very significant in 

general, but more sectors are significant for linear and SOP specification than for NOPI 

and NOPD. The relative low contributions of NOPI and NOPD to the variation in sector 

stock index returns and benchmark index returns is consistent with the results from the 

impulse response functions in the previous section (see Table 4). 

 

From the variance decomposition, we see that oil price shocks accounts for high 

variation in many of the sectors and for the benchmark index, especially in period 07:1 

– 17:1. It is fair to conclude that oil price shocks are a significant source of monthly 

volatility in real sector stock returns and for real benchmark index returns in recent 

years. The probable explanation for this is that oil price has been unstable and volatile 

in this period. The linear and SOP oil price specifications are a considerable source of 

volatility for real stock returns in the Norwegian stock market, shown in Table 5. 

Further, the linear and SOP oil price specifications show a bigger contribution of an oil 
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price shock to the Norwegian stock market than NOPI and NOPD. Consistent with Park 

(2007) and Park & Ratti (2008), the contribution of linear and SOP oil price 

specification is a significant source of volatility on the benchmark index. Our results for 

NOPI contradict Park (2007) for the second sub-period for the benchmark index. We 

find that NOPI is statistical significant, and that Park (2007) finds no evidence for this. 

Further, Kilian & Vigfusson (2009) as well as Scholtens & Yurtsever (2012), mentions 

that use of net oil price increases and decreases in a VAR model may cause problems 

with the impulse responses. Therefore, like Scholtens & Yurtsever (2012) we will 

investigate the response with increases and decreases in the linear and scaled oil price 

specifications for all the periods. Here we will also apply a coefficient test to investigate 

for asymmetric response to oil price increases and decreases, by following the method 

by Park & Ratti (2008).  

 

4.2. Asymmetric effect of oil price shocks 

The increase and decrease of oil price in recent years is of great importance globally, 

since many countries are highly dependent on oil as a commodity. This applies both to 

net exporting and net importing oil economies. Where net exporting economies are 

assumed to benefit from an increase in oil prices, and net importing benefits from 

decrease in oil price. Further, the literature concludes that oil price increases have a 

greater (or significant) influence on the GDP than oil price decrease (Mork, 1989; 

Darby, 1982; Mory, 1993; Mork et al, 1994). The relationship between stock market 

returns and oil price increases and decreases is different from the findings on GDP, 

where this relationship in the literature does not show consistent findings, and differs 

from methods, models and data used. The relationship between oil price and stock 

market returns has been an important issue in studies by Hamilton (1996), Mork (1989), 
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Park & Ratti (2008), and Kilian & Vigfusson (2009). They follow the thought that if 

there is an effect on GDP, we would expect an effect on the stock market too. This thesis 

takes this one step further and focuses on the sectors, though we do include the 

benchmark index.  

 

The findings in section 4.1 show that the impact from the different oil price 

specifications differ among the different sectors and the benchmark index. The different 

impact from oil price makes it important to see if positive and negative oil price shocks 

have different impacts. From the NOPI and NOPD in Table 5, it seems that the different 

sectors and the benchmark index respond differently to an oil price increase and 

decrease and over different periods. Therefore, in addition to the oil specifications 

above, we include linear and SOP specifications in an asymmetry test where the oil price 

specifications are separated into positive and negative oil price changes or shocks.  

 

We follow the model and method used by Park and Ratti (2008) and Scholtens & 

Yurtsever (2012). They run a similar VAR as before, but now with six variables and 

splitting oil price changes into positive (𝑑𝑙𝑟𝑜𝑖𝑙𝑝%	and 𝑆𝑂𝑃𝐼%) and negative (𝑑𝑙𝑟𝑜𝑖𝑙𝑛% 

and 𝑆𝑂𝑃𝐷%). We use the same sub-periods as before: 1997:1 - 2007:1, 2007:1 – 2017:1 

and the full sample period 1997:1 – 2017:1, here we use 5 lags. The VAR(p) for the 

different sectors now look like this: 

𝑦G% = 𝐴I + 𝐴^,G

5

^H;

𝑦G%:^ + 𝑢G%																							𝑖 = 1…10	 

𝑦%	= [interest rate, positive real oil price changes, negative real oil price changes, 

industrial production, real benchmark index returns and real sector stock returns]  
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𝐴%	 is a 6×6 matrix of coefficients, 𝐴I	 is a column vector of deterministic constant 

terms, 𝑖	represents each individual industry, 𝑢%	 is a column vector of errors with the 

property of 

𝐸 𝑢% 𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡,					𝐸 𝑢%𝑢% = Ω	𝑖𝑓	𝑠 = 𝑡,					𝐸 𝑢%𝑢% = 0, 𝑖𝑓	𝑠 ≠ 𝑡,		 

where Ω is the variance–covariance matrix. 𝑢% 's are not serially correlated but may be 

contemporaneously correlated. Thus, Ω is assumed to have non-zero off-diagonal 

elements. 

 

The VAR for the benchmark index is the same as for the sectors with same lag order. 

The only difference is that real sector stock returna is not included. Therefore,  𝑦%	= 

[interest rate, positive real oil price changes, negative real oil price changes, industrial 

production and real benchmark index return] for the VAR used for OSEBX and 𝐴%	 is 

now a 5×5 matrix of coefficients, 𝑖	does not represents each individual industry, and the 

rest stays the same.  

 

4.2.1. Variance decomposition 

	
The output of the variance decomposition of the forecast error variance in real sector 

stock returns and for real benchmark index returns from the VAR models above is 

presented in Table 6. Starting off with the significance level, the results in period 97:1 

– 07:1 are still the least significant, the results in period 07:1 – 17:1 are the most 

significant, and the results in the full sample period are also somewhat significant. 

Looking closer at the impact the data shows, we find that negative changes in oil price 

is generally greater than that of a positive oil price change. Negative changes in oil price 

are also in general more significant than positive changes in oil price, for both the linear 

and SOP oil price specification. 
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For the linear specification in period 97:1 – 07:1, negative changes have a greater impact 

than positive changes, on the benchmark index and for sector stock returns for 7 out 10 

sectors. However, most of impacts are not significant, only positively significant for 

OSE10 and negatively significant for OSE35. In period 07:1 – 17:1, there is almost an 

equal amount of significant positive and negative impact on the sector stock and the 

benchmark index. However, negative changes contribute to more of the significant 

variance than positive changes. In the full sample negative changes explain significant 

more of the variance in the sector indexes returns and the benchmark index returns. In 

general, from the linear oil price specification, it seems that from our findings that 

negative oil changes explain more of the variance in returns on the Norwegian stock 

market, than positive changes do.  

 

 

For the SOP specification, the results in the first sub-period are that negative changes in 

oil price have a greater impact than positive changes in 7 out of 10 sectors and for the 

benchmark index. However, only OSE55 is positively significant, and OSE35 is 

negatively significant as under the linear specification. The results from period 07:1 – 

17:1 show that the negative changes in oil price impact are greater than positive changes 
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for 9 out of 10 sectors. The results from OSEBX do also show that negative impact is 

greater than positive. The negative impact is also more significant than the positive 

impact, in relation to the variance of the returns on the Norwegian stock market. Further, 

in the full sample, the greater impact from positive and negative oil price changes on 

the different sectors are 5 each, also here the negative change impacts OSEBX more. 

However, the negative changes in oil price are more significant for the variance than 

positive changes.  

 

The conclusion is that negative oil price changes have the greatest impact on real sector 

stock returns and on real benchmark index returns, and negative oil price changes are 

also much more significant than positive oil price changes. These results for SOP and 

linear specification are somewhat consistent with Park (2007), who finds that negative 

changes are more significant than positive changes for the Norwegian stock market. 

Park (2007) also concludes that an oil price decrease has a greater impact on the stock 

market than an oil price increase in net oil exporting countries. Moreover, to make sure 

of the proposed asymmetry effect from the variance decomposition, we also use the 

Wald test, which compares the coefficient of oil price increase and decrease.   

 

4.2.2. Test for asymmetric effect 

	
Following the work of Park and Ratti (2008), we conduct a Wald test in addition to the 

VARs variance decomposition. From the variance decomposition, it is fair to conclude 

that negative oil price shocks greater (or significantly) influence the returns of the 

Norwegian stock market, than positive oil price shocks. However, by conducting a Wald 

test, it is possible to compare the effect of oil price increase and decrease, and examine 

where they are the same, e.g., whether there are any evidence of asymmetric impacts of 
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the increase and decrease in oil price. This Wald test further enhances the robustness of 

this paper and contributes to a better understanding of the effect oil price has on the 

stock market returns in Norway.  

 

The Wald test, which is a Chi-square (χ2) test, where the null hypothesis is that the 

coefficients of positive and negative oil price shocks in the VAR, are equal at each lag. 

The hypothesis, are consistent with Park and Ratti (2008) and Scholtens & Yurtsever 

(2012), is presented as:  

𝐻I: 𝛼P^ = 𝛼i^    𝐻;: 𝛼P^ ≠ 𝛼i^ 

 

The equations for real sector stock returns are the following with positive/increase and 

negative/decrease oil price specifications from Mork (1989) and Lee et al (1995):  

 

𝑟𝑜𝑠𝑒G% = 𝛼I + 𝑎;^𝑑𝑙𝑁𝐼𝐵𝑂𝑅%:^ +
m

^H;

𝑎P^𝑑𝑙𝑟𝑜𝑖𝑙𝑝%:^ +
m

^H;

𝛼i^𝑑𝑙𝑟𝑜𝑖𝑙𝑛%:^

m

^H;

+ 𝛼n^𝑑𝑙𝑖𝑝%:^ +
m

^H;

𝛼m^𝑟𝑜𝑠𝑒𝑏𝑥%:^ + 𝛼p^𝑟𝑜𝑠𝑒G%:^

m

^H;

					𝑖 = 1…10	
m

^H;

 

 

𝑟𝑜𝑠𝑒G% = 𝛼I + 𝑎;^𝑑𝑙𝑁𝐼𝐵𝑂𝑅%:^ +
m

^H;

𝑎P^𝑆𝑂𝑃𝐼%:^ +
m

^H;

𝛼i^𝑆𝑂𝑃𝐷%:^

m

^H;

+ 𝛼n^𝑑𝑙𝑖𝑝%:^ +
m

^H;

𝛼m^𝑟𝑜𝑠𝑒𝑏𝑥%:^ + 𝛼p^𝑟𝑜𝑠𝑒G%:^

m

^H;

					𝑖 = 1…10	
m

^H;
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The equation for real benchmark index returns are much the same as above. The main 

difference is that real sector stock returns is not included in the model. Further, the 

hypothesis stays the same for this Wald test, and the equations are the following: 

 

𝑟𝑜𝑠𝑒𝑏𝑥% = 𝛼I + 𝑎;^𝑑𝑙𝑁𝐼𝐵𝑂𝑅%:^ +
m

^H;

𝑎P^𝑑𝑙𝑟𝑜𝑖𝑙𝑝%:^ +
m

^H;

𝛼i^𝑑𝑙𝑟𝑜𝑖𝑙𝑛%:^

m

^H;

+ 𝛼n^𝑑𝑙𝑖𝑝%:^ +
m

^H;

𝛼m^𝑟𝑜𝑠𝑒𝑏𝑥%:^				
m

^H;

 

𝑟𝑜𝑠𝑒𝑏𝑥% = 𝛼I + 𝑎;^𝑑𝑙𝑁𝐼𝐵𝑂𝑅%:^ +
m

^H;

𝑎P^𝑆𝑂𝑃𝐼%:^ +
m

^H;

𝛼i^𝑆𝑂𝑃𝐷%:^

m

^H;

+ 𝛼n^𝑑𝑙𝑖𝑝%:^ +
m

^H;

𝛼m^𝑟𝑜𝑠𝑒𝑏𝑥%:^				
m

^H;

 

 

The results obtained by carrying out this test of pair-wise of equality of the coefficients 

on positive and negative oil price shocks, can be found in the Table 7. Here we see that 

for all cases, we fail to reject the null hypothesis at 5% (or 1% and 10%) level of 

significance, across sectors and sample period. Although, if the results from the variance 

decomposition indicated that the impact of negative oil price changes is dominant, the 

results from the Chi-square (χ2) test shows no evidence, for asymmetric effects between 

oil price shocks, and real sector stock returns and real benchmark index returns in 

Norway. The results from the Chi-square (χ2) test suggest that the coefficients of 

positive and negative oil price shocks in the VARs, are not significantly different from 

each other at each lag. Thus, we conclude from the Wald test that there is no evidence 

of asymmetric effects of positive and negative oil price shocks on the different sectors. 

The benchmark index also shows evidence of non-asymmetric responds between 
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positive and negative oil price shocks from the Wald test. The Norwegian stock market 

does therefore not seem to react any differently to positive and negative oil price shocks, 

contradicting Park & Ratti (2008) that rejected the null hypothesis for Norway at 10% 

level for the SOP oil price specification, but not for the linear specification. They 

concluded that there is evidence for asymmetric effects of oil price shocks on the 

Norwegian stock returns. The sample period and the methods used for calculating oil 

price are somewhat different than what is used in this paper. Park (2007) also found 

evidence of asymmetry on the Norwegian stock market, but only in sample period 1986 

– 1996.4. Further the results from Park (2007) for sample period 1986 – 2005 for SOP 

specification contradicts Park and Ratti (2008). This further makes it evident that the 

relationship between oil price and stock market is intricate and different results are 

presented even when the ordering of the VAR and the sample period is consistent 

between research papers.  

 

The probable explanation of the somewhat different results in the variance 

decomposition VAR and the Wald test, is the way the tests are conducted. The variance 

decomposition determines how much of the forecast error variance of a given variable 

is explained by innovation to each explanatory variable (Brooks, 2013). More explained, 

the variance decomposition shows how much of the unanticipated changes of the 

variables are explained by different shocks. The Wald test, use the coefficients of the 

lagged variables, and the coefficients is a measure of the strength of association between 

a given variable and the explanatory variables (Brooks, 2013). Further these coefficients 

are tested with restrictions or null hypothesis, and these restrictions (or null hypothesis) 

are rejected or failed to be rejected.  In this paper, the restriction was that the coefficients 

of positive and negative oil price shocks in the VAR, are equal at each lag.  The variance 
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decomposition is different where a given variable is impacted by shocks in other 

variables. So, in the variance decomposition used in section 4.2, we show how sector 

stock returns and the benchmark index returns are effected by shocks in positive and 

negative oil price specification. In the variance decomposition, we can´t test for 

restrictions, but we can compare the results from the positive and negative shocks. 

Hereby we`ve concluded that innovation in negative oil price was greater than positive 

innovation in oil price. In the Wald test, the conclusion is somewhat different where the 

coefficients of the lagged value from oil price increase and oil price decrease seem to 

be equal. Although, the results from the variance decomposition indicated that the 

impact of an oil price decrease was more significant than oil price increase. However, 

the results from the Wald test obtain no evidence for asymmetric effects. We do 

conclude that there are no asymmetric effects of oil price shocks and the Norwegian 

stock market. Further, the relationship between positive and negative oil price 

specifications, and the Norwegian stock market is further explored with the use of 

different methods in section 4.3. 
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4.3. Alternative methods of estimating the relationship between oil price and Oslo 

Stock Exchange 

	

4.3.1. Multivariate model for real sector stock returns 

	
The analysis in this thesis concludes by using a different methodology to examine the 

relationship between oil price shocks and OSE, which enhances the robustness and 

empirical findings in this thesis. We will use the multivariate linear regression model 

(MLRM) to assess the exposure of sector stock market returns to the oil price shocks. 

This model follows the standard market model presented by Nandha & Faff (2008) and 

used by Scholtens & Yurtsever (2012). The model can be written for sector 𝑖 as follows:  

												𝑅G% = 𝛼G + 𝛽;G𝑅rstuvwx%y +	𝛽PG𝑅zGwts% + 𝛽iG𝑅G5% + 𝛽nG𝑅tG{% + 𝜀G%	and 𝑖 = 1	𝑡𝑜	10, 

where 𝑅G% is the real sector stock returns for the 𝑖th sector in period 𝑡, defined as 

 log( 𝑠𝑒𝑐𝑡𝑜𝑟G%/𝑠𝑒𝑐𝑡𝑜𝑟G%:;), where 𝑠𝑒𝑐𝑡𝑜𝑟G% is the value of the 𝑖th sector for period 𝑡.  

 𝑅rstuvwx%y  represents the orthogonalized world market returns measured as 

 𝑅stuvwx − 𝐸 𝑅stuvwx , where 

 𝐸 𝑅stuvwx = 𝛼∗ + 𝛽;
∗ + 𝛽P

∗𝑅zGwts% + 𝛽i
∗𝑅G5% + 𝛽n

∗𝑅tG{%, 𝛼∗ and 𝛽∗ are the 

estimates of 𝛼 and 𝛽 in 𝑅stuvwx = 𝛼 + 𝛽;𝑅zGwts% + 𝛽P𝑅G5% + 𝛽i𝑅tG{% + 𝜀% such that 

𝑅stuvwx, 𝑅zGwts%, 𝑅G5 and 𝑅tG{% are log returns for OSEBX, oil price, interest rate and 

industrial production, respectively, and are measured as one lag difference of log values.  

The sample periods stay the same as before, which means that we still test period 97:1 

– 07:1, 07:1 – 17:1 and 97:1 – 17:1. Further we follow as Scholtens & Yurtsever (2012) 

and Nandha & Faff (2008) to only use the linear oil price specification from Hamilton 

(1983) to test this model.  
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The full results are not presented in this paper, but are available upon request. In Table 

8 we present a simplified output from the model, where we show the oil price coefficient, 

adj.R2 and Durbin-Watson, which are the most important for this paper. The real sector 

stock returns have a significant correlation with OSEBX for all sector and across the 

different sample periods. The only exception is OSE15 – Materials in period 97:1 – 

07:1. The correlation between OSEBX and the different sectors is not surprising, and 

the results are consistent with the results from the VAR model. Both interest rate and 

industrial production mostly give insignificant results across the sample periods. The 

results between oil price shocks and the different real sector stock returns are of the 

greatest interest in this analysis. Interestingly, in this analysis all the 10 sectors exhibit 

positive “oil” coefficients. This contradicts the findings from Nandha & Faff (2008), 

who only found this in the mining, and oil and gas industries. The explanation from 

Nandha & Faff (2008) is that oil is the primary output for the oil and gas industry. The 

probable explanation from our data set is that Norway is a net exporter of oil, and even 

if oil price is not significant across all sectors, they are still affected by oil price in one 

way or other.  
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Consistent with the previous analysis in this paper, period 97:1 – 07:1 is the least 

significant period, where only a few sectors are significantly affected by oil shocks: 

OSE10 – Energy is highly significant, further OSE20, OSE35 and OSE45 are the other 

significant sectors. Period 07:1 – 17:1 is surprisingly not the most significant period in 

this model. Here, 8 out of 10 sectors are significant at 1% level, and OSE35 is at 5% 

level. The only sector that shows no significance is OSE25 - Consumer Discretionary. 

The explanation for this is that consumer discretionary can be seen as luxury. This sector 

consists of goods and services that can be considered non-essential by consumers, but 

appealing if income is sufficient to purchase them. In the full sample OSE25 is 

significant at 10% level, so there seems to be a minor correlation between oil price and 

consumer discretionary in the long-term. Further, 7 out of 10 sectors are significant at 

1% level, and OSE50 and OSE55 are at 5% level. Across all samples, there are only 3 

sectors that show significance in all periods. OSE20 – Industrials and OSE35 – Health 

Care are at least significant at 5% level. Not surprisingly, the only sector that is 

significant at 1% level is OSE10 – Energy. This sector also has the highest oil price 

coefficient and Adj.R2. The reason for this is probably consistent with the explanation 

mentioned above in Nandha & Faff (2008).  

 

Following Nandha & Faff (2008), we also conduct an asymmetry test. The model 

presented is used for all sectors:  

												𝑅G% = 𝛼G + 𝛽;G𝑅rstuvwx%y +	𝛽PG𝑅zGwts% + 𝛽iG𝑅G5% + 𝛽n~G𝐷 ∗ 𝑅tG{% + 𝛽m�G 1 − 𝐷 ∗

												𝑅tG{% + 𝜀G%	and 𝑖 = 1	𝑡𝑜	10, 

Where D is the dummy variable taking value of unity if the oil price variable is positive 

(i.e.   	𝑅tG{	% > 0 and 𝐷 = 0 otherwise; 𝛽n~G and 𝛽m�G are indicative of 𝑖th industry 

coefficients corresponding to up and down movements in the oil factor.  
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The oil price dummy Nandha & Faff (2008) use the same as the asymmetric 

specification in Mork (1989), since we only test for the linear oil price specification 

from Hamilton (1983).  

 

Nandha & Faff (2008) also present a hypothesis that we intend to follow, which is 

corresponding to the hypothesis used in the Wald test in the VAR, which is found in 

section 4.2. Nandha & Faff (2008) also conduct the Wald test for this model. The null 

hypothesis is therefore that no asymmetry exists, in which case the two coefficients 

should not be significantly different from each other.  

 

𝐻I;:	𝛽n~G = 	𝛽m�G 

 

A more specific version of this test is that there is no asymmetry and, indeed, the 

sensitivity for both cases is jointly equal to zero. More formally, this test is: 

 

𝐻IP:	𝛽n~G = 	𝛽m�G = 0 

 

The results from the asymmetry test are presented in Table 9, where we only show a 

simplified version of the full results; the positive (𝛽n~G) and negative (𝛽m�G) oil 

coefficients, the two Wald hypothesis, Adj.R2 and Durbin-Watson, which are most 

interesting to this paper. The full results are not presented in this paper, but are available 

upon request. From Table 9, we see that across the different sample periods, the negative 

oil price coefficients are more significant than the positive. Therefore, from the 

coefficients, it seems that negative oil price is more correlated with the sector returns 

than positive. The same results are found for the sectors in the variance decomposition 
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from the VAR in section 4.2, where negative oil price changes outperform positive oil 

price changes.  

 

The Wald test can contradict the assumption that negative oil price changes has a greater 

impact than positive, which is evident from the VAR in section 4.2. There we found no 

evidence of asymmetry between positive and negative oil price shocks. The Wald test 

rejects the null 𝐻IP:	𝛽n~G = 	𝛽m�G = 0 for 2 out of 10 sectors at 5% level and 4 out of 10 

at 10% level in period 97:1 – 07:1. The results in period 07:1 – 17:1 are that the 

hypothesis is rejected for 9 out of 10 sectors at 1% level and all sectors at 5% level. The 

full sample gives almost the same results, where 8 out of 10 sectors reject the null 

hypothesis of symmetry at 1% level and all sectors reject this hypothesis at 10% level 

of significance. This means that for this Wald test, there is asymmetry, and indeed, the 

sensitivity for both cases is not jointly equal to zero.  

 

 

More interesting is the null of equality,	𝐻I;:	𝛽n~G = 	𝛽m�G which is more or less the same 

hypothesis tested in the asymmetric Wald in the VAR model in section 4.2. Starting off 

with the first sample period, we see that we fail to reject the null hypothesis for 9 out of 
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10 sectors. The only sector where we do reject the null hypothesis, is for OSE50 – 

Telecommunication Services. So, in the first sample period there is no evidence of 

asymmetry between positive and negative oil price changes. Period 07:1 – 17:1 is 

different, here 4 out of 10 sectors reject the null hypothesis at 5% level. Further, at 10% 

level, 6 out of 10 sectors reject the null hypothesis. The full sample period 97:1 – 17:1 

fails to reject the null hypothesis of equality for 6 out of 10 sectors. By using 5% level 

of significance as a benchmark for all the sample periods, we can conclude that only 1 

of 10 sectors reject the null hypothesis for 97:1 – 07:1, 4 out of 10 for 07:1 – 17:1 and 

3 out of 10 for 97:1 – 17:1. In general, these results suggest that the impact of oil price 

changes on the equity markets are mostly non-asymmetric, which is consistent with the 

results from Nandha & Faff (2008).  

 

Nandha & Faff (2008) also explain this by saying that “if a large oil price increase is 

bad news for an industry (e.g. transport), a large oil price decrease is likely to have a 

positive impact on its share price; and if an oil price increase is likely to have a positive 

impact on an industry such as oil and gas, the impact of an oil price decrease is expected 

to be the opposite”. Further financial markets are in general efficient and highly 

sensitive to news, so a large fall in oil price will probably be noticed by capital markets.  

 

The conclusion of symmetry from the null of equality, 𝐻I;:	𝛽n~G = 	𝛽m�G in the MLRM, 

is also consistent with the results found in 𝐻I: 𝛼P^ = 𝛼i^ in the Wald coefficient test for 

asymmetric effect in the VAR in section 4.2. However, the results from the Wald test in 

Table 9 show that there could exist some asymmetric effects between positive and 

negative changes in oil price on the different sectors. In general, there is no evidence of 

asymmetric effect between negative and positive oil price changes on the sectors.  
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Therefore, it is possible to conclude that there are non-asymmetric effects between the 

impact of positive and negative oil price changes and the sectors on Oslo Stock 

Exchange, across sample periods and methods.  

 

4.3.2. Standard market model for the benchmark index (OSEBX) 

	

To analysing whether oil price has a systematic impact on the benchmark index 

(OSEBX) on the Oslo Stock Exchange, we apply a somewhat different model than in 

section 4.2.1. Where 𝑅rstuvwx%y  represents the orthogonalized world market returns. We 

are now analysing OSEBX, and we can no longer let OSEBX represent the world market 

returns. Therefore, we include S&P as a proxy for the world market returns. We do 

however, still follow much of the same approach as Scholtens & Yurtsever (2012) and 

Nandha & Faff (2008) for the variables used in this analyse, but the model and method 

are consistent with Hammoudeh & Li (2005) and Faff & Brailsford (2000). There they 

present a two factor “market and oil” pricing model, that only includes oil price and a 

market index. Brooks (2013) says that a two-factor model can be used to test CAPM, 

but arbitrage pricing theory does not pre-suppose that there is only a single factor that 

affects returns. Thus, it could be debated that a two-factor model is consistent with the 

APT framework. Therefore, we do follow the two-factor model in Hammoudeh & Li 

(2005) and Faff & Brailsford (2000). The model used for capturing oil price effect on 

OSEBX is the following: 

 												𝑅stuvwx% = 𝛼 + 𝛽;𝑅�&2% + 𝛽P𝑅tG{% + 𝜀% 

where 𝑅stuvwx% is the real benchmark index returns for period 𝑡, defined as 

log( 𝑂𝑆𝐸𝐵𝑋%/𝑂𝑆𝐸𝐵𝑋%:;), where 𝑂𝑆𝐸𝐵𝑋% is the value of OSEBX for period 𝑡. 𝑅�&2 is 

the S&P 500 index, which consists of 500 large companies listed on NYSE or 

NASDAQ. In this two factor model the S&P 500 represents the world market index, 
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and is calculated into Norwegian Krone, and we use the real returns for S&P defined as 

log( 𝑆&𝑃%/𝑆&𝑃%:;).	Like the multivariate model from Nandha & Faff (2008) and Faff 

& Brailsford (2000), we do only include the linear oil price specification. The results 

from this two factor model are presented in Table 10.  

 

Here, we do see that the oil price coefficients are significant for all the sample periods. 

Consistent with linear oil price specification in the VAR model in section 4.1, the result 

in the first sub-period is not as significant as in the second sub-period or the full sample 

period. We do see that the oil price coefficients are positive and significant, which is 

consistent with VAR model in section 4.1. However, in the VAR model we only find 

the impact of linear oil price shocks significantly positive in a month or within a month. 

When using a two-factor model, we cannot see the monthly significant impact as we do 

in a VAR model. We do conclude that the results from the two-factor model is consistent 

with the significant impact from the linear specification in the VAR model from section 

4.1.  

We do also conduct an asymmetry test for this two factor model. Here, we follow the 

same method as above from Nandha & Faff and conduct a Wald test. The two-factor 

asymmetric model is the following:  

					𝑅stuvwx% = 𝛼 + 𝛽;𝑅�&2% + 𝛽P~𝐷 ∗ 𝑅tG{% + 𝛽i� 1 − 𝐷 ∗ 𝑅tG{% + 𝜀%	 

Where D is still the dummy variable taking value of unity if the oil price variable is 

positive (i.e.   	𝑅tG{	% > 0 and 𝐷 = 0. Otherwise; 𝛽P~ and 𝛽i� are indicative OSEBX 
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coefficients corresponding to up and down movements in the oil factor. There the null 

hypothesis and the specific version stay the same as before, and are presented in Table 

11.  

𝐻I;:	𝛽P~ = 	𝛽i�  

and 

 𝐻IP:	𝛽P~ = 	𝛽i� = 0 

 

Here we see that we fail to reject 𝐻I;:	𝛽P~ = 	𝛽i� for all sample periods. For 𝐻IP:	𝛽P~ =

	𝛽i� = 0, we reject the hypothesis that the oil price coefficients are jointly zero. The 

results from the two-factor model are consistent with the asymmetric effect of oil price 

shocks in section 4.2. From the linear oil price specification in variance decomposition 

in section 4.2, it seems that negative oil price shocks have a greater impact on the 

benchmark index than positive oil price shocks. In Table 11, the results for the 

coefficients also indicate that negative oil price changes are greater than positive 

changes in oil. However, consistent with section 4.2, the Wald test finds no evidence of 

asymmetric effect between positive and negative oil price changes on the benchmark 

index. Therefore, we conclude that there is no evidence of asymmetric effect between 

the impact of positive and negative oil price changes on the benchmark index on Oslo 

Stock Exchange, across sample period and method.  
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5.     Conclusion 
 

The primary objective in this paper was to analyse the response of the Norwegian stock 

market returns to oil price shocks, and see if the effect is different from positive and 

negative shocks. The Norwegian stock market returns are represented by 10 sectors and 

the benchmark index. Our sample period spans between 1997-2017 and is divided into 

sub-periods. We use different oil price specifications from the literature to investigate 

the relationship between stock market returns and the oil price. Moreover, we use 

different methods, models and tests to estimate and assess the sectors and the benchmark 

index responses to oil price shocks. This paper takes inspiration and follows method and 

models presented in influential papers from the literature.  

 

Throughout the VAR impulse response analysis, we find that the stock returns in the 

period 1997:1 – 2007:1 are not so much effected by oil price changes. The results are 

consistent when using different methods and oil price specifications. The probable 

reason for this is that oil price was relatively stable, and the firms on the Norwegian 

stock market were not that oil dependent during this time. Period 2007:1 – 2017:1 tells 

a different story, where oil price shocks have a statistically significant impact on both 

sector stock returns and benchmark index returns in the same month or within one 

month, across the oil price specifications. Period 1997:1 – 2017:1 shows the same 

significant impact of oil price as the previous period. The only major result in this period 

is that OSE10 – Energy is significant in or within 24 months after an oil price shock 

occur. This is not unexpected seeing as this sector has oil and gas as an output. OSE10 

also shows the greatest impact of oil price shocks. The impact of oil price is mainly 

positive on the Norwegian stock market returns.  
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The sectors and benchmark index do show to have an asymmetric relationship between 

positive and negative oil price changes from the variance decomposition in section 4.2 

and from the oil price coefficients in section 4.3, where negative changes in oil price 

seem to have a greater impact than positive changes on the Norwegian stock market 

returns. On the contrary, findings from the Wald asymmetric test show non-asymmetric 

effect on the relationship between positive and negative oil price shocks, across 

methods, sample periods and oil price specifications. In this paper, we do conclude that 

in general there is no evidence of asymmetric effect between positive and negative oil 

price shock on the real stock returns on the Norwegian stock market.  

 

In all, this paper has provided an overview of the relationship between oil price shocks 

and Norwegian stock market returns at a detailed level. The asymmetric pattern of the 

sector index returns and benchmark index returns have been investigated with respect 

to different oil price specifications. We conclude that oil price shocks affect the 

Norwegian stock market. The impact of oil price is consistent when using different 

methods and models. The findings in this paper seem to be robust, seeing as different 

models and methods yield consistent results. Initially, we expected the results to be 

greater, since Norway is a net-oil exporter and is highly dependent on the oil price. It 

seems that the Norwegian stock market is mostly efficient where oil price information 

is quickly incorporated into the stock prices, seeing as the impact of oil price shocks is 

not significant for a long period after its occurrence.   
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5.1.     Further research 

From the data sample and the results, it would be interesting to analyse the effect in a 

5-year period instead of the 10 year sub-periods we used. The 5-year period could show 

some different results, especially in period 1997:1 – 2007:1, where the 5-year period 

closer to 2007 could be more significant than the period closer to 1997. The same can 

be said for 2007:1 – 2017:1, where the 5 years from 2007 could be more significant than 

from 2012. Further, it seems that OSEBX and the oil price have moved differently since 

2012, so it would be interesting to analyse the mechanics behind this. Furthermore, this 

thesis does only include sectors and the benchmark index. It is possible to analyse at a 

more disaggregated level and look at the 24 industry groups to see if this give added 

significant results. The effects may have been canceled out when accumulated into 

sectors. It would also be interesting to use the same methods and sample period in this 

paper and extend the thought to Denmark and Sweden, to see the different response 

between the Scandinavian countries. 
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7.     Appendix  
7.1. Appendix A 

Data source  

All data are from Bloomberg Terminal (BT), Thomson Datastream (TD) and Statistics Norway 

(SSB) 

Monthly data from 1997:1 to 2017:1 

1. Interest rate: Norwegian Interbank Offered Rate 1 month (NIBOR1M) from TD 
2. Industrial production: Table 07095: Index of production, by industry (SIC2007) and 

main industrial grouping (2005=100), seasonally adjusted from SSB 
3. Nominal Oil Price: Crude Oil-Brent Current Month FOB U$/BBL from TD 
4. Real Oil Price in Norway: Nominal Oil Price * Exchange Rate deflated by CPI index 

in Norway 
5. Consumer Price Index: Table 11446: Consumer Price Index, by consumption group 

(1998=100) (Closed Series) data range 1997:1 to 2016:12 from SSB 
6. Stock Market Indexes: Sector stock market indexes classified with Global Industry 

Classification Standard (GICS). The Benchmark Index comprises the most traded 
shares listed on Oslo Stock Exchange. S&P 500 Index is based on the market 
capitalization of 500 large firms on NYSE or NASDAQ all stock market data from BT 

7. Exchange Rate: Datastream Stream Exchange from US$ to NOK from TD 
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7.2. Appendix B 
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