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ii Chapter Description

Background: The background in this document describes in short

what this bachelor revolves around and some essen-

tial information about the legacy system that the whole

project began with.

Problems To Solve: The problems to solve in this document contains the

main problems of this project and what will be changed

to some extent. It also goes more in depth on how the

system works over all and how it holds together. Each

main problem is divided into different sections so that

one can receive a greater understanding of the bigger

picture.

Project Methodology: The project methodology describes our methodology

and how our group being multidisciplinary affected our

choice of method. Within this chapter is also the pillars

of our project, namely requirements, testing and risk.

Modeling and Designing

the System:

Modeling and designing the system is how we intend to

solve the problem and design the new system.

Implementation and Pro-

duction:

The process of designing and developing the final prod-

uct. Changes to the product during the project. In addi-

tion to how you will produce the product.

Challenges: The challenges we have met throughout the project.

Argos Final Product: How the final product functions and interact within its

boundaries.

Conclusion: The conclusion summarises how the project went and

concludes with our thoughts and experiences in hind-

sight.
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1 Background

Project Argos is a see through armour system that began development in 2015 by

Kongsberg Defence and Aerospace (KDA). The project is mostly developed by sev-

eral summer interns and bachelor projects, with the help of exceptional guidance from

in-house engineers and university supervisors. With the help of high resolution cam-

eras with low delay, an operator can sit within a vehicle and view the surroundings

trough Virtual Reality (VR) goggles. This way, the operator is still protected from the

environment and has no need to expose them selves to unnecessary danger.

The set-up that we inherited at the beginning consist of four Mako cameras. These

are linked to a network interface card(NIC) within the computer, so that the Argos

system can interpret this. To contain and protect the cameras during operation we

have two boxes. These boxes are mostly build out of acrylic and metal, which are

the attached to a wooden plate so it can be mounted on the roof of a car. We also

have a power supply that runs on batteries to provide power to the rest of the system

when it is used in the field. A part that provides directional information is the Inertial

Measurement Unit (IMU). This sensor provides the possibility for the person operating

the system within a vehicle, to follow the cars movement when turning without the view

drifting. If this sensor would not be in the system and the car were to turn, the operator

would still view the same direction as the operator viewed before the car turned.

1.1 Scenario of Demonstration

Project Argos is a system designed to improve the situational awareness of soldiers

when in a armored fighting vehicle (AFV). One possible scenario is for an AFV driver,

that while driving, information comes in from other allied units, that a group of enemy

units has been spotted in the direction the AFV is headed. Based on this information

the Argos system can immediately display the location in the drivers heads up display

(HUD), together with additional information that has been gathered.

Since Argos for now is only a Research and Development (R&D) project, and thus

only really used as a proof of concept, a scenario that is closer to this bachelor project,

is for a demo in a car, carried out by an engineer at KDA. The engineer is on his own

able to set up the system with minimal effort, in any car he was able to reserve for the

demo. During the demo the engineer is then able to check on the battery level between

each person/group testing the system to ensure that the system does not run out of

power while driving. Once the demo is over, the engineer is then able to dismount the

system from the car to place the system components in storage, until the next demo.

9



2 PROBLEMS TO SOLVE

2 Problems To Solve

Based on previous experiences made by both bachelor groups and summer interns, it

was determined that a complete reinvention was needed for all hardware in the system.

The previous hardware had been both designed and manufactured by only three elec-

trical, and one mechanical engineering students over just two months. Already during

the summer of 2016 comments were made regarding mistakes, since then the prob-

lems have only grown more obvious to anyone observing or working on the system.

Because of these experiences there was determined a list of things which needed

to be redone in a more proper, well-planned manner. Because of this feedback, we

have been given the job of effectively scrapping all old hardware, replacing it with new,

more future proof designs. In addition to this, because Argos is meant to be able to

show targets, like allies and enemies, but it can’t actually be used in a real life situation

as to collect this data. A feature was requested to be able to simulate a real scenario for

Argos in a Battle Management System (BMS), to then be able to transmit this simulated

data to the Argos system. This is so that the Argos system will be able to record the

data, to manage later playback of the targets.

2.1 Legacy Mounting System

The current solution for the camera roof mounting, could be considered an extremely

tedious process to mount on a car. This is done by using multiple screws and extension

irons. They are held in place with bolts to a wooden plate as shown in Fig.2.1. This

wooden plate is then connected to the pre existing roof rack of a car. Even though it is

a tedious process to mount, the solution is highly maintainable, since all the products

are available in hardware stores. We want to make it easier to mount and dismount the

camera boxes to a car, but also make it more streamlined.

10
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Figure 2.1: Argos 3 former mounting solution

2.2 Environment Protection For Cameras

In our project, we were asked to design a new solution to protect the cameras from the

environment. Kongsberg Defence and Aerospace want a more streamlined and less

time-consuming process in all aspects when interacting with the Argos system.

The system we inherited requires two people to mount. The boxes are mounted on

large wooden frames, which make them hard to handle. The mounting solution also

wastes time and could be vastly improved. In addition to this, the cameras don’t have

an auto adjustment to lighting. The light sensitivity adjustment needs to be manually

adjusted on the camera lens. Getting access to the cameras in the current boxes is a

whole ordeal. The covers have several screws as shown in Fig. 2.2 and are sealed

with silicone sealant. This means getting access to the cameras is a slow and tedious

process if you were to seal it when putting it together.
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2 PROBLEMS TO SOLVE

Figure 2.2: Argos legacy rear camera box

2.2.1 Field of View

We discovered when exploring design ideas and investigation that the cameras are not

optimally placed. The field of view of the cameras has a dead zone as they’re placed in

the old boxes. The dead zone is small and unnoticeable in the image when using the

Argos system, probably due to image rendering. The camera mounting position has to

be taken into account when making the new boxes to fix this problem. There should

be no dead zone between the cameras. We would rather have an overlapping image

than a dead zone. Overlap can be fixed in software. In addition to this, the technical

information from the manufacturer is not correct. The field of view does not match the

stated values in the product data sheet.

2.3 Inertial Measurement Unit Vibration Attenuation

An inertial measurement unit (IMU) is a gyroscope, accelerometer and magnetometer

combined into one. It measures specific force, angular rate and magnetic field. For

our project, we use it for measuring our position while we are driving. In our project

we’re using three IMU bricks with a fourth master brick as seen in Fig. 2.3. The reason

for stacking several of these bricks on to each other were an effort to receive more

reliable values/readings. Vibration attenuation or vibration dampening is believed to be

required for the IMU to be stabilized while in the field.

12



2.3 Inertial Measurement Unit Vibration Attenuation

Figure 2.3: IMU Stack

The previous year the summer students had a problem where the IMU would lose

track of where it was and would interrupt their driving. Their solution to this problem

was rubber bands in a basket they used to stabilize the IMU see Fig. 2.4. While this

solution solved the problem temporarily, we want to design a more permanent solution.

Figure 2.4: Former IMU Vibration Attenuation System

We’ve been doing some internal testing of the IMU using Brick Viewer- and VR

software. In this testing we found out that the IMU loses track when we move it when-

ever we use Brick Viewer. When we’re using VR in unreal engine the IMU is working

13
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flawlessly. We started looking through some of the documentation from last summer

project and found out that one of the last things that was disabling the magnetometer

in the IMU. While in the Brick Viewer we can’t disable the magnetometer so we have to

investigate to see if it’s the magnetometer that makes the IMU lose track.

While researching on the internet we found that the most common way drones have

done vibration attenuation [66], is using anti-vibrating rubber dampener [67]. Drones

uses vibration attenuation for the flight controller, which is an IMU due to the sensitivity

of the component.

2.4 Legacy Power System

When we overtook Argos, the computer that runs the Argos software was powered

from a power inverter. Power inverters are used to invert the DC voltage of a battery

into AC voltage that emulates the power grid. There are multiple ways of designing a

power inverter, some much better than others [74]. The power inverter we inherited

has what is called a modified sine wave output. Modified sine wave means that the

output does not look like an ordinary sine wave, but is instead an approximation of a

true sine wave.

We made measurements of the power inverter using a Keysight DSO1072B Digital

Storage Oscilloscope. The output of the inverter is shown in Fig.2.5. By examining the

output we see that the inverter is a modified sine wave inverter with only three steps.

The higher the step count the higher quality the output wave is [75].

Figure 2.5: Inverter output measurement, fs = 90kHz

(y-axis not to scale)

Fig.2.6 shows a typical signal from the power grid. In this figure, we can clearly

see a distinct sine wave. There is some noise in this example, but the noise has much

lower impact on the quality of the signal than the distortion of the modified sine wave

[73].
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2.4 Legacy Power System

Figure 2.6: Typical power grid

The bottom figure shows the power spectrum for both of the signals. The power

spectrum essentially shows where the power lies within each of the signals [76]. Ideally

there should just be one slender peak all the way on the left side of the spectrum, like

the power grid. But the measured signal from the inverter has many other peaks and

valleys throughout the spectrum. These other peaks are called harmonics and are the

cause of many problems.

Figure 2.7: Inverter power spectrum

blue: Inverter, magenta: power grid

Total harmonic distortion (THD) is the unit of measurement used to define level

of harmonics in voltage or current waveforms [68]. The standard definition of THD,

known as THDF , is defined as the ratio between the power of the harmonics and the

fundamental frequencies.

THDF =

√
∑

∞

n=2
I2n

I1
(2.1)

The inverter that we now use, is a three-step modified sine wave inverter which was

added to the system in 2016. This provides a THD of as much as 28% at full load,

which is a lot since the computers power converter does not have any contingencies

for receiving anything different than a true sine wave and therefore can cause damage

to the system within. Optimally we would want a THD less than 5%, since this is the

IEEE-519 standard [69]. This can maybe be achieved by adding additional filters or

change out the inverter with a true sine wave inverter with low THD.

We also plan to add functionality so that we can hot-swap the batteries when the

charge starts running low. By doing this, theoretically at least, we can prolong the

runtime of the system indefinitely.

15



2 PROBLEMS TO SOLVE

2.5 Estimating The Battery State of Charge

We received a requirement from our employer that it should be possible to monitor

the remaining charge of the batteries and view the information in virtual reality. We

divided this into two sections, electrical and software. In this section we will focus on

the electrical system that will send the necessary information to the computer.

Doing research on this, we found many battery monitoring circuits that were pre-

made and mostly developed for boats or cars. Some problems with theses were the

fact that these just displayed the values on the screen, while we needed the values

electronically, since it is to be accessed in the virtual reality. Going forward we dived

a bit deeper and found out about Coulomb counters, which is a circuit that is made

for measuring electrons passing trough a certain point. A problem that were quickly

discovered, was the fact that Coulomb counters aren’t made for high power circuits

like the one we are designing, considering the massive current of a hundred ampere.

Because of this, we made the decision that the best way forward would be to construct

our own.

Monitoring the state of charge can be very intricate, because there are very many

factors that can create deviations from the estimated charge [82][83][84]. In addition to

this, many of the parameters that are required, may only be measured when the battery

is at without load. To understand why some parameters can only be measured when

the battery is at rest, a good example would be voltage. A battery that is fully charged

and put under heavy load, could indicate that the battery is almost out of charge, due

to the voltage in the battery decreasing as the load increases. In addition to this, if we

would only measure voltage, a battery that is almost empty, could be interpreted as

close to fully charged once it is back at rest [78]. If the same measurements only were

to be done while the battery is at rest, the difference from fully charged to empty could

be as little as half a volt for a 12 volt battery.

Since there are so many parameters for measuring the state of charge for a battery,

we have decided to only use a fraction of these as we only will measure voltage and

charge depleted from the battery. The reason for this choice would be that our employer

only wanted a estimate of the charge and a indication of when the battery is running

low, so that it would be either possible to change the battery or turn the system off. By

only measuring the voltage and charge depleted from the battery, the estimation will

be something close to a fuel gauge on a car or a boat, in other words, only give a close

approximation.

2.6 Monitoring And Regulation of Temperature

We were given the requirement to monitor the temperature of the camera environment,

so that the temperature does not go above or below the cameras operating tempera-

ture. Given this information we presented the option to our customer, that regulating

the temperature could also be an option. This suggestion was well received and if
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this would be possible, it should be implemented. Knowing this, the task to regulate

temperature became a reality.

The temperature sensor that was already implemented in the system did not read

the temperature correctly, which was one of the challenges for us to solve. After un-

derstanding how much interference the inverter made on the DC part of the circuit, we

got an understanding that this might be the cause of the miss information the sensor

provided. This is something that our customer confirmed, since some of the summer

interns had uncovered this when searching for problem. Knowing this, we know that

the power for the sensor must either be filtered or provide another power source.

2.7 Mismatch With Software Architecture and Software Implemen-

tation

Originally the system had UML diagrams, explaining both the system and software ar-

chitecture. There had also been designed class diagrams. Diagrams was made so that

anyone working on Argos in the future could easily understand how the system works,

and get to work as quickly as possible. However, because of transitional problems from

the bachelor project to the summer interns in 2018, the diagrams no longer matched

the system. In combination with all of the changes we are making during this project, it

has been requested that the architectural diagrams be updated to correspond with the

true state of Argos.

2.8 Software Communication with External Battle Management Sys-

tem

Argos needs a system to receive simulated tactical information and to mark targets

of interest. Battle Management Systems is designed for this use, and such systems

have been designed by many different publishers. Kongsberg Defence and Aerospace

(KDA) are already using Virtual Battlespace (VBS) in other simulations, so Argos is

required to use it as well. VBS is published by Bohemia Interactive and is used to

simulate battle situations for training and review. VBS is also used to get an overview

of a battle situation. The software is created for use in a military setting and is mainly

sold to other corporations that manufacture systems for military use.

This VBS plugin will be an entirely new part of the Argos system. The problem is

to script a plugin to VBS3, to establish a connection between the Argos system and

VBS. This requires an understanding of VBS scripting. The plugin will need to work

as a server and collect information from the VBS Mission, format it and send it to the

connected Argos program. The plugin will be written in C++ and the VBS script needs

to be a part of this plugin. Because VBS is an application aimed towards the military

market, there’s a lack of public information about the software and how to use it.

Other than the plugin, we need a demonstration mission in VBS. This mission will
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need to have markers and vehicles. The vehicles should be separated into two teams

and move around, ideally at random. The mission should be located close to the

university.

The Argos application also needs an implementation for connecting to VBS, receiv-

ing the data, and finally displaying the targets to the operator in the HUD. Having looked

at the target system already used internally in Argos, we knew we wanted to base the

new implementation on it as much as possible.

2.9 Software Application Target Tracking

Implementing target tracking was one of the features requested of the bachelor team

of 2018. That way a position could be marked, and become visible both in the map,

as well as in the HUD. Unfortunately during the summer of 2018, some changes were

made which affected the tracking, effectively breaking the functionality.

Figure 2.8: Placment of the markers at the beginning of the project

The summer interns in 2018 decided to move away from a main menu, and instead

use a single unified map, with all the functionality collected in one place. This should

make the software more efficient in use and also allowing live switching between the

feeds from the Mako cameras and the Insta 360 camera. The camera spheres ended

up getting a different scale, which meant that the HUD markers would end up outside

of the camera sphere as shown in Fig. 2.8.

Displaying Information about targets when looked at in the HUD, is a functionality

originally previously implemented. This functionality was broken the same way as the

markers themselves, in that the HUD would spawn in outside of the camera sphere.

Yet another problem that was uncovered was that the markers would be displayed in

the HUD from the perspective of the camera sphere, not from the vehicle relative to the

map. This also meant that the distance to the marker was way off.
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2.10 Broken GigeVision Recording and Playback in Software

Recording the video streams from the GigeVision cameras is a functionality which re-

mains unfinished from previous projects. The same applies to playback of the same

recordings. While this is not a highly prioritized problem in the system, the customer

has expressed some desire to regain the functionality from the original Argos appli-

cation. While both features had their implementation started previously, attempting to

record footage from the cameras, would silently fail if a predefined directory did not ex-

ist before starting the recording. Although the file names for each of the four cameras

would be dynamically set to Front, Back, Left or Right.

Figure 2.9: Code determining where to save the recording

The application would always attempt to write the recording to the directory as de-

cided in the manner shown in Fig. 2.9. Assuming the directory existed it would suc-

cessfully write one file for each camera. However if the directory did not exist, it would

not give any warnings, thus leaving the user to discover the missing recordings after

the fact. Because of the application never actually creating the directory, the user has

to manually create a folder named "GigeRecording" on the C drive. This also meant

that if a new recording was started, while a recording was already present, it would

overwrite the old recordings. After changes to the user interface, actually starting or

stopping a recording also became impossible, as there was nothing connecting the

recording functionality to the user interface.

2.11 Software Changes Accommodating Changes in Electrical Sys-

tem

Argos has traditionally been able to receive sensor data, telling the application the tem-

perature in the camera boxes. However, as the electrical system would be redone with

different sensors, the software needed to accommodate these changes. The customer

also requested that a warning be displayed in the heads up display when the battery

charge reaches a threshold or the camera box temperatures goes over a limit. Enabling

the warning feature would allow the Argos user to perform a clean shutdown, instead

of potentially damaging the computer or cameras. Some work had been done on the

warning feature earlier. However, the only useful part of the earlier work was that it

could connect to a serial device using a the Unreal engine 4 plugin called UE4Duino

[112]. As it turned out the previous attempt had been attempting to accommodate the

old sensor system used in Argos 1, and would therefore mostly need to be replaced by

a new implementation.
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2.12 Official Argos Website Update

Ever since 2015, Argos has had its own website, projectargos.net, hosted by Kongs-

berg Defense and Aerospace [111]. One of the regular requirements to anyone working

with Argos is that they also update the website with what has been done by that group,

as well as who the group consisted of. While we were working on updating the web-

site, we observed that adding a new group was a very tedious process of copy pasting

the last group and color codes. The tedious work is a consequence of a color coding

system used to identify the different disciplines of group members. Another issue was

that every Argos team has a year logo, displaying the year of the team, as well as

being color coded according to whether they are a current, bachelor or intern group as

shown in Fig. 2.10. However, no font had ever been agreed upon to write the year, and

the exact color used had not been documented, meaning that for a uniform website we

had to entirely recreate the logos since 2015.

Figure 2.10: year logos for 2015
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Argos 3 is a further development of the previous Argos 2.0, meaning we would need

a project model that doesn’t expect being able to do everything from scratch. We are

also a multidisciplinary group with our own preferred ways of working, meaning we

didn’t want to force the entire team to try to follow the same methodology.

We decided to adopt Agile as a foundation, since it not only allows, but encourages

the flexibility and ability to change, that we need as a group [8]. We ended up effec-

tively replacing any references to “software” in the manifesto with the more applicable

“functionality” [2]. In this sense Agile gives us more guidelines on what to prioritize and

how to approach possible change.

Figure 3.1: Argos 3 task process [18]

One of the most important things to us as a multidisciplinary group, and with Ag-

ile as our foundation, is coming to an agreement on how to communicate across the

disciplines. In particular we need to be able to do this early on so that the software

architecture can be adjusted efficiently. While we did Extreme Programming, we came

to the conclusion that it was too determined to get straight to implementation, seem-

ingly skipping design entirely [6]. Because of this we narrow things down a bit with the

more specific Kanban, which specifically gives us the Kanban board with cards and

different lists. Using Kanban should allow us to quickly discovering problems as they

arise, rather than hiding them for later, unlike the waterfall model [4]. Our choice of
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Kanban is also fitting, because not everyone one team team knew each other ahead of

time, meaning there was no way to predict how well the members would work together.

While that may be a problem, Kanban has been suggested to be able to act as an

interface for communication between the team members while we get to know each

other [5].

Taking inspiration from other project processes, we can further refine Kanban into

a more specific process [3], specifying how we want each task to move between the

different lists as shown in Fig.3.1. We can can also optimize each members use of time

by limiting the number of tasks in Doing at any given time. By limiting each member

to at most one task we are ensuring that each member knows exactly what they are

supposed to be doing at any time, while also being able to keep track of the whole

teams progress [17].

3.1 Agile Industrial Design

Figure 3.2: Agile Design Process [12]

As Mechanical Engineers we’ve adopted the agile industrial design method [1].

With some changes to the model. In Fig.3.2 we have added three extra steps which

is prototype, prototype evaluation and production. We added these additional steps

because of a limited budget, as well as being more limited in the time we have to

manufacture designs.

In the initial stage we have design preparation. Which contains gathering infor-

mation, mapping requirements and constraints of the objective with our customers.

When the customer is satisfied with the requirements and constraints. We move to
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the iterative stage [19]. Here we go through multiple iterations until our product fill our

customers requirements. The number of iteration needed will vary for every project.

Each iteration in the iterative stage contains a design development stage, where we

design our interpretation of the product. During the design evaluation, the stakehold-

ers has a chance to give feedback on the design whether they are happy with it, or if

they want anything changed. We then move to the next design development iteration

with the new constraints and requirements in mind. This way we have a lot more focus

on individuals and interaction [11] [13]. The customer is always involved in the design

process, ensuring a product they will be satisfied with.

When the customer is happy with our designed product we will move to the last

stages which are prototype, evaluation and production. Since our project require us to

produce a finished product we have to include the three last steps. In the last iteration

we will create a prototype and test it, so it meets the necessary requirements. The

prototype can be either a physical model or CAD [20] If the requirements then are met,

we can move on to production. If the customer does not approve of the design or it

does not meet the requirements, we will have to begin a new iteration.

Since we have such a close cooperation with the customer it’s easy to make changes

to our design, which is a core part of a agile working method [7]. Since we have a strict

time limit on our project we decided an agile model is best. this is due to the reason

of being very adaptive and our project is prone to changes [9] [10], which is something

an agile model will embrace.

3.2 Daily Meetings

Taking inspiration from other project models, we agreed early to have daily meetings at

the beginning of each day [15]. Doing this would make it easier for the team members

to keep track of our total progress and be able to give feedback or suggestions [14][16].

3.3 Project Plan

At the very start of the project, as soon as we had a very rudimentary grasp of what

we needed to achieve during the project. We made a very temporary project plan, in

which we planned to complete all of the tasks in a very sequential order, as shown in

Fig. 3.3. With our first project plan, we had accounted for that some tasks could only be

reliably completed after some predecessors had been completely, or at least partially

completed.
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Figure 3.3: Argos 3 initial project plan

After our second presentation, it became very clear that the initial plan, would not

be accurate to how we would actually be working. Our employer also requested a more

broken down plan, so that it became more clear as soon as we experienced delays, this

new plan is shown in Fig. 3.4. As it turned out, we would also not be able to carry on

with the project as sequentially as originally hoped. The reason we ended up working a

lot more consecutively was to ensure we would finish the design for everything, so that

we could order everything we needed as soon as possible to begin production. Based

on advice from previous bachelor groups we also made sure to plan ahead so that we

would end the project with a week, dedicated only to finishing the documentation.

Figure 3.4: Argos 3 Project Plan

Since the beginning of the project it was intended that everything would be docu-

mented as the various tasks were completed, which we hoped would give us a rea-

sonable amount of time at the end. During the end of the project we would only have

to correct minor issues related to documentation, as well as completing the final test-

ing. Later in the project however, it became clear that various delays would become

24



3.4 System Requirements

an issue, hence delaying the dates for production and testing. As a result of the ex-

perienced delays, and production taking longer than we had planned, we lost our one

week documentation buffer.

3.4 System Requirements

We received requirements from our customer when we began the project in January

2019. After understanding what each requirement meant, we began to break them

down into different categories and sub-requirements. The reason we broke them down

is to receive a greater understanding of what the customer wants and how we will

achieve the goals of the project. To break down the requirements, we took one of the

requirements the customer had given us and tried to understand which building blocks

were needed to complete this requirement. Once we had found and understood these

smaller building blocks, we merged and divided them into so called sub-requirements.

The thing that was most important for us when we broke the requirements down, was

to never come to a certain solution. The reason for this is that we only want the sub-

requirements to guide us to a correct solution and not make us jump to one at the first

thought.

In Table 3.1 the main functional requirements can be viewed. The full list of all re-

quirements, including the main requirements, can be viewed in the appendix in Section

A "List of Requirements".
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Table 3.1: Argos 3 main functional requirements

F.1.1 The system shall have a BMS simulation that simulate

and send data to Argos

A

F.1.2 The system shall be able to display BMS information

overlay from an external data link

A

F.1.3 The Argos vehicle/system shall be accessible/visible

in the BMS

C

F.1.4 The Argos application and BMS shall be capable of

two way communication

A

F.2.1 The power source system for Argos in a car shall be

redesigned and supply a stable power and voltage to

the Argos system

A

F.2.2 The power source system shall be easy to mount and

dismount in a vehicle

A

F.2.3 The power source system shall supply status informa-

tion that can be accessed or viewed in the VR goggles

A

F.3.1 The camera system shall be redesigned so that it is

possible to access the cameras in a short time period

(3 minutes)

A

F.3.2 The cameras shall not be affected by the environment A

F.3.3 The camera system shall take no longer than 5 min-

utes to mount/dismount on a car

A

F.4.1 The system shall use an IMU (Inertial Measurement

Unit) align the system when used in a vehicle

A

F.4.2 The IMU shall be stabilized in order to prevent drifting

when used in a vehicle

A

F.5 The Insta360 camera can be mounted on a vehicle B

3.5 Risk Assessment

There will be many risks when we work with this project, and they will have different

consequences for our progress. When we assess the risks involved, we will score each

one with numbers between 1 and 5 for the probability and for severity, as we can see

in Fig.3.5. The probability for a risk is assessed by doing an educated guess on the

likelihood for a risk to occur and rate it there after. The Severity of a risk is assessed by

the additional cost if it were to happen, the performance cost and what effect it would

have on the schedule [22]. By multiplying these two numbers we will get an overall

score that we can compare with the Risk Matrix. This gives us an indication on which

risk we should prepare for, so we can minimise the consequences.
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Green indicates that it is only a minor inconvenience. Orange is a medium problem

that we should prepare for. Red could become a huge problem and will probably make

the project halt to a standstill. We need to prepare for this, so the consequences will

not be so severe [21].

Figure 3.5: Risk Matrix

3.5.1 Risk Table

The Risk Table is sectioned into an ID, the Risk description, probability and severity

score, and a total risk level. There is also mitigation row for each risk. The ID starts

with "R" to indicate a risk, and a number to separate the risks from each other. The

probability and the severity is included so we can easily understand the risks. The Risk

level indicates the severity of the risk.

In Table 3.3 one can see a partial list of the hardware risks. The full list of risks can

be viewed in Section C "List of Risks" in the appendix.

Table 3.3: Partial list of hardware risks

ID Risk Probability Severity Risk level

R.1 GPS failure 2 1 2

Mitigation We have more GPS’s to replace any failed GPS units

R.2 Development PC fail-

ure

1 1 1

Mitigation All files are backed up on all computers and on KDA’s

server

R.3 Argos PC 1 failure 2 2 4

Mitigation All files are backed up on all computers and on KDA’s

server and we have 2 other Argos pc’s we can use

R.4 Argos PC car failure 3 3 9

Mitigation We have a second pc capable of running VR
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R.5 Argos laptop failure 3 2 6

Mitigation All files are backed up on all computers and on KDA’s

server and we have 2 other Argos pc’s we can use

R.6 Car failure 1 2 2

Mitigation We have multiple cars at our disposal

R.7 Office network failure 1 4 4

Mitigation We have several switches at our disposal

R.8 Camera failure 1 5 5

Mitigation Making sure the requirements for the camera system are

fulfilled and ordering repair or buying new ones

R.9 Mechanical connec-

tion failure

2 2 4

Mitigation Running tests, simulations and prototyping

R.10 Power failure while

testing in car

3 5 15

Mitigation All files are backed up and someone without VR goggles

are sitting in the passenger seat

3.6 Testing

We will begin by identifying what requirement we want to run a test on, so that we can

start identifying what kind of scenario we want to run the test in, this should cover end

to end functionality of the product. When the scenario is established, we can begin to

define the test case [23]. The test case is a set of instructions that define how we will

validate the test and identify positive or negative feedback. To meet these requirements

the test case should contain test data, expected results and conditions [24].
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Figure 3.6: Visual demonstration of test procedure

After identifying test scenario and defining test case, the test can be run. When we

run the test it is also important to run the test with values that the system do not expect,

this can be done by applying different error values.

The tester will then write a report on how the test went, so the rest of the group will

be able to review the test, to either be approved and sent to "verification" or make it

revisit an iteration and go trough the whole process again.

The full test report can be viewed in the appendix, under the Section B, "Test Re-

port".
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4 Modeling and Designing the System

4.1 Mounting System Proposition

We started out with researching how the mounting systems on roof racks and skiboxes

for cars are done today. We found Thule’s FastClick system, that is used on the Thule

Touring ski boxes. Since the mounting to the roof rack is such a plug and play method,

we decided to have a deeper look into this product. We asked the company if they

could share either some technical data or the 2D drawing/3D model. Sadly we got

the answer "We’re sorry to tell you that we do not share out technical drawings with

the public, not even for scholar projects..." [25] Because of this we decided to create

our own 3D model of the Thule FastClick system, to get a visual representation of the

mechanism, as seen in Fig. 4.1.

Figure 4.1: Thule FastClick

Our CAD model of the FastClick system is non-functional and is only used to get

an estimate of the proportions. The FastClick system has a built in torque indicator, for

a safe and secure assembly, it also fits on crossbars with a maximum width of 80mm.

We have decided to design something including this system, since this is the best

time saving system we found. After a brainstorming session, we came up with some

different design alternatives for the mounting system. We decided to put up a decision

matrix for the different alternatives we considered as seen in 4.1.
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Table 4.1: Decision matrix for concept design

Key criteria Impor-

tance

Roof

plate

Roof

bars

Directly

mounted

on roof

rack

Scaffold

bars

Legacy

system

Cost 2 4 4 3 3 5

Produce time 5 4 4 1 3 5

Aerodynamic 1 4 5 5 3 4

Stability 4 4 3 3 5 4

Easy to handle 4 4 4 2 4 1

Easy to understand 3 5 4 3 5 4

Looks 1 4 5 3 4 1

Easy to substitute 3 5 4 1 4 5

Mounting time 5 4 5 3 4 3

Weight 4 4 5 5 5 2

Sum 134 135 86 131 110

4.1.1 Potential Mounting Systems

Crossbars One of our ideas was to design some bars that would be fastened on the

crossbars from the front to the back of the car like seen in Fig. 4.2. After setting up

the Decision matrix we found that this was one of the highest scoring systems. So we

decided to create a quick design to see how it would work and to get a visualisation of

how it would be.
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SOLIDWORKS Educational Product. For Instructional Use Only.

Figure 4.2: Roof crossbars

Scaffold Bars Scaffold bars was a system that was thought up from thinking about

rigidity for the cameras directly. It almost scored as high as the roof plate and cross-

bars but we decided not to investigate it any further. Mostly because it is a very time

consuming to design and produce.

Directly Mounted Camera Boxes We thought about not having a separate mounting

but building the mounting in the camera boxes so you can mount the cameras directly

to the crossbars of the car. This system would cause a lot of problems for all the cars

that only have two crossbars to connect to and not four crossbars. Since to get it rigid

and mounted securely we need atleast two bars to connect to. This system scored the

lowest score of all our brainstorming system so we decided to scrap this idea.

Roof Plate Roof plate is the system currently on the roof of the car. These are made

of wood and have too many screws. Our design would get rid of the screws and create

a quick release system for the mounting of the camera boxes to the roof plate. We

decided to have a set point for the FastClick on the front of the plate so it would always

connect the plate to the front crossbars at the same place. Since the distance between

each crossbar is different from one car to another, we made an adjustable point to

connect to the back crossbar.
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SOLIDWORKS Educational Product. For Instructional Use Only.

Figure 4.3: Roof plate

4.1.2 Deciding On Mounting Design

After careful consideration we initially planned to go for a roof plate. We took inspiration

from an ordinary roof luggage rack. We think the idea of using Thule FastClick, as seen

in Fig. 4.1, is innovative and smart. Our design process started with a plain roof plate

with Thule FastClick in mind. The design of the roof plate we initially decided on is

shown in Fig. 4.4.
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Figure 4.4: Roof plate with camera boxes

With a few minor setbacks and a lot of time spent on design of the camera boxes,

we had to reconsider the mounting system. Making the roof plate out of carbon fiber

would take to much time to produce, time we didn’t have. We were forced to come

up with a less time-consuming solution to meet the deadline. We brainstormed a new

design that would take less time to implement, and actually turned out to be a more

versatile design solution. We decided on using aluminium profile system in the form of

roof bars as seen in Fig. 4.5. The first draft of the system is shown in Fig. 4.6.

Figure 4.5: Cross sectional area of the aluminium profiles we are considering
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Figure 4.6: Early roof mounting system design with camera boxes

We did calculations to decide on the dimensions of the aluminium profiles. We had

various options to go for considering the dimensions. The initial thought was to choose

a 40mm x 40mm aluminiums profile. First we made an educated estimate of the weight

of the heaviest box. We agreed on 5 kilograms. The distance between support and

load is adjustable, but we estimate 450mm from measurements done on the car. In

Fig. 4.7 and 4.8, we see a free body diagram(FBD) of the mounting system.

Figure 4.7: FBD of the mounting system
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Figure 4.8: Simplified FBD of the mounting system

Using the simplified FBD we have a quick way to calculate the deflection and

stresses in the aluminium profile when deciding what to order. Values are taken from

the producers datasheet [26]. The deflection is described by the equation

f =
FL3

3EI
(4.1)

for this particular case [26], [27].

We did some fast hand calculations and found out that 40mm x 40mm was more

than enough and looked into a smaller dimension. We decided to go with 30mm x

30mm instead, which gives us a deflection in one profile of 0.657mm.

The bending stresses induced in the profiles are described by the equation

σBending =
MB

W
(4.2)

in bending cases [27]. In our case the moment is produced by the force applied

450mm from the support. The stress induced in one profile is 10.2 MPa. The tensile

strength of the aluminium used in the profile is 245 MPa [26]. This means we have a

safety factor of 24 [28].

To verify our calculations we ran a simulation in Solidworks. Getting a simulation on

the whole system proved to be rather difficult, so we decided to simulate the system

we did calculations on. The values of the simulation proved to be similar to our calcu-

lations. As seen in Fig. 4.9 and in Fig 4.10 the deflection and stress induced in the

beam is 0,521mm and 9,564 MPa respectively.
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Figure 4.9: Simulation result of deflection using 450mm distance and a 50N force on

the simplified system showing a value of 0,521mm

Figure 4.10: Simulation result of stress induced using 450mm distance and a 50N force

on the simplified system showing a value of 9,564 MPa

After fighting the analysis tool on several occasions, we managed to get a simulation

on the whole system showing increased stress. This was expected, but with a safety

factor of 24 from previous calculations, we were not worried. It’s still well inside the yield

of the aluminium. The calculations from the simplified free body diagram did not take

into account that the beam has overhanging loads on both sides. With a difference of

about 7 MPa, it’s minuscule compared to the yield strength of 245 MPa. The deflection

did not increase. Simulation result is shown in Fig. 4.11 for deflection, and Fig. 4.12

for stress.
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Figure 4.11: Simulation result of deflection using 450mm distance and a 50N force on

the whole system showing a value of 0,408mm

Figure 4.12: Simulation result of stress induced using 450mm distance and a 50N force

on the whole system showing a value of 16,174 MPa

As the design progressed we were able to measure digitally what the mass of our

system would be. This is handy to know since our system is to be mounted on a car

roof and needs to be lifted. We had seen the mass/m in the datasheet and had a

general idea of the mass in mind when going forward with the design. With computer

calculations, we were able to figure out that the mass was about 7 kg as seen in Fig.

4.13. This is an acceptable mass to lift above the head.
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Figure 4.13: Solidworks calculations show the weight of our design, which is calculated

to be 7,151 kg

We decided to go ahead and order components so we could start production. The

design uses eccentric locks with hooks as a tightening mechanism. In Fig. 4.14 you

see the final design of the roof mounting system we decided to go with.

Figure 4.14: Final design of the roof mounting system with camera boxes
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4.1.3 Galvanic Corrosion

Using two different metals in conjunction with each other have a risk of inducing gal-

vanic corrosion. The energy potential between two metals will induce a low current

that can cause one metal to corrode faster than normal [61]. When using aluminium

we need to be careful about using steel screws, bolts, washers and nuts in harsh

environments [62]. This means environments that contain salt, which means mostly

coastal areas and on the sea. Roads are salted during winter so testing on a road that

is not salted is preferable. Parts of the camera boxes and the roof mounting system

are going to be aluminium, so this needs to be taken into consideration. To reduce the

galvanic corrosion potential we need to use aluminium or zinc coated/stainless steel

applications.

4.2 Camera Shielding Propositions

To begin with, we did some calculations on the old Argos front camera box, by estimat-

ing necessary information with help from a compendium in fluid mechanics [29]. We

calculated the area, A, of the box using computer assisted design tool, SolidWorks, to

be about 0.122 m2. This was achieved using old Argos 3D models. We estimate the

drag coefficient, cD to be about 0.8. For an extreme case, we estimate the velocity, U,

to be 28 m/s(slightly above 100 km/h). We also estimated the density of air to be 1.2

kg/m3. Using the formula for the force applied:

F =
1

2
ρcDU

2A

F =
1

2
· 1.2 · 0.8 · 282 · 0.122

F = 45.9N

(4.3)

This gives us a force of about 46 N.

To find different options for a new camera protection system, we started looking at

the old camera boxes. We tried to figure out if it was possible to have only one or maybe

several said boxes around the roof of a car. It was decided to plot a decision matrix for

the different options previously discussed. Decision matrix is a tool for evaluating the

best option in a process [48], [49]. As seen in Table 4.2 we discovered several factors

that had to be included in our evaluation.
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Table 4.2: Decision matrix for concept design

Key criteria Impor-

tance

One cam-

era box

Two cam-

era boxes

One box

for each

camera

Cost 3 4 4 3

Produce time 5 4 4 2

Aerodynamic 1 3 3 3

Stability 4 3 3 2

Easy to handle 4 4 4 3

Looks 1 3 4 5

Easy to substitute 2 1 1 1

Mounting time 5 5 4 3

Weight 4 3 4 5

Design complexity 4 3 4 5

Number of new parts 2 3 3 1

Wiring complexity 3 5 4 2

Amount of sensors 3 5 4 2

Placement 3 4 5 2

Sum 165 166 124

We score the key criteria on a scale of one to five and multiply with the importance

then add them together. This will help us see the best option and help us do good

decisions. The highest score will be the best choice. We based the scoring system on

the same model we use for risk, developed by United States Department of Defence

[22].

Cost We estimated the cost of one camera box and two camera boxes to be insignif-

icant. An option where we make 1 box for each camera would increase the material

used. Also, the number of sensors and heating elements would increase. This means

the cost would naturally increase.

Production time We estimated the production time to be about the same for one

or two boxes. If we choose one box the design will be more complex. We would

need transparent material 360
o

around the cameras. With two boxes we don’t get the

complexity so the assembly would be easier and less time-consuming to make. Time

is limited in the project so we need to be smart about it.

Wind resistance The boxes are to be placed on the roof of a car, where wind re-

sistance would be a criterion to consider [38], [40], [37], [39]. In agreement with our
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customer, we will design according to what the system needs now, and not what the

system might need in the future. The speed the car will be driving while using the Argos

system is minimal. From equation 4.3, formula for air resistance, we can see that the

most important factor is U, which is the speed of the air relative to the object [29]. Since

it’s squared, a doubling in velocity would quadruple the force applied on the box. With

relatively low speeds the force will remain low as long as we do a reasonable shape

in design. We concluded that this criterion is not a high priority and therefore gave it a

low importance score. It is still going to be in our minds while doing design.

Stability The stability of the boxes are fairly important. Shaking of the image is not

preferred. Getting stability for four different boxes we estimated to be difficult, The

boxes would need to be placed at the edges of our mounting plate. The edges are not

supported and would act as a cantilever beam, prone to vibrations, though the stiffness

of the plate would decide the impact of the vibrations [41], [42], [43].

Easy to handle We want to make the boxes as easy as possible to handle. This

means carrying, mounting and lifting should be doable by one person. It’s not in the

requirements, but it’s something we aim for. We estimated the options for one and two

camera boxes to be equal. One box will be heavier and bigger, but you would need

fewer trips to carry the cameras. Two boxes option would be lighter and smaller, and

therefore easier to handle. Four boxes we estimated to be a hassle, too many trips

back a forth to carry all the cameras. This is fairly important, as we want a good user

experience [44].

Looks The looks of the boxes are not important since this is a research project and

not a commercial product. The main focus is that it’s going to be functional. We esti-

mated the one box for each camera would look better, but again it’s not important.

Easy to substitute None of the options will be easy to substitute if a box breaks, but

we will have blueprints of the boxes so a box can be reproduced.

Mounting Time Our goal is to make the mounting solution tool-less and easy. This

means the amount of time difference between the three options under consideration

is minuscule. With the same mounting process on each option, we estimated one box

to be the fastest, giving this the highest score. Weight is an important criterion. The

boxes will be lifted overhead to the roof of a vehicle. Strength differs from person to

person, so we want to make it lift-able by the majority of adults. The optimal choice

would be 4 boxes in this category since it means less material to lift.
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Design Complexity The design complexity will take away from our time. A more

complex design would take more time than an easier design. We think this criterion

is important. One box for each camera would be the easiest. We could do the same

design for each box, making the design process faster. One box we estimate to be

hard to accomplish, we would need a 360
o

field of view with a transparent material.

Number of New Parts The parts we need will vary with each option. With four boxes,

we will need more new parts than with the current solution which has two. We esti-

mated two boxes and one box to be equal. We will need new parts for both, but they

can be different for each option. Some parts can be reused in all cases, but we scored

four boxes the lowest. Considering the budget, reusing parts could be beneficial.

Cable and Wiring Complexity There will be a lot of wiring and cabling with a new

system of 4 boxes. The cameras need Ethernet and the sensors and heating units

need connections as well. The current system has many of the connections we need

in the new, which we can reuse. Wiring in one contra two boxes will be easier which

makes one box option score highest.

Amount of Sensors The amount of sensors will vary with each option. With one box

we will have the least amount of sensors which is optimal. With four boxes we will have

the most number of sensors. This is why one box option scored the highest.

Placement: Placement of four boxes in different positions would make the field of

view weird and it would need a lot of image processing which we don’t have time to

implement in the project. With one box we would have issues with the amount of car

roof we would get in the images of the different cameras. Two boxes seem optimal

giving it the highest score.

4.2.1 Material Options

The protection system will consist of several parts with different material and because

of this, we decided to do the same for deciding material, as we did for deciding how

many boxes would be optimal, namely a decision matrix. The most important aspect of

this project is time and therefore weighted "Produce time" and "Availability" the highest

factor as seen in Table 4.3.
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Table 4.3: Decision matrix for material options

Key criteria Im
p

o
rt

a
n

c
e

S
te

e
l

A
lu

m
in

iu
m

C
a

rb
o

n
fi

b
e

r

W
o

o
d

Cost 2 2 3 5 3

Produce time 5 3 3 2 3

Professional machining and bending 3 2 2 5 5

Looks 1 4 5 5 1

Corrosion resistance 2 4 5 5 1

Weight 4 3 4 5 1

Availability 5 4 4 5 5

Easy to maintain/treat 2 3 3 5 5

Sum 75 84 105 78

Cost The cost of the material will vary vastly. The main structure will contain most of

the same material for simplicity and time-saving. The design will vary with the material

we choose. The amount of material we are going to use on the boxes, we estimate

to be low. This means the impact on the budget will not be massive, but it will still

play a part. The best choice in this criterion will be carbon fiber as we have material

free at our disposal in Krag composite lab. Our customer is Kongsberg Defence and

Aerospace which is the main contributor to the composite lab on Krona.

Produce Time Choosing carbon fiber we have more influence in the process since

we will be making the whole product ourselves. Making carbon fiber composite is a

slow process [46], but we’re ready to take that sacrifice in the form of work hours.

Compared to choosing something that needs to be machined and/or bent which require

a professional to do which is a risk factor.

Machining and Bending To process metals, we will need a professional. We can

process the carbon fiber ourselves in the composite lab. Potentially we could use

Kongsberg Defence and Aerospace own composite lab if we need larger parts for our

project. We can also process wood in labs/workshops on Krona.

Looks We think carbon fiber will look cool, but it’s not an important criterion for the

final product since this is a product for a research project, not a commercial product.
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Corrosion Without some sort of treatment metals will corrode(I.E. sealer/varnish

coating) [31]. We need to be careful about galvanic corrosion too. Galvanic corro-

sion could potentially "eat up" one metal if we use different metals in connection, mak-

ing it corrode faster [30]. Carbon fiber composite corrosion will be insignificant in the

projects lifetime [45]. The carbon fiber composite will corrode the aluminium if used as

a conductor [47]. Wood will rot.

Weight In addition to the top criteria, the weight of the final product is also in our

focus. The product will need to be lifted overhead to the roof of a car. Not every person

is of equal strength so the product should be lightweight.

Availability We have limited time and this is connected to the availability of the mate-

rial. This is shown in Table 4.3 by rating it five out of five in importance. The university

has its own composite lab. We have the lab and the material free at our disposal.

Easy To Maintain/Treat The material should be easy to maintain, where carbon fiber

scores high [45]. Steel or aluminium would need coating [31]. Varnishing is it’s own

profession and could be a challenge to do right. Wood would also need treatment

which is fairly simple to do.

Transparency material The transparent section of the boxes will need to consist of

some sort of glass in the form of either polymer or ceramic. To decide on the material

we developed a decision matrix to help decision-making easier.

Table 4.4: Decision matrix for glass options

Key criteria Impor-

tance

Ceramic

glass

Polycar-

bonate

glass

Acrylic

glass

Cost 3 2 3 3

Weight 5 2 5 5

Availability 3 3 4 4

Easy to maintain/treat 5 5 5 5

Resitance to scratches 4 3 2 5

Easy to process 5 2 5 4

Working temprature 5 5 4 4

Resistance to UV 2 5 4 5

Impact resistance 2 1 5 2

Sum 109 142 145
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Cost We valued the cost to be a three out of five in importance. We assumed that

processing a ceramic glass with the required shape for our boxes would be expensive.

A better choice, which shows in the score, is a polymer-base glass. The amount of

glass we need is small, so the cost of the different polymer-base choices would be

negligible.

Weight Ceramic glass is heavier than that of a polymer-base(I.E. Lexan, a type of

polycarbonate, has a density of 1.20 g/cm3 [53]), while commercial silicate glass has

a density of >2.1 g/cm3 [55]) which gives the ceramic glass a very low score. The

difference in our polymer-base options are negligible [53], [54].

Availability All options are readily available, but ceramic glass would need extra time

which would need to be planned for. Cheap acrylic glass would be most convenient

since it’s in stock at local stores.

Easy To Maintain All options would be treated/maintained the same way. Cleaned

with any commercial cleaner suited for the material.

Resistance To Scratches Acrylic glass has better resistance to scratches than poly-

carbonate [52], [50], [51]. You can get polycarbonate that has been treated, which

gives it good resistance to scratches. However, treated polycarbonate sheets are only

for flat applications [56]. Ceramic glass does not have good resistance to scratches.

Easy To Process This is a very important point since our time is limited. Polycarbon-

ate can be bent and formed while cold. Acrylic glass would need heat treatment to be

bent or formed. Ceramic glass would not be easy to form, so we would have to pay a

professional to do it for us.

Working Temperature Polycarbonate can potentially withstand temperatures of up

to 145
o
C [53]. Acrylic glass has a service temperature of up to 70

o
C [54]. Realistically,

the service temperature will never exceed these ranges.

Resistance To UV-Rays Polycarbonate does not deal with sunlight very well. It can

get a yellow color when exposed to UV-rays over time. There are options for treated

polycarbonate which can handle UV-rays, but then again these sheets are only for flat

applications [56]. Acrylic glass will not get significantly damaged by UV-rays [54].
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Impact Resistance As shown in the data sheets the acrylic glass [54] has a low im-

pact strength compared to polycarbonate [53], [52]. Acrylic glass will shatter when

introduced to an impact of sufficient magnitude(1/11 that of polycarbonate), where

polycarbonate is not prone to shattering [50], [51]. Ceramic glass will also shatter

when introduced to a high enough impact.

4.2.2 Water Repellent Glass

According to requirement F.3.2.2, the cameras shall always have a clear view. This

means the glass of the camera boxes should be able to repel water if they are used

while raining. We had a cheap brand water repellent available, so we were able to test

if water repellent substance worked on acrylic glass. The main purpose of test T.4.1

is to compare contact angle before and after treatment of the acrylic glass. When a

surface is repellent to water, also called hydrophobic, the contact angle is larger than

when it’s not repellent to water [32]. As we can see in Fig. 4.15a and 4.15b, the contact

angle is significantly increased after treatment.

(a) Water droplet on acrylic glass be-

fore Biltema rain repellent treatment

(b) Water droplet on acrylic glass after

Biltema rain repellent treatment

Figure 4.15: Pictures of water droplets on acrylic glass before and after repellent coat-

ing treatment

We ordered a brand rain repellent to test if it was better than the previous. We did

a new test, T.4.2 to get data. From Fig. 4.16a and 4.16b we can see that the contact

angle has increased as in the previous test, T.4.1. When we compare Fig. 4.15b and

4.16b, we can see some slight differences in contact angle. Fig. 4.16b has the best

potential to repel water as it has the largest contact angle.
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(a) Water droplet on acrylic glass be-

fore Rain-X rain repellent treatment

(b) Water droplet on acrylic glass after

Rain-X rain repellent treatment

Figure 4.16: Images of water droplets on acrylic glass before and after trademarked

rain repellent coating treatment

Test reports for contact angle can be found in Table B.20 and Table B.21.

4.2.3 Camera Field of View

When we started the designing phase for the new camera boxes we started by finding

the angle of view of the cameras [35]. According to the datasheet for the cameras they

have a horizontal view angle of 81.9◦, vertical of 61.2◦, and diagonal of 102.9◦[33].

We decided to model the angle of view and field of view in SolidWorks to see the

overlapping or blind spot in the former system, you can see the modelled angle of view

in Fig. 4.17.

Figure 4.17: Camera angle of view

As seen in Fig. 4.18 we have a huge blind spot within the former Argos camera

box. We did a visual test to see check how much information we were losing see Table
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B.42 for test report. We confirmed that the former system had blind spots between the

cameras.

Figure 4.18: Former front box angle of view

To check the new viewing angle we created a 3D printable model we could mount

the cameras on and did a new test of the viewing angle as seen in Fig. 4.19a and

Fig. 4.19b. According to the datasheet for the Kowa lenses has 81.9◦is the horizontal

angle [33]. But when we did our test see Table B.43 it failed because we had a lot of

overlapping in the picture. We made this first test to both test the viewing angle and

making sure that the camera mounting isn’t obstructing the view of the cameras. We

found out that the viewing angle was wrong, because the cameras had a larger angle

of view than the datasheet provided. However the camera mounting see Fig. 4.19b

was accepted because it did not obscure the vision.
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(a) New camera box with

81.9◦camera angle (b) Testing rig for 81.9◦view angle

Figure 4.19: Camera angle 81.9◦design

The second test was made with just increasing the angle of view from 81.9◦to

95◦[33]. With this solution we made another test rig with the new measurements see

Fig. 4.20a and Fig. 4.22b. The Fig. 4.22b wasn’t a good design for a test rig as it

required a lot of support material to be 3D printed. And the modelled angle for the

Mako cameras was again too small compared to the real Angle of view so this design

failed see Table B.45 [34] .

(a) New camera box with 95◦view an-

gle (b) Testing rig for 95◦view angle

Figure 4.20: Camera angle 95◦design

From the camera datasheet we had for the Mako G-223C, we have at distance=500mm

horizontal and vertical is 927 x 492mm respectively [34]. We modelled this in Solid-

Works too see Fig. 4.21 and quickly saw that this angle was less then the angle of view

at the second test 95◦. Therefore we knew that this angle was too small to be the right

one.
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Figure 4.21: Front box with the FOV

Since we couldn’t make sense of the connection of the theoretical angle of view

and the physical viewing angle we decided to try to use the diagonal angle as the

horizontal angle 102.9◦[33]. And we made some changes to the testing rig to make it

easier 3D printable for easier testing see Fig. 4.22b. The way we designed the new

testing rig makes it possible to print without using support material. This test ended up

as inconclusive because the camera seam had overlapping higher up and had a blind

spot lower on the camera feed see Table B.45.

(a) New camera box with

102.9◦camera angle (b) Testing rig for 102.9◦view angle

Figure 4.22: Camera angle 102.9◦design

After having an inconclusive test see Table B.45 we had a meeting with Bonnie Nor-

dahl Albert Uchermann who is an associate professor in the department of optometry,

Radiography and Lighting Design for USN. He confirmed that our way of modelling the

camera view was correct and gave us some information about worse image quality at
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the edge of the cameras FOV. He also gave us some information about camera focal

length and how the lens distance from the sensor could change the angle of view and

field of view of a camera creating an uncertainty in the angle of view provided by the

datasheet [33], [36]. He advised us that the best method to find the correct angle of

view is to run more tests.

We decided to try 98◦angle of view because it is between 95◦as we already have

tried which had too much overlapping and 102.9◦which had overlapping high in the

seam and blind zone lower in the seam as you can see in Fig. 4.23a and Fig.4.23b.

We have decided to go for 98◦because at this point we can’t optimize it any further, we

have a blind zone about 400mm out from the seam and after that we get overlapping.

We have made sure to design with the correct focal length so the AOV originate from

the correct point. So theoretically we should only have overlapping at the same point in

the seam and not a blind zone closer to the cameras and overlapping further from the

cameras. Since we don’t need any information that is within 400mm of the cameras we

have decided to go with 98◦AOV as this is the closest we have come to a perfect seam.

(a) Blind zone in the middle of the

seam (b) Overlapping high in the seam

Figure 4.23: Visualisation of barrel distortion

We have also learned that our lenses has -10.7% barrel distortion which leads to

narrowing in the middle of the camera feed and stretching higher in the camera feed

[33], [57], [58], [59]. That is the cause of our overlapping high and low in the seam and

a blind zone in the middle of the seam at higher AOVs. This can be solved in two ways,

either buy new lenses which has less distortion or you can fix it in software. We’re

looking at ways to solve it choosing the latter after discussing it with our costumer. We

also learned that barrel distortion can cause the incidence angle < exit angle [59].

4.2.4 Front Camera Box

After sorting out the problem with the AOV for the front camera box we could continue

the design of the front camera box. The front camera box will use three Mako G223
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cameras to get a combined 245◦view angle. As we established earlier however this

angle was larger than the datasheet provided. We have decided to continue with a

eccentric lock mechanism for quick access to the cameras to fulfil requirement F.3.1.

We use plexiglas because we need the glass to hold the same position at all times.

Lexan can be cold bended and we do not wish this property in our design, we need the

glass to hold the same position.

Iterative Design Process Front Camera Box

We use a iterative design process to create the design of our camera boxes. With

multiple design iterations. Our first iteration had a couple of ideas put together see

Fig. 4.24. In this first iteration we have the connectors and peltier connected to the

back wall of the camera box. This caused a complicated matter as of disconnecting

the cables when lifting the lid and getting the camera box waterproof.

Figure 4.24: Front camera box iteration 1

We tried a dome design putting the cameras inside a dome shaped plexiglas see

Fig. 4.25. But since dome shaped plexiglas is significantly more expensive in addi-

tion we would have trouble fitting everything we needed we decided not to go for this

solution.
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Figure 4.25: Front camera box dome design iteration 2

To get the box waterproof it was more beneficial to design the whole lid with the

glass as a single part and holding it in place with force against the rest of the structure,

so this was the solution we ended up going for. We will press the plexiglas on rubber

seals on the bottom to secure it and make the camera box waterproof see Fig. 4.26.

Figure 4.26: Front camera box iteration 3

For our last camera box iteration we had some last minute wishes from our electrical
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engineering department to put the peltier directly underneath the camera stand. We

modelled this in SolidWorks and measured our physical product to see if we could

implement it. We also needed some space for the circuit board and the electrical

components. We also decided to divide the connectors for two at each side see Fig.

4.27. We have just made a place holder for the circuit board to make sure it fits inside

the camera box.

Figure 4.27: Front camera box final iteration

Lid For Front Camera Box

The lid for the front camera box is designed as three parts. You have the plexi glass

which is bended in an arc and with an 3mm aluminium sheet bended to fit over it. With

angle iron screwed to fit the parts together and a TEC7 sealant to make the structure

waterproof. All holes will be at least 1mm larger than needed to compensate for thermal

expansion in the plexiglas. We will produce the plexiglas by laser cutting it in the shape

we want it, with the correct placement and size of all the holes. After we have to heat it

up and create a mold for the glass and bend the heated acrylic around the mold. It is

essential that the whole surface is cooled at the same rate so we don’t get any warping.

The aluminium lid we have to bend and after use a jigsaw to cut out the form we want,

we don’t have a machine to do this process for us so we have to use freehand. We

were also made aware from our external supervisor that loctite to fasten the screws

could cause a reaction with plexiglas causing it to crack, because of this we decided to
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use locknuts.

Figure 4.28: Lid for front box

Camera Stand Front Camera Box

Because of the focal length of our camera lenses is 6mm we had to do some changes

in the design of the camera stand for the front camera box. The AOV originates 6mm

from the camera sensor, therefore we designed a camera stand where we use this

information. After reading the data sheet for the cameras it’s also recommended to

mount the cameras on a heat sink such as a metal bracket. With this new design we

couldn’t make the new camera stand as a single aluminium sheet or 3D printed see

Fig. 4.29 We have to use inserts to create this new camera stand. We also decided to

create an extra support arm to make the upper cameras more stable.

Figure 4.29: Camera mounting for front box
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Enclosure Temperature Regulation

In order for the cameras to properly function in all environments here in Norway, we

have decided that we will have to control the environment around the cameras. This

means heating and cooling for the cameras. The electric department has chosen to

regulate temperature using a thermoelectric Peltier element [97]. We will connect cool-

ing ribs to each end of the Peltier and a small fan on the inside part of the box to get

circulation inside the camera box. We have looked on the possibility to directly regulat-

ing the temperature of the cameras by connecting the Peltier to the camera stand using

it as a thermal conductor. We are also if it would create a problem with condensation

on the camera rig, and the cameras are not waterproof so we need to avoid getting

condensation on them. This lead us to continue with our initial plan to regulate the

environment around the cameras instead. We have also had continuous conversation

with our team members from electrical engineering to make sure to have enough space

to mount the thermal control inside the camera box.

Bottom Plate

The bottom plate of the front camera box will be two 3mm aluminium sheets connected

together by screws and using silicon sealant and screws to join them together. We will

also have a rubber seal at the joints where the plexi will press into to make it water

resistant.

4.2.5 Rear Camera Box

The rear camera box will only contain one Mako G223 Camera with a fish eye lens

with an AOV of 185◦x 140◦[60], [34]. The idea is to have a top cover and a bottom

base. We are able to take of the cover using the same locking mechanism as the front

box, an eccentric lock. This will fulfil requirement F.3.1, which enables us to access

the cameras in a short amount of time. The components of the box will be attached

to the bottom base, so that you’re able to take off the top shell without detaching any

cables or destroying components. The design process went forward with this in mind.

Having carbon fiber as an option in material, we could make any shape we wanted. The

box also needs to protect the camera from factors like temperature and humidity/water

according to requirement F.3.2.

Iterative Design Process Rear Camera Box

In Fig. 4.30 we see the first design of the rear camera box. The thought was that it

would be easy to carry and handle, but the production time would be immense if it was

going to be made in carbon fiber.
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Figure 4.30: Result of the first design iteration of the rear camera box

We developed a new design in the next iteration seen in Fig. 4.31. The idea of a

handle on the box was scrapped. The size of the box was reduced compared to earlier

iteration.
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Figure 4.31: Result of the second design iteration of the rear box

In the third iteration we had an idea of shaping the glass like a dome as seen in Fig

4.32. The box is even more compact than the previous iterations. To see if the glass

and the locking mechanism was functional, we decided to make a prototype of the box

seen in Fig. 4.33. We connected the camera to check if it would work and confirmed

that the design was functional.

Figure 4.32: Result of the third design iteration of the rear camera box
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Figure 4.33: Prototype of the third iteration of the rear camera box

At this point in the process, we had decided that we wanted to develop on this

design. In the fourth iteration we began shaping the box to be more aerodynamic [37].

It was also made bigger to fit the thermoelectric peltier element for heating/cooling,

fans and heat sinks. In Fig. 4.34 we have developed a more streamlined shape, but

a problem would occur where the eccentric lock did not have a plane surface to be

mounted on.

Figure 4.34: Result of the fourth iteration of the rear camera box
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In the fifth and final iteration of the rear camera box we started with detailed design.

We fixed the problems with the previous iteration. We added contact connections and

bolts. This is the design we went on to production with. We decided that the top shell

of the box would be made out of carbon fiber considering that it was the best option for

material giving us a light but strong camera box.

Figure 4.35: Result of the final iteration of the rear camera box

4.2.6 Bottom Plate

In the same way that the front camera box will consist of two 3mm aluminium sheets as

a base, the rear camera box will do the same. Connected together by bolts and sealed

tight so it is water resistant. Between the top shell and the bottom base there will be a

rubber sealing strip/gasket to keep water from entering.

Glass Dome

We propose a dome shape of the glass. If the glass were to be blow moulded we need

to calculate the thickness. Using the definition of density, we can use the volume to

calculate the thickness of the glass before and after blow moulding [64]. The volume

will be the same as we assume constant density and mass before and after forming

has occurred.

ρ =
m

V
(4.4)
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Using equation 4.5 we can calculate the volume of a cylinder [65]. Using a thickness

of 3mm and a radius of 50mm, which corresponds to the design of the glass dome, will

equate to V = 23562 mm3.

V = πr2h (4.5)

We can then calculate the thickness of the glass assuming constant volume and

uniform distribution of the mass. Using equation 4.6 we end up with a thickness of

approximately 1,54 mm [65].

V =
2

3
π(R3 − r3)

r = 3

√

R3 −
V
2

3
π

(4.6)

As the dome is not facing the driving direction, the need to look any further into

the problem is not necessary. The stresses in the glass will be low so the we deem

1,54mm thickness is more than enough for shielding the camera.

4.2.7 Aerodynamic Simulation

We did a wind tunnel simulation using SolidWorks. SolidWorks does not have a solver

for drag coefficient. So we have to use the equation solver to create a equation to solve

for the drag coefficient for our system see Fig. 4.36 and Fig. 4.37. According to our

simulation we get approximately a drag coefficient of 0.40 for the front camera box.

Figure 4.36: Drag coefficient equation
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Figure 4.37: Drag coefficient calculation for flow simulation front camera box

From the flow analysis we calculated the drag coefficient for the rear camera box to

be lower than that of a car. In Fig. 4.38 we see that the drag coefficient calculated to

be about 0.22.

Figure 4.38: Drag coefficient calculation for flow simulation rear camera box

In our simulation we also can also analyse the wind pressure on the camera boxes

and the maximum force applied. We ran tests with a wind speed of 25m/s and got the

results 42N maximum force and 0.1013MPa maximum pressure see Fig. 4.39 and Fig.

4.40.
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Figure 4.39: Pressure simulation at 25m/s for front box

Figure 4.40: Maximum force applied the front box

To see the amount of pressure we are dealing with we decided to do computer

aided analysis of the rear camera box system the same way as the front camera box.
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Running the simulation with a speed of 25 m/s we ended up with a maximum pressures

around 0.102 MP a. This pressure is where the box meets the air as seen in Fig. 4.41.

Figure 4.41: Pressure analysis from flow simulation in 25 m/s winds

From such an analysis we also get an estimate for the flow trajectory of the wind

around the object. This will show us how the wind moves around the object, if we have

any troublesome spaces where wind will get trapped. In Fig. 4.42 we see that the

arrows indicate that the wind flows smoothly around the object.

Figure 4.42: Flow trajectories from 25 m/s winds
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4.3 Vibration Attenuation Propositions

Since there was a drone available with vibration attenuation, we decided to test the

system for our IMU. The vibration attenuation for drones were smaller than the one

needed for our IMU, which is why we had to design a new ones using the same rubber

dampener see Fig. 4.43, this model is 3D printed using PLA because we don’t need

any specific material properties. Other than the vibration dampening in the rubber.

SOLIDWORKS Educational Product. For Instructional Use Only.

Figure 4.43: IMU attenuation

To check if we’re fulfilling the requirements we made a test for the IMU see Table

B.6. Our first test T.1.1 was inconclusive because of uncertainty of the mounting in

the car. It was hard to tell if the IMU was drifting or if it was moving around inside the

car, due to a person was holding it in place. This in return adds a whole lot of other

complications and irregularities, which is why we deemed the test inconclusive.

For the second and third test we designed a testing rig for mounting the IMU inside

a Nissan Leaf see Fig. 4.44. We dimensioned the testing rig so it would fit in the

armrest between the driver and passenger seat. The thought was to have a tight fit

so the IMU sat in place and didn’t have any play. While this mounting method worked

the second test was inconclusive because the cable connection was mounted to the

side instead of straight ahead. This made us unsure if the slight drifting we had was a

result of us dragging the connection, this test then was concluded as inconclusive see

Table B.7. The third test we did we made sure the connection was mounted straight

ahead. In this test we only had one problem which was drifting when driving over some

speed bumps. We then concluded that this mounting solution was failed see Table B.8.

Causing us to have to design a new vibration attenuation.
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Figure 4.44: IMU testing rig

Since the drifting with our previous design occurred when we drove over some

speed bumps. We decided to create a new design that is less rigid and has more

dampening effect. Our first thought was using the same design as previous only having

the dampening mounted in the y-axis instead of the x-axis and so we came with the

designs Fig. 4.45a and Fig. 4.45b. We thought Fig. 4.45a might be too rigid too

because we had two rubber balls on each side. So we scrapped that idea and designed

Fig. 4.45b. This model is 3D printed and is a lot less rigid than the previous.

(a) IMU vibration attenuation V3 (b) IMU vibration attenuation V4

Figure 4.45: 3D printed design for vibration attenuation V3 and V4

In our forth test we deemed it as failed because we had too much drifting in the

IMU see Table B.9. We did some extra research because we found it weird that we got

no improvement except when we drove over speed bumps. We decided to turn on the

magnetometer to get external reference for the IMU positioning. After doing our fifth

test see Table B.10 we noticed a considerable improvement in drifting by the IMU. We

had slight drifting at start up of the test run but since the IMU behaved normally after

we believe this is because the IMU is initializing at startup. We have to do another test

with the same setup and let the IMU initialize on the next test run to see if our design

worked. This design worked considerably better than the previous because the drifting
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in the IMU was so small it’s almost unnoticeable. One more test is necessary to ensure

our design fills the requirements.

The sixth test was done with the magnetometer turned on and with an IMU stack

instead of a single IMU. This test was accepted see Table B.11. We had no drifting

at all in this test and the dampening was sufficient enough. We noticed that since we

used a IMU stack and it makes the structure a little wobbly and some vibration at the

top of the IMU stack. Therefore we had to design a higher structure to support the IMU

stack. As you can see in 4.46 we designed a larger structure for the IMU stabilization

so we reduced the vibration at the top of the stack. Since our design now is accepted

we decided to test in a fossil fuel car. With this we still had no drifting and everything

was working according to plan see B.13. So our final design is now ready.

Figure 4.46: IMU vibration attenuation V5

4.4 Power System Propositions

There are two main ways of designing the power system. The first is to keep using an

inverter to power the computer. The second way is to totally remove the inverter and

run everything off DC. There are also variations on both of these solutions with their

own benefits and draw-backs.

4.4.1 Potential Power Systems

Power Inverter The simplest solution is to keep the general system architecture al-

ready implemented and simply replace the inverter. In this solution the computer is

powered by an inverter that produces minimal interference and a true sine wave. While

everything that is run off of DC revives its power directly from the batteries. The general

architecture of this system shown in Fig.4.47. The main advantage to this system is

that it is the easiest to implement. Another advantage is that it has a relatively high

efficiency, even though we go from DC to AC and back to DC inside the computer. One
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disadvantage of this system is that the low voltage electronics are all connected to the

batteries without much separation, all the while the inverter could be causing havoc on

the DC power line. Even if the the output of the inverter is nice and stable that does not

mean that the input is.

Figure 4.47: AC solution 1 - architecture

Another solution that implements the inverter is to have all the power need be ex-

tracted from the AC output of the inverter. This means that the only thing connected to

the batteries is the inverter. The general architecture of this system quite similar to the

previous and is shown in Fig.4.48

Figure 4.48: AC solution 2 - architecture

All DC One possible solution would be to ignore the AC part of the system and only

use DC to DC converting for the power system. Why this would be an advantage is

because of the weight and size would be reduced massively. In theory, we could get

rid of the whole external power case and connect the computer directly to the battery

controller, see Fig 4.49. The challenges with this is the need of high wattage for the

system as a whole and one trade-off of the DC to DC system would be efficiency and

modularity [70]. The reason we will need such high wattage for the system is due to

the high-end graphic card that the computer needs to run the Argos system. Since this

system will continue to be under development further on, modularity is something that

may be very high prioritised.
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Figure 4.49: Illustration of the DC to DC power system inside the computer

To convert a signal from DC to DC one often takes the use of switched-mode reg-

ulation. With the use of Field Effect Transistors (FETs) you switch the input on and off

in necessary duty cycles to charge either inductors, transformers or capacitors. The

cycles variates on different converters, but they mostly use the same principles. The

duty cycle determines the voltage level of the output compared to the input, but also

helps determine the value of the inductor [72] [71]. Something that makes this circuit

intricate, is that you want a shortest possible duty cycle, so that its possible to create

the smallest possible converter with minimal ripple. The problems with creating such a

low duty cycle is that the trade-off are both efficiency and heat [70].

The reason for modularity might become a problem, is because when the DC to

DC system will be designed, we want to have the size and weight as low as possible.

This causes the wattage to be as low as necessary and adding additional components

would become a challenge. In addition to this, using a pre-fabricated inverter, which

would be the case in DC to AC system, adding a new part to the system would just be

as simple as plugging it into the socket as one does at home. While for the DC to DC

system, each new part of the system might have different voltages that would have to

be accommodated for.

Power Consumption Mitigation Next unit of computing (NUC) is one other option

that we have considered to simplify our power solution since it is a small and power-

ful computer that runs on DC current. This is a system that runs mostly on 19 volt

DC, which works extremely well when a small sized, but processor heavy computer is

needed.

The problem we face when considering a NUC, is that the Argos system requires

high graphical performance that the NUC as of Feb. 2019, it cannot provide. This

would lead us to need a separate graphic card that also would require an additional

power supply. This supply would provide a 12 volt signal with more than 300 watts to

run the graphic system. Also the NUC has only up to two network outputs, which would

create the need for a switch so the cameras get the Power over Ethernet (PoE). The

system is also very new, so the price for these are also something to consider.

70



4.4 Power System Propositions

Maybe in the future this would be a great solution for the system, but that would not

be until it can support such graphics as the system needs.

Informing the customer To find how we were to find a final solution for the system,

we needed to be sure that we knew what the customer wanted. We decided to create

a decision matrix as seen in Fig. 4.50. This would make it easier to understand the

options we had developed through research and to show what that would be the best

way forward. By estimating the values for each possible system with gathered infor-

mation to back it up, we managed to weight each system in a way that it would show

what we believe to be the best way to move forward. We then proceeded to contact our

customer and find out what that would be most important for the end product so that

we could have a guideline.
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Figure 4.50: Decision matrix for power supply system

4.5 Battery Controller

Since we want to estimate the battery state of charge, we need to measure the voltage

of each battery separately. If the batteries were to be parallel coupled as in the legacy

system this could become a problem. For us to measure each of the batteries sep-

arately, the batteries would have to be parallel coupled within the battery monitoring

circuit. If the batteries were to have different state of charge, the batteries would try to
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balance out the voltage difference across each of the batteries, which could induce a

high-power surge from one battery to the other [77]. At best, this would cause a small

spark and maybe some heat dissipation. If the voltage difference were to be much

higher, this could melt the cables and destroy the batteries. To avoid the problem with

voltage differences across the batteries, an implementation of a battery hot-swapping

was requested, but not as a top priority. At first glance, switching from one battery

to the other does not seem very hard to do. All that is necessary is a switch. But if

the system should be running constantly, many problems can arise. To switch power

on and off with automation, there are two main components that work extremely well,

relays and MOSFETs.

Relay Relay is a combination of an electromagnet and a mechanically switch. When

the electromagnet is activated, the switch can open, close or switch from one pin to the

other, depending on the relay. While an electrically operated switch like the relay is very

suited for an operation like switching batteries, the relay has its drawbacks. Since the

switch is mechanical, there is a chance that the switch can differ from open to closed

when introduced to vibration. Automotive relays do exist and are very reliable, but with

the slight chance of switching when not intended, we would try our best to avoid the

usage of them.

MOSFET A metal–oxide–semiconductor field-effect transistor (MOSFET) is a transis-

tor often used for switching operations and in difference with the relay, has no moving

parts. When switching a N-Channel MOSFET from on to off, instead of disconnecting

totally as the relay, the transistor goes from closed, to partially open, to fully open. The

state of the transistor is decided by the voltage at the gate VG, compared with the volt-

age at the source VS. For the transistor to go from closed to open, the voltage between

the gate and source, VGS, has to exceed the threshold voltage VGS(Th)
.

VGS = VG − VS ≥ VGS(Th)
(4.7)

As shown in the equation above, the gate-to-source voltage VGS has to be equal or

grater than the threshold voltageVGS(Th)
.

The transistor is closed if

VGS < VGS(Th)
(4.8)

4.5.1 Switching Protection

Since the system shall be able to operate during a switch from one battery to the other,

some kind of control circuit will be necessary. If we were to open and close the switches

simultaneously, the power could turn off for some milliseconds, which could result in
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the computer shutting down. Another alternative, if we were to use MOSFETs, the

resistance could increase for a millisecond and the transistors could explode. Since

neither of these options were tempting, a circuit had to be implemented to avoid this

situation. We came up with two different alternatives to solve this problem.

Diodes Diodes would be a very easy solution that would in theory allow both the

batteries to be active at the same time. However, diodes induce a voltage drop of 0.7

volts, which could result in problems when the circuit has a large load. Another option

would be to only have the diodes active while the switching is taking place. If the circuit

were to be under large loads and high currents, the slight voltage drop for a couple

of milliseconds should not affect the circuit to much. Having an additional line for the

diodes would increase the number of switches naturally.

Battery Controller Integrated Circuit A battery controller Integrated Circuit (IC) al-

lows the voltage to pass trough when power is connected. However, implementing

additional components allows the IC to allow current to flow from one side to the other,

but not the other way. This behaviour is very similar to a diode, but without the voltage

loss. Some of the ICs also allow for surge protection in the circuit, which would protect

the remaining part of the controller. While this sounds very great, the ICs only work

with MOSFETs.

4.6 Estimating The Battery State of Charge

In order to know the state of charge of the batteries we need to know how much charge

is being drained from the batteries [85] [86].

Qbattery(t) = Qbattery(t0)−Qused(t) (4.9)

The flow of charge is the electric current. The current is defined as the derivative of the

charge with respect to time [79].

i =
dq

dt
(4.10)

We then integrate both sides of the equation to get the total charge

q =

∫

i dt (4.11)

We can see now that in order to measure the charge we need to integrate the current

emanating from the battery.

An operational amplifier (op-amp) can perform various mathematical operations de-

pending on how it is configured. One of those operations is integration. The op-amp

symbol is shown in Fig.4.51. Op-amps are fairly simple only have a few set of proper-

ties that defines them [80]. The first is that it has a very high input impedance. What
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that practically means is that virtually no current follows into the plus and minus termi-

nals. Another property is that the voltage at the plus and minus terminals is identical.

The most basic integrator is the inverting integrator. It produces an output that is the

inverse of the integral of the input current. The problem with this, is that it requires

a negative voltage source to produce the negative output voltage. Another problem

is, because the output is negative, that it becomes much harder to measure using a

micro-controller. Most micro-controllers can measure between 0V to 5V. Because of

these problems we decided to use a non-inverting integrator. The non-inverting inte-

grator has the same function as the inverting integrator except that it has a positive

output voltage.

Figure 4.51: Op-amp symbol

Fig.4.52 is the schematic for the current integrator we designed. In order to derive

Figure 4.52: Coulomb counter op-amp
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the function of the op-amp we need three equations. The first equation is the current

that goes in towards the positive terminal (if ) . To calculate this current we use Ohm’s

law.

if =
Vs − Vf

R1

(4.12)

Where Vs is the source (battery) voltage, Vf is the voltage at the positive terminal and

R1 is the input resistance to the integrator. Since (nearly) no current enters the positive

terminal all of the current must go through the capacitor (KCL [81]). The current through

a capacitor is the capacitance of the capacitor times the derivative of the voltage over

the capacitor with respect to time [81].

Vs − Vf

R1

= C
dVf

dt
(4.13)

The second equation is derived from the negative terminal. This side is very similar

excepts it incorporates feedback from the output.

iR =
Vf − VR

R1

= C
d(Vo − Vf )

dt
(4.14)

Vf

R1

−
VR

R1

= C
dVo

dt
− C

dVf

dt
(4.15)

The third and final equation is the current that flows through Rs, which is, using Ohm’s

law

is =
Vs − VR

Rs

(4.16)

If we then substitute in the first equation into the second and solve for dVo

dt
we get

Vs − VR

R1C
=

dVo

dt
(4.17)

Now we can substitute in the third equation

Rsis

R1C
=

dVo

dt
(4.18)

Now the final step is to integrate both sides of the equation in order to express the

output voltage of the op-amp as a function of time.

Vo =
Rs

R1C

∫

is dt (4.19)

or more precisely

Vo(t) =
Rs

R1C

∫ t

t0

is(t) dt+ Vo(t0) (4.20)

We can also write this as a function for charge used

qused(t) =
Vo(t)R1C

Rs

(4.21)
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we can then use this function to estimate how much charge is left in the battery

Qbattery(t) = Qbattery(t0)− qused(t) (4.22)

There are some drawbacks of this design. The first is drawback is that the current

that is being integrated (is) is technically not all of the current that is being drawn from

the battery. This is not a problem however because is is the vast majority of the total

current. is is in typically in the range of around 60A to 150A, while all of the other

measuring currents are in the range of 2µA to 20µA. That is about a seven orders of

magnitude difference in scale. So the error from this can be considered to be zero. The

reason that the difference is so large is because the input resistance of the integrator

(R1) is about 7 orders of magnitude larger than the sensing resistor (Rs).

R1

Rs

≈ 107 (4.23)

With an ideal operation amplifier, a design like this would be sufficient for the Coulomb

counter. However, no operation amplifier is ideal and the voltage difference across

Rs is so small, it can be hard for the operation amplifier to detect the difference. To

circumvent this, it is possible to implement a instrumentation amplifier as seen in Fig

4.53.

Figure 4.53: Coulomb counter with instrumentation amplifier

A instrumentation amplifier amplifies the difference between each of the inputs,

given that the output is below the source voltage for the operation amplifier(Vss). This
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is a normal application for sensing small voltage differences from sensors, since a

good operation amplifier normally needs around 1mV difference to output a signal.

The amplification for the first section can be expressed as followed:

A1 = 1 +
2R2

RG

(4.24)

4.7 Controlling the Camera Temperature

Due to the temperature constraints of the cameras the thermal system must have the

ability too cool when the air is too hot. However the outside temperature can also be

too cold, so the thermal system also has to be able to heat the air inside the camera

enclosure. Which means that the thermal system has to be able to both increase and

decrease the temperature of the camera enclosure. This creates a dilemma. Either we

have two separate systems that work together to increase or decrease the temperature,

or we have one system that can do both.

4.7.1 Choosing the Right Temperature Control System

There are three main ways of heating using electricity: Joule heating, infrared heating,

and induction heating. These heating systems would be part of a system that has one

heating element and one cooling element that would work independently of each other.

Joule heating Joule heating (a.k.a. ohmic/resistive heating) is by far the simplest

way of heating and the most common. Incandescent light bulbs, toaster ovens, hair

dryers, and space heaters are a few among many devices that use Joule heating. A

Joule heating element is simply a conductor that becomes hot when a current is passed

through it [93]. The heat radiating from joule heating elements heat up the surrounding

air. The power of heating from joule heating is based on the current and the resistance

of the conductor.

P ∝ I2R (4.25)

where P is power, I is current, and R is resistance.

Infrared heating The biggest infrared radiation (IR) heater, that everyone has ex-

perienced, is the sun. IR heating, as the name suggests, works on the principle of

radiating infrared waves/light to heat up people and objects. IR consists of the parts

of the electromagnetic spectrum that has longer wavelengths than visible light, but still

has shorter wavelengths than radio waves. Since IR is electromagnetic radiation IR

does not need a medium like air to propagate. IR can pass through air without the air

absorbing too much of its energy. This makes IR very good when remote heating is

required, but heating of the air is either not possible or undesired. Infrared light can

also be reflected, and can therefore be focused to heat specific areas [94].
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The distinction between joule heaters and IR heaters can become a little mud-

dled, because the both types of heaters produce, at least, a little of the other’s type of

heating. Joule heaters produce some IR heating and IR heaters produce some joule

heating.

Induction heating Induction heating produces works in a vastly different way than

the other two methods mentioned above. Induction heating works placing a magnetic

material (like steel) inside an alternating magnetic field. The magnetic field is made

by running a large high frequency current through an inductor (coil) [95]. When the

magnetic material is placed inside the magnet field something called an eddy current

is produced inside the material [96]. The eddy current flows through the electrical

resistivity of the material producing a power loss resulting in heat generation.

P = RI2eddy (4.26)

Induction heating is normally used to perform very localized heating in metals, often

to extreme temperatures. It can be used to heat non-magnetic materials, but only

indirectly. The induction stove top is the type of induction heater most people are

familiar with.

Cooling something is much harder than heating something. That is why there are

so few options to choose from.

Air cooling Air cooling is by far the easiest and most common cooling method. It

works by replacing the warm air surrounding a hot object with new cooler air from

somewhere else. This new cool air will absorb some heat from the hot object and then

be replaced by more cool air to continue the process. The major flaw in this method of

cooling is that it is highly dependant on the ambient temperature of the air being blown

onto the object. This method only brings the temperature of the hot object closer to

the ambient air temperature. If the ambient air temperature is too hot or too cold, this

method will not work. This method is also very efficiency of this method is also highly

dependent on the total surface are of the object. The total surface area of the object

can be increased however, with the help of cooling fins. This method usually requires

fans to move the air.

Liquid cooling Liquid coolers transfer energy by circulating a liquid from a warm spot

too a cooler one. The liquid is typically either water or oil. These liquids absorb much

more energy by volume than air, which make them excellent for cooling purposes.

Liquid cooling is typically used to cool specific components that produce lots of heat.

Liquid cooling could, in theory, be used to match the air temperature of two thermal

systems by having two radiators on inside each system. This set up would take energy

from the air of the hotter system and move it to the cooler system. The energy transfer

would happen without the air from one of the systems coming in contact with the other
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allowing one or both of the systems to be enclosed (air tight). This method requires

pumps, a suitable liquid, and tubing/pipes. It also usually requires radiators and fans

as well.

Having a bidirectional system would allow us to only implement one system, remov-

ing the need to make two separate systems work together.

Reversible heat pump Heat pumps work in a somewhat similar fashion to a closed

loop liquid cooling system, except that that the heat pumps can make the temperature

difference larger as opposed to smaller. It does this by utilizing pressure to evaporate

and liquefy a solution. When the solution evaporates it absorbs energy from its envi-

ronment. When the solution condenses into a liquid it emits energy. The heat pump

utilizes this to transfer energy from one system to another. Utilizing heat pumps is

the most common way to make large temperature differences. Some common exam-

ples are: refrigerators, freezers, and air conditioning units. The biggest downside to

heat pumps is that even the smallest units are quite large. They are reasonably power

efficient however.

Thermoelectric Thermoelectric Cooling (TEC) devices are by far the newest technol-

ogy mentioned here. Thermoelectric units work by using the Peltier effect to transfer

heat from one side to the other by applying a voltage to the terminals [97]. The units

are named after the Peltier effect and are therefore called Peltier devices. Peltier de-

vices have the same functionality as heat pumps but in a much smaller form factor

[98]. Besides the much smaller size, Peltier units also do not have any moving parts

(steady-state). This also means that the orientation of the units does not matter. An-

other property that Peltier units have is that heat is transferred very quickly. This means

that the temperature can be very precisely controlled [99]. All that is needed to change

the direction of the thermal flux is to reverse the polarity of the unit. This could be as

simple as swapping the leads. Peltier units are ideal when size and orientation are the

biggest priorities. The largest downside to Peltier units is that they are not very power

efficient, although this is getting better as the technology progresses.

Choice After careful consideration we decided the key criteria for the thermal sys-

tems would be:

• Compact size

• Lightweight

• Rapid cooling and heating

• Not being affected by physical displacement (vibrations / movements)
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Thoughtfully weighing out the properties of the thermal solutions, we decided to

choose the option that fit our key criteria the best: thermoelectric cooling. TECs leave

a small footprint and are ideal for precise temperature control.

4.7.2 Designing the TEC regulator

In order to control the TECs an adjustable voltage regulator is needed. There are

many was to go about designing an adjustable voltage regulator; the most pertinent

being switch mode power supplies and resistive voltage regulators.

The first design of the voltage regulator was a was that of a switching power supply.

Switching power supplies have high efficiency and provide a stable DC output voltage

that is ideal when controlling TECs [100]. The type of switch mode power supply of that

would be most ideal for this operation would be a buck converter. The buck converter

works by having all of the current being supplied to the load (TEC) being run through

an inductor. The inductor is resistant to change in current, in other words, the current

though the inductor changes faster than the voltage at the input. The change in current,

along with the inductance, generates a voltage across the inductor.

VL = L
di

dt
(4.27)

where VL is the voltage across the inductor, L is the inductance, and di
dt

is the change

in current over time. This creates a voltage drop across the load without affecting the

average power drawn from the voltage source. This is why the buck converter has such

high efficiency. Efficiency is defined as ratio between the power of the output and the

power being supplied from the source.

η =
Pout

Pin

(4.28)

Where η is the efficiency, Pout is output power, and Pin is input power.

The first regulator design incorporated feedback into the design. Fig.4.54 displays

the schematic for the first iteration of the voltage regulator.
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Figure 4.54: Switch mode power supply schematic

The buck converter circuit can be broken down into three main parts. Those parts

being: the basic buck converter layout at the bottom, the gate driver for the main switch-

ing MOSFET, and the feedback controller. The high power buck converting section at

the bottom starts with the voltage source (V4), the 12V battery. The output of the bat-

tery is controlled by the MOSFET (M1). The MOSFET acts as a voltage controlled

switch that opens and blocks off access to the battery, creating the alternating current

needed for the inductor (L1) to do its job.

When the MOSFET is switched off the inductor will force the current to flow, this

creates a negative electrical potential (voltage) at the left side of the inductor. This

voltage can become very large, and will make the inductor work as a rapidly declining

power source. The magnitude of the voltage is determined by how much energy is

being stored in the magnetic field of the inductor.

In order to reduce this voltage a flyback-diode is placed before the coil in order to

create a complete circuit for the current to pass though when the MOSFET is closed.

Schottky diodes are typically used for this purpose because they can transfer a lot of

power and they have a lower forward voltage drop than typical diodes. Fig.4.55 shows

the current coming from the diode and the MOSFET.
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4.7 Controlling the Camera Temperature

Figure 4.55: Simulated buck converter flyback and switching current

After the inductor there is a capacitor (C4) that helps smooth out the output voltage.

This capacitor is not essential and could be removed if needed. The resistor (R4)

represents the Peltier element. It has a very low resistance which means it draws a

large amount of current (about 8A max).

The voltage across the Peltier element is monitored my the feedback controller

(U2). The controller is made from a 555-timer (NE555). 555-timers are one of the most

commonly used integrated circuits (ICs) available. They are typically used to generate

all sorts of square waves and delayed pulses. However, if the timer is configured

correctly it can also be used for many other applications.

The output of the timer is determined by three of the inputs. Those inputs being:

trigger (TRIG), threshold (THRS), and control voltage (CV). When the voltage at the

trigger input becomes lower than half of the control voltage the output becomes high

i.e. Vcc (12V). The output becomes low (0V) when the voltage at the threshold input

becomes higher than the control voltage.

Using this information we can make a pulse generator for the control of the power

switching MOSFET. The resistor pair R5 and R2 is a voltage divider that scales down

the output voltage of the regulator to make it the same scale as the 5V reference

voltage going into the control input.

VTHRS =
5kΩ

5kΩ + 12kΩ
Vout =

5

12
Vout (4.29)

Much of the same is true for the resistor pair R1 and R3. They scale down the output

voltage by another half compared to the other pair.

VTRIG =
5kΩ

5kΩ + 19kΩ
Vout =

5

24
Vout =

1

2
·
5

12
Vout (4.30)

By using this set-up the output voltage of the timer becomes determined by whether

the voltage across the Peltier element is lower or higher than the voltage at the control

input. The control voltage then becomes a reference voltage that can be used to control

the output voltage of the regulator.
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The output of the 555-timer is then connected to the gate of the MOSFET M3,

through a resistor (R6). Everything the resistor R6 and the MOSFET M1 is the gate

driver for M1. What it does is that it amplifies the output voltage of the 555-timer from

12V up to 24V. This is required because in order to fully open M1 a voltage of at least

5V–ideally around 10V–is needed between the gate and the source of the MOSFET

(VGS). The gate is the flat part of the MOSFET that points upward in the schematic.

The source is the part that is connected to the inductor and the diode. When M1 is

fully open the voltage at the source becomes 12V. Therefore the gate voltage must be

at least 17V in order to keep the MOSFET open.

This design creates a closed loop system that adjusts itself in order to make the

output voltage of the regulator equal to the scaled up version of the reference. The

555-timer acts as very fast comparator that can switch the input voltage on and off over

one hundred thousand times per second (f>100kHz). Fig.4.56 displays the plots of

the simulated output voltage across the load and the switching input of the regulator.

We can see that when the current is cut off by the MOSFET, the current starts to come

from the diode. These two currents are added together at the junction where they meet

and becomes a stable direct current.

Figure 4.56: Simulated buck converter output and switching input voltage

In this plot we can see that the output voltage (green) rises much more slowly than

the input voltage (pink). When the output voltage surpasses the desired voltage (blue),

the input voltage is then switched off by the 555-timer. When the output voltage dips

below the desired voltage, the input is then switched on again. This fast and continuous

switching of the input creates the very stable output voltage with minimal power losses.

This design lacks one key function that the final regulator requires. In order for

the TEC element be able to both cool and heat, it needs to be able to change the
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direction of the current through the Peltier element i.e. reverse the polarity. This can be

achieved by adapting the design into an H-bridge layout. H-bridges are normally used

to control the speed and direction of motors. They are also a core part of the design of

high voltage power inverters, like the one used to run the computer running the Argos

software. The H-bridge schematic can be seen in Fig.4.57.

Figure 4.57: H-bridge switching regulator schematic, "The Eagle"

The H-bridge design is very similar to previous. It is essentially the same design

with a mirrored copy of itself and two additional MOSFETs. The reason it is called an

H-bridge is because the MOSFETs are arranged in such a way that creates the form

of an H when the load is connected between the MOSFETS at the middle. It works

by switching one of the top MOSFETS while keeping the opposing bottom MOSFET

open, while keeping the two others closed. For example if M1 is switching, then M2

and M3 are closed while M4 is open. The two valid paths are highlighted in green and

red in Fig.4.58.
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Figure 4.58: H-bridge Paths

4.8 Modeling the Software

Starting work on the software we wanted early on to map out the features of the system,

which are visible to the user. We looked at the UML diagrams from Argos in both 2016

and 2018. We decided to start with designing a new use case diagram, which is based

on the current state of the system. Then add the use cases which are regarded as

new features of the system. While designing the diagrams, we wanted to keep a clear

separation between the work that has already been completed as opposed to what we

will actually be working on. Because of this we decided to use color coding, through the

outer circle in each use case. this system will follow through all our software diagrams.

The explanation for the four different colors are shown in Figure 4.59. While "Previously

Implemented" and "Will Be Implemented" describe the pre existing use cases which

does not require a contribution from us, and anything which we are adding from scratch.

The other two categories are meant to indicate anything where at least some amount

of work has already been done. We distinguish between "Implemented, but broken"

meaning that it is a feature which has previously been completed and completed, but

some change has caused the functionality to not function as intended. We also have

the category of "Partially Previously Implemented" this is meant to, simply specify that

some work has gone into the feature, and it may even in some cases work to an extent.

However, there is still some work to be done on the feature.
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4.8 Modeling the Software

Figure 4.59: Argos 3 use case Legend

We also considered to color code each use case we would work on, this would

potentially make it easier to follow from use cases and all the way to the final software

architecture. However, because of the number of use cases we would be involved

in, finding easily discernible color proved to be a bit of a challenge. Concluding that

attempting to color code each individual use case, we chose instead to use numbering

as shown in Fig. 4.60. While each use case has a name, such as "View Insta Live",

the main method of referring to the use cases will be by calling them by their code like

"UC1". In addition to this we will keep referring to each use case by both code and full

name in every consecutive diagram which builds on it.
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Figure 4.60: Argos 3 use case diagram
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4.9 Modeling Software Communication With Battle Management

System

Figure 4.61: VBS use case

Fig. 4.61 use case shows how we plan to model the plugin to Virtual Battlespace

(VBS). It will have different server states that will control the operations. The planed

server states are pendingSend and pendingRecv. In addition will the plugin do some

operations on each simulation step.

Figure 4.62: VBS sequence diagram Run ServerState pendingRecv

Fig. 4.62 shows that the gets a request from Argos and stores the request in Server-

State. This is the first operation that runs after Argos and VBS connects.
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Figure 4.63: VBS sequence diagram Execute Simulation Step

Fig. 4.63 shows what happens in each simulation step. The plugin gets information

about markers and vehicles and store them in sendBuffer. Afterwards it store pend-

ingSend in ServerState. This happens every time the VBS plugin receives a request.

Figure 4.64: VBS sequence diagram Run ServerState pendingSend

Fig. 4.64 shows how the VBS plugin is sending the information. The VBS plugin

starts by getting the information from SendBuffer, and then updating Argos with the

information. Afterwards it stores pendingRecv in ServerState.

VBS is military focused version of a realistic game called Arma3, this game is also

created by Bohemia Interactive and has an active community [107]. Using Arma3 as a

substitute for VBS, gives us access to more information. Using Arma3 works because it

is built in a similar way as VBS with a lot of similarities in scripting. It is also easier to find

approximate information on VBS by focusing on Arma3 research. After a conversation

with our employer we concluded that to use Arma3 as a proxy for VBS3 will give us an
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easier time learning and using VBS.

To reduce the size of the dll file that is the VBS plugin, we are looking to use the

Winsock library [110]. This is a library that is already a part of Windows and is used for

socket programming.

When creating the demonstration mission, we will have to locate it south of the

university. This is because of the area that the VBS map cover. The map covers a

large area south-east of the university and starts just south of the university. In the

demonstration mission we will need to have different types of vehicles and markers

spread out in the mission area.

From the perspective of Argos we were able to determine ahead of time that the

data we wanted to store about an internal Argos target, when compared to the data

we would receive from VBS were very similar, with mostly the targets from VBS having

some additional data, such as type and subtype. Based on this we were able to use

C++ class inheritance, in combination with overriding functions, to alsmost agnostically

achieve everything we would want with both, as hinted by Fig. 4.65.

Figure 4.65: VBS one object for external and internal targets

4.10 Modeling Target Tracking Bug Fixing in Software

Figure 4.66: Use Case 8 Sequence Diagram
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By using Fig. 4.66, we found out that to resolve the issues with target tracking, we

would need to change The user interface (UI) in order to accommodate for the modified

scaling. The changes would effectively mean scaling down the UI in order to place

it within the camera screens in Unreal Engine space. We could also know that to re

introduce the functionality of targets scaling based on distance. As well as appearing in

the correct position we would have to change the controller, modifying how it calculates

where to place the HUD markers. To make this change we would need the position of

the Argos vehicle, fortunately the first element stored in TargetBuffer was constantly

updated with the current GPS position of the vehicle. In addition to modifying the UI,

and controller, we also decided to modify how TargetInfoBox stores its data. Since it

contains both the data to display about a target, as well as how to format the text to be

shown in the UI, we had to modify this in order to make the text formatting more easily

readable. Fortunately to be able to scale the HUD markers by their distance to the

Argos vehicle, all we need is the distance, which each target was already supposed to

store internally.

4.11 Modeling GigeVision Recording and Playback Re-Implementation

in Software

Figure 4.67: Use Case 4 and 5 Sequence Diagram

Before we could deal with how the application determines where to save the record-

ings, we had to find some way to actually start a recording. Fortunately the UI which

sends the signal to start recordings, has indirect access to all four GigeVision cameras
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through the Camera Switcher. Which is responsible for spawning everything related to

the four GigeVision cameras as well as the Insta 360 camera into the world.

4.12 Modeling Software Changes Accommodating Changes in Elec-

trical System

Figure 4.68: Use Case 12 Sequence Diagram

Since the data we receive from the electrical system, would change as a result of this

project, indicated by the asterisk in the ActiveArduino box in Fig. 4.68. We would

have to also modify the controlling code and the user interface (UI), represented as

DataSourceSystem and AllCameras UI in the sequence diagram. The changes in the

controller would be to parse the data coming from the arduino, and verifying it is valid

data. It would also include the changes necessary to detect any values outside of the

accepted range. Changing the UI allowed us to both display the values during normal

operation for manual observation by the operator, as well as to display explicit warnings

if the measured values reaches critical levels. Since an object already existed in the UI,

to show status data related to the GPS, such as current heading, velocity and position,

we also had the option to extend this object as opposed to adding our own.

4.13 Official Argos Website Update and Modeling Improvements

One of the color coding systems used on the website, has been to distinguish between,

the three different disciplines represented at the project, as well as the project manager

as shown in Fig. 4.69.
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Figure 4.69: projectargos.net team border colors

While working on the website, it was discovered that because of the very manual

process of having to manually set the hexadecimal color code for every single team

member, at some point some of the colors had been replaced by different colors. As a

result, while working out a easier to use solution, we also had to go back to previous

years, to ensure that the same color system is used everywhere. The way we came up

with in order to make color coding was through the use of CSS classes as defined in

Fig. 4.70.

Figure 4.70: projectargos.net team border CSS definition
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5.1 Front Camera Box Production and Implementation

For the front camera box we had some changes due to the inaccuracy of manual labour.

We had to improvise and use a 3D printed part to make the aluminium lid levelled with

the plexiglas so the camera box would be fully sealed, we ended up using used ex-

truded acrylic polymer as the glass on the front camera box.[63] As of now the plex-

iglas has a small crack that is only hindered from growing by TEC7 sealant. This is

something that has to be addressed and we hope we have time for before we present

our project. You can see the parts used in the entire front camera box in Fig. 5.1 and

even though we ended up using a lot of machine screws, washers and nuts you don’t

need any tools to open the camera box or to adjust the camera brightness. The front

camera box is about one fourth the size of the legacy system and a lot easier to mount

to the roof of a car because of the roof rack.

Figure 5.1: Bill of material (BOM) front camera box

The front camera box functions as revised earlier by having eccentric locks that

keeps the lid clamped to the bottom part on a list to make it waterproof. This design

makes it easy to retrieve anything within the box or change the light exposure which

is correspondent to requirement F.3.1 this requirement has been tested and accepted

see Table B.15.
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For production of the camera boxes we had to make everything ourselves. This was

a choice made because we wanted a iterative design process where we could make

changes on the fly. Because of tight time restraints we didn’t order machined parts as

these tends to have a long delivery time and the more accurate you want it the more

expensive the parts are to produce. Production was a complicated matter as we are

not trained in manual labour and production. But we used a jigsaw to cut the aluminium

pieces to get our desired design. We also used belt sanders to smoothen the edges

and create a more accurate piece. We used a metal plate cutter to get as accurate

dimensions as possible beforehand we bended the aluminium extrusions with a plate

bending machine to get our desired angle.

We started of by making the camera rig for the front camera box. We could not make

this out of a single metal sheet because of the camera focal length. This caused the

earlier explained design choice to create bracket inserts and fasten them with machine

screws. All of these parts were used by using the metal plate cutter, bending machine

and drill. The holes for the cameras were lines up using a laser cut part to get them as

accurate as possible and as explained earlier the cameras are mounted upside down

for easier retrieval.

To bend the plexi we had to create a mold to bend the plexi around inside an oven.

It is utmost importance that the plexi has slow cooling so it doesn’t warp and cause

tension. Because of this we are limited to not being able to open the oven when forming

the plexi while making sure the plexi forms around our mold. The mold was created by

laser cutting plywood scaled 4mm smaller than the outer arc of the plexi. This is to get

the correct dimension when the plexi is formed. We then used clamps to clamp a 1mm

aluminium sheet metal to the plywood to finish the mold in our required design. We

had to make sure everything the mold was made out of could handle up to 150◦C. In

the end we put an aluminium foil over to cover all the impurities in the aluminium sheet

as to not get these impurities in the camera view, you can see the plexiglas is warped

at the edges in Fig. 5.2. Our mold is not however perfect, we did not get the exact

right arc and length we needed. Regardless we adapted and changed the design of

the bottom plate and the aluminium lid.
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Figure 5.2: Plexiglas mold in oven, warping at the edges of the plexiglas

The aluminium lid for the front camera box is produced by first using the metal plate

cutter to get the desired length and width of the lid. Then we use the bending machine

and bend the plate 90◦, the last step is to use the Jigsaw to create the arc with the

radius of 100mm see Fig. 5.3 we used a laser cut plywood part to draw the arc to

know where to cut. We bought a 10x10mm angle bracket to fasten the aluminium lid

to the plexiglas with machine screws, washers to lessen the pressure on the glass and

minimize galvanic corrosion and lock nuts to avoid using loctite. We were advised by

one of our supervisors that they had experienced plexiglas would crack when subjected

to loctite we did a test on this and did not experience any deteriorating in the plexiglas

but not wanting to take any chances we rather went for lock nuts.
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Figure 5.3: Front camera box lid jigsaw cutting

The bottom plate was one of the last things produced because it’s the easiest part

to change if a redesign is needed. We used the plate cutter as previous to get the

correct dimensions and then we used a jigsaw to cut the arc. Again like previous we

had laser cut plywood to get the form of the parts and marked using the plywood. For

the placing of the component inside the camera box there was some changes under

production. We ended up placing two connectors on the left and two on the right side.

this was done because of the roof mounting and the eccentric lock used more space

of the bottom plate than expected. It was also a wish that the peltier was connected

to the camera stand using it as a heatpipe for temperature regulation. The outline and

holes to the heatpipe and peltier was created by drilling a big enough hole in each of

the edges using the jigsaw to cut out the form. As it’s hard to get a perfect straight line

with the jigsaw we used the belt sanders to compensate for any inaccuracies.

In the end everything was painted using bengalack, this is because it can be used

on a untreated aluminium see Fig.5.4.

98



5.2 Rear Camera Box Production and Implementation

Figure 5.4: Spray painting the bottom plate of the front camera box

5.2 Rear Camera Box Production and Implementation

The rear camera box top shell was made out of carbon fiber composite using Hexcel

carbon fiber in composition with Ampreg 21 epoxy system. This gives a shell strong

enough to withstand the air pressure from the wind. The casting of the top shell was

done in Krags composite lab and it’s equipment. We printed several 3d models of the

top shell to get an idea of the size and positioning of the camera as it is 185◦field

of view. We also needed a mould for casting. we coated the mould with wax so it’s

possible to remove the mould after casting. The casting was done on the red mould

seen in Fig. 5.5.
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Figure 5.5

The shape of the mould was tricky to cast around. The front camera hole was the

main issue, where we had a hard time getting the fiber to stick to the mould. The area

around hole was too small, and fiber did not want to stick to the surface. We managed

to get it to stick and ended up with the result seen in Fig. 5.6
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Figure 5.6: Successful casting of the top shell of the rear camera box

For the locking mechanism between the top shell and the bottom plate we decided

to go for eccentric locks. This gives the option to lock the top shell in place, but also

gives the option to access the camera in a short time period as requirement F.3.1 re-

quires. This requirement was tested and accepted as seen in Table B.15. We decided

to mount the camera upside down. This makes it easier to mount and dismount the

camera if ever needed. To make the the box water resistant, we sealed every bolt hole

with silicone, and equipped the bottom plate with a rubber gasket to clamp down on.

We found this was successful after testing as seen in Table B.17. We decided to use

our idea with a glass dome as our solution and we decided to blow mould the acrylic

dome ourself as plastic domes are expensive. We decided to use the same glass as

on the front camera box, plexiglas[63]. Several tries were attempted as seen in Fig.

5.7.
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Figure 5.7: First try of blow moulding plastic dome testing if it was possible to blow

mould ourselves. Did not achieve sufficient pressure, as mould was not air tight. Did

not achieve sufficient size

Several attempts were done to gather experience and we decided to refine the

moulding method. We came up with a design for the blow moulding contraption seen

Fig. 5.8a and did several more attempts including our final successful attempt seen in

Fig. 5.8b.

(a) Design of blow mould contraption

(b) Successful blow mould of plastic dome us-

ing air pressure

Figure 5.8: Successful testing of the new blow mould contraption
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To keep the view of the glass clear during rain, we decided to use water repellent

coating on the glass. This was an option we decided on after we ran successful tests

of increasing contact angle as seen in Table B.21. This makes the water form into

droplets and roll off easier from the glass. This is the same method they use on wind

shields on cars. This fulfils part of requirement F.3.2 that says that the cameras shall

not be affected by the environment.

The rear camera box required a great deal of post processing including post curing,

sanding and varnishing. During the sanding, weaknesses in the top shell cast were

discovered. Holes appeared in front of the casting after sanding. To repair this, we

cast a carbon fiber composite plate and cut/milled repair pieces and support for the

eccentric lock mount as seen in Fig. 5.9b. We coated the pieces with adhesive and

managed to glue the parts together with a reasonable result.

(a) Carbon fiber plate used for cutting

repair and support pieces

(b) Repair and support pieces ready for adhe-

sive to fix the rear box

Figure 5.9

The bottom structure of the box is made out of aluminium EN AW 5052. The bottom

part of the rear box was produced in the University facilities, just like the front camera

box. A thermoelectric peltier element is used for heating/cooling with a heat sink both

inside and outside the box. This ensures that the cameras have the required oper-

ational temperature. The cable connection will also remain the same as the legacy

system.
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Figure 5.10: Produced rear camera box for Argos

5.3 Mounting System Implementation and Production

After receiving the aluminium profile system order, we immediately began producing

the roof mounting system. The aluminium profiles needed to be cut in correct lengths

and fitted. The profile came in lengths of 2m. This was achieved in the university

laboratory facilities. The system uses t-slot nuts, and corresponding slotted aluminium

profiles. Angle brackets were used in corners to create a frame easy enough to lift on

top of a car. In our design we also decided to go with a modified eccentric lock. The

roof rack of the car has rectangular crossbars which our idea was to lock in on with a

hook. We actually modified stainless steel butcher hooks. We cut off one side, and

threaded them to m6 threads to mount in the eccentric lock. After initial mount, we

found out that the friction between the roof rack of the car and the locking hooks were

too low and had a risk of sliding. We decided to coat the hook using heat-shrink tubing

as seen in Fig. 5.11.
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Figure 5.11: Hooks for mounting between roof rack and our mounting system

The rubber of the heat-shrink tubing increased the friction between the roof mount-

ing hooks and the roof rack crossbars. During our mounting test we found that the

friction was sufficient. Having threaded hooks makes the locking mechanism flexible

but sturdy and gives us the ability to adjust the tightness against the roof rack of the car.

Just turning the hook by one round will tighten or loosen the hold against the roof rack

of the car. On the eccentric locks there are safety locks to prevent the mechanism from

opening during use. Using a spring pin or locking pin will prevent unwanted opening

of the eccentric lock. The eccentric locks can be mounted directly on the aluminium

profile system as seen in Fig. 5.12 locking it in place.
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Figure 5.12: Eccentric lock mounted on the roof mounting system

To lock the camera boxes in place, we created frames to mount the camera boxes on

that can slide into the slots of the aluminium profiles. We decided to lock the frames in

place with an aluminium plate across the tip of the mounting frame. Using hand screws

we can secure the frames in place reducing the movement of the camera boxes and

securing them in place. Using the t-slot nuts we ordered we can slide the boxes into

the aluminium slot on the mounting rack. Since time was short we decided to design

our own hand screw. Threading the aluminium profiles as m6, as they are designed

for, we were able to use the m6 bolts we already had. We printed a handle and glued

them together as seen in Fig. 5.13.

Figure 5.13: Fastener for camera box frames

Initially our idea was have the aluminium securing plates as a separate part. During
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testing we saw that we were able to mount the securing plate on the camera box frame,

which gave us less loose parts which is desirable. Successful test report for mounting

can be seen in Table B.15

Figure 5.14: Produced roof mounting system for Argos

5.4 Power System

We presented the power supply options to our customer during a meeting to uncover

thoughts and preferences. During the meeting, it was pointed out that modularity of

the system was still a very high priority, since the system will still be undergoing de-

velopment after this project. The customer also pointed out that ease of mounting the

system in a car should be a high priority. Due to these priorities, it was agreed upon

that continuing with the power inverter solution, would be the best way forward. After

providing the new weighting for our options in the decision matrix seen in Fig. 4.50,

this option came out at top.

In difference from the current system we received from the earlier projects, this

solution will not draw any direct power from the battery power lines. This will remove

the needs for filtering the input of the inverter, which would otherwise be necessary,

due to the noise made by the inverter itself.

After uncovering measurements from the power usage of the system as a whole,

a decision was made that a 3000 watt inverter would not be necessary and just add
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additional weight. A decision was made that a 1500 watt inverter would be more than

sufficient, since the highest watt usage of the system, was measured to be 600 watts.

Even though a 800 watt inverter would be sufficient, the modularity was still important

and the extra power could be necessary later in development. The diagram for the

complete electrical system is shown in Fig. 5.15.

Figure 5.15: Electrical system overview

5.5 Battery Monitoring & Controller Circuit

Designing a circuit can be very intricate, considering there are so many variables that

can affect the outcome. We had already decided that a voltmeter and a coulomb

counter would be a good approach for measuring the state of charge. Additionally,

we had a pretty good idea on how to implement said things. An operation amplifier

has extremely many useful features that we wanted to take use of and therefore found

it fit for our circuitry. To begin with, we used a differential amplifier for both the volt-

meter and the coulomb counter. Only difference was that the coulomb counter would

integrate the output, while the voltmeter would just output the difference.
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The first iteration In the first iteration we focused on designing the battery monitoring

circuit. The battery monitoring circuit is divided into two parts, voltmeter and Coulomb

counter. Even though these circuits will be working towards the same purpose, es-

timating the battery state of charge, they preform two different tasks, one measuring

voltage and one measuring charge over time.

To begin with we created a simulation of the circuit in LTSpice to be sure that our

calculations for the ideal circuit were correct. One of the obstacles we had to consider,

were that the Arduino could only read voltages between 0 and 5 volts.

The voltmeter, as stated earlier, would have a differential amplifier. One of the

inputs would have the positive 12 volt battery pole, directly coupled into a sensing

resistor. The other input would be coupled into a voltage reference, where we chose to

use a Zener-diode. The reference voltage would be 10 volts, so that the voltage read

by the Arduino, would be between 10 and 15 volts. Since a battery fluctuates from

12 to 13 volts, depending if its fully charged or not, this would allow the sensing to be

perfectly centred.

The Coulomb counter would have very similar set up as the voltmeter as mentioned

earlier. In difference with the voltmeter, the output of the Coulomb counter would be

a integral of the input. As with the voltmeter, the circuit was first designed in LTSpice

to create a simulation of the Coulomb counter and as shown in Fig. 5.16, the output

increased, depending on the voltage drop across the sensing resistor.

Figure 5.16: A simulation of Vout in Fig. 4.52

Having the batteries parallel coupled should be avoided at all cost, which is why hot-

swapping would become a part of the circuit. With this in mind and a wish for taking

use of MOSFETs for the hot-swapping, a battery controller Integrated Circuit (IC) would

also be necessary. The IC would allow us to have both of the batteries active, even

though not preferred, but still not allow current to flow from one battery to the other. We

found a IC named LTC4359 that preformed these functions and simulated the circuit in

LTSpice successfully [87].

After simulating the circuit, we ordered the parts necessary to preform tests on the

circuit. Even though this sounds simple, most of the job is to read and understand the

datasheets, so the components with correct values are bought. An example of this
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would be the IRBF7430PBF [88], which was rated for as much as 195 amperes, which

would be more than sufficient for the battery controller.

After receiving the components, we began to mount the components and wire the

circuit on a prototype circuit board, as shown in Fig. 5.17. This would allow us to

preform tests on the circuitry. Producing a circuit for testing on a prototype board,

reviled itself to not be the brightest idea. If a component either were defect, or the

circuit didn’t work, the component would have to be de-soldered to be replaced. This

became very time consuming.

Figure 5.17: Picture of the first prototype circuit with components

After testing the circuit, a few problems reviled itself. The first problem was the

readings of the voltmeter was a bit inaccurate. The second problem that we uncov-

ered, were that the Coulomb counter did not register the small voltage drop across the

MOSFET.

A second test, which resulted in a third problem, was preformed on the MOSFETs

that whether they would tolerate the massive current. By connecting the batteries to

the drain and the inverter to the source on the MOSFET, we were able to turn on the

power. We induced a heavy load to the circuit and the MOSFET exploded.
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The second iteration In the second iteration we began to uncover how the problems

found in the first iteration could be solved.

The solution to the second problem was easy to uncover. The tolerance of the

Zener-diode was ±10%. This would result in the voltage reference providing different

voltages, depending on the Zener-diode. To prevent this from becoming a problem, the

Zener-diode was replaced by a voltage reference IC. A voltage reference IC provides a

much more stable output. In addition to a stable output, we chose a voltage reference

IC with the possibility to trim the output. This would allow us to adjust the voltage

reference, depending on what output we required.

The solution to the first problem was much worse to solve and can be divided into

two categories. The value of resistance and the sensitivity of the operation amplifier.

When we researched the operation amplifier, we discovered that the operation amplifier

has a input resistance of 1000 Giga Ohm. This should be close to infinity, but with a

resistance of 6.8 Mega Ohm on the input could affect the behaviour of the operation

amplifier. To work around the problem we learned about the instrumentation amplifier,

which amplifies the signal difference. The outputs of the instrumentation amplifier is

then fed into a differential amplifier.

Even though an instrumentation amplifier would solve the problem caused by the

resistors, the operation amplifiers would require a voltage source higher that 12 volts,

which is the sensing voltage. The amplifier increases the voltage difference, but with

the same voltage level as the input. If the operation amplifiers has a lower voltage that

the input, the operation amplifier would reach its saturation point. Also, if the output

were to exceed 5 volts, the Arduino could no longer measure the signal.

To work around the saturation, but still keep the voltage less than 5 volts, we voltage

divided the circuit between the instrumentation amplifier and the differential amplifier.

Even though this wasn’t the most idea solution, it would resolve the problem.

For the problem with the sensitivity of the operation amplifier, the voltage difference

necessary to provide an output was 15 millivolts [89]. We had to find a component with

lower voltage difference needed to register difference. We found the OPA177 operation

amplifier that were able to sense differences as small as 10 microvolts [90]. Since we

would always have a difference of 1 to 10 millivolts, this would be sufficient.

For the third problem, provided by the single MOSFET exploding when running

120 amperes trough the component, we turned to one of our professors to understand

what we had overlooked in the datasheet. The professor pointed out that the power

dissipation at 375 watts could be a limitation. Even though as shown in Eq. 5.1, the

statement does not make sense. We searched the datasheet for answers, but could

not find an answer that made sense.

PD = I2DS ∗RDS = 120A2 ∗ 1.2mOhm = 17.28W (5.1)

To try to see if there was a way to work around the problem, we first tested another

time to see if there was a defect component. To later try 4 MOSFETs in parallel. Which
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solved the problem partially, since there was now huge amounts of head dissipating

from the components. To prevent to much overheating we added an additional MOS-

FET to the switching circuit, so that it became 5 MOSFETs in parallel as shown in Fig.

5.18, which made the problem more manageable.

Figure 5.18: Picture of 2x5 MOSFETs on a prototyping board for testing

Further into the development we tried to find a way for the Arduino to read the output

as easy as possible, and we began to discuss a component one of our group members

had knowledge of, the 555-timer integrated circuit. The 555 timer has many different

applications, but we use it for extending a pulse outputted by an operation amplifier

driven into saturation, which then resets the integrator. This way we do not depend

on the speed of the Arduino to reset the circuit, but only depend on it to read a pulse,

given by the 555-timer.

After the massive changes in the second iteration we simulated all the different

circuits in LTSpice separately, before simulating the whole circuit as one. The changes

made were simulated and produced a positive outcome.

Since time began to become a problem, we also began to produce a Printed Circuit

Board (PBC). Both to reduce time for testing and learn the process of creating one. If

we were to do any mistakes on the first PCB we also would have time to redesign and

make a new, before the end of the project.

The difference when producing a PCB instead of a simulation is finding the correct

footprint. A footprint is the placement on the circuit board combined with drill holes

and solder mask to hold the component in place. We had datasheets available but

not all of them gave the exact footprint, but rather the measurements. To convert the

measurements into a footprint, very precise placement and drawing is necessary. Pro-

ducing a footprint is very time consuming, which made the process long and tedious.

Its also easy to make mistakes during this process, since there are so many dimen-

sions that has to be correct Otherwise the components wont fit or the pins will not be

traced correctly.

When the footprints were completed, the drawing of the schematic began. The

drawing is pretty similar to what one would do in a simulation program, but one also

has to connect all the signals correctly.

When the signals are connected and the footprints are finished, all that remains is

place the components on a board and trace the wires. Fig. 5.19 shows how all the
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signals are tangled when entering the board designing.

Figure 5.19: The first PCB before placement of components

To go from all the components being tangled, to having a placement as smooth as

possible, requires both time and skill to do it professionally. A few crossovers with the

signals (yellow lines) in not possible to avoid, but the fewer the better. In Fig. 5.20 the

placement of the components is done and much less tangled.

Figure 5.20: The first PCB with finished placement of components

When tracing the wires, the current that will flow trough the circuit, has to be taken

into consideration. Normally a width of 8 mills is used for signals. 8 mills will allow ca

1 ampere to run trough without causing to much heat. If a higher current is needed, a

lager trace will be needed. When the larger traces are set, the auto-routing can take

place. With the auto-routing, a lot of time is saved due to the computer does most of the

work. The auto routing can also be set to larger width, but this will increase the boards
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size. The last step is to do adjustments to the traces. The finished board schematic is

shown in Fig. 5.21.

Figure 5.21: The first PCB fully traced

Most PCB producers only require a Gerber file to make the circuit board. The files

takes only minutes to extract. The file contains each of the layers including measure-

ments

When the board is produced, only the placement of component on the physical

board remains. If the pre-work with the footprints were done correctly, it will only take

a couple of hours, depending on how many components on the board. The finished

product is shown in Fig. 5.22.
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Figure 5.22: Picture of the first PCB with components

When the components were mounted, a testing of the circuit was necessary. Even

if the circuit and PCB had been simulated and double checked, there could be defects

in the product. A mistake was found, that one of the signals were missed and had to be

connected by wire. We connected the circuit to the necessary power and signal lines

and turned on the power. Many of the components began to smoke, which usually indi-

cates something has gone very wrong. The problem was that we only had components

for this one test and if we were to do another, we still had to wait for a new order.

The third iteration A search for indications of what caused the components to smoke

began. While checking datasheets we uncovered a problem with the battery controller

IC that weren’t noticed earlier. The IC was only rated for currents up to 20 amperes.

This alone would not cause the circuit to smoke, since we only ran a few milliamperes

trough the circuit. With this knowledge, a redesign of the battery controller would be

necessary, but the search for the cause, continued.

With knowledge of the battery controller needing a redesign, we decided use relays.

This would save us both time and problems with heat dissipation. We carefully con-

sidered the necessary specialisations for the relays before deciding on the HRC-150

300A automotive relays [91]. The relay allows continuous current at 150 amperes.

Trying to find the cause of the problem with the PCB we began testing of all the

separate circuits using breadboards.

Beginning with the voltmeter, the circuit was wired and connected to a supply volt-

age. As expected the voltmeter supplied the voltage between 1 to 4 volts depending
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on the input. However, there was a zone where the operation amplifier did not react,

0-1 volts and 4-5 volts. This could be resolved, but still didn’t cause the problem of the

total circuit.

We wired the Coulomb counter on another breadboard and ran a similar test. And

as expected, a pulse was sent by the 555-timer every so often. As the voltmeter, this

circuit had some problems when dealing with voltages around the 5 volt threshold.

This caused the reset line to become stuck at a certain voltage level, which caused the

Coulomb counter to not output as intended. While this is a serious complication, this

could not cause the the problem with the PCB.

We began to scout the schematic and the footprints. After many hours of searching,

a mistake was spotted. The rectifier diodes that was part of the surge protection for

the battery controller IC, was connected to the wrong pins. This caused the battery

controller to receive towards the IC ground connection.

The fourth and final iteration To solve the problem with the Coulomb counter, we

tested various resistors and small changes to the circuit. We uncovered that the in-

strumentation amplifier worked extremely well. The fault was with the output of the

differential amplifier, at some points it would not reach the full supply voltage. We be-

gan researching why this problem occurred and found a problem with single supply

voltage for operational amplifiers. The single supply voltage produces a shift in some

operational amplifiers. This causes a certain voltage zone that will not register [92].

A choice was made that the whole circuit could just be ran at 15 volts. This would of

course cause problems for the Arduino, which is why a voltage divider of the output

signal was necessary. In Fig. 5.23 a measurement of the Coulomb counter integra-

tors output and the input to the 555-timer is shown. The green signal is inverted and

extended by the 555-timer, which outputs a signal to both the Arduino and the reset

line.

Figure 5.23: Measurement of the Coulomb counter integrator in yellow and signal into

555-timer in green

With the same knowledge, the voltmeter was adjusted to have 15 volts as well. To

control that the output voltage would not reach above a certain level, a adjustment

to the voltage reference was made. The voltage reference was trimmed up to 11.5

volts. To also increase the measuring field, a amplification was added to the differential
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amplifier as shown in Eq. 5.2. The voltage level between 12 and 14 volts, would be

measured between 1 to 5 volts. The final circuit is shown in Fig. 5.24.

AG =
R2

R1
=

20K

10K
= 2 (5.2)

Figure 5.24: Volt meter circuit

To avoid shorting the batteries when using the relays was now a problem, since we

no longer took use of the LTC4953 integrated circuit. To work around the problem, we

implemented two diodes to the controller that was rated for 2x80 ampere. By parallel

coupling these we would accomplish 160 amperes and should be sufficient. The diodes

would solve the issue with current passing from one battery to the other, the diodes

introduce a voltage drop of 0.7 volts. The voltage drop could cause a problem due to

the internal resistance of the battery. If the batteries are under large loads and high

currents are being drawn, the voltage drops slightly. The voltage drop is not necessary

a problem alone, but combined with the drop across the battery it might. The DC/AC

inverter would have problems supplying the necessary voltage to run the computer.

When taking this into consideration, a loss of 0.7 volts becomes a huge loss. This

caused us to only have the current run trough the diodes, while a switch is necessary.

The final circuit for the battery switching without the controls is shown in Fig. 5.25.
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Figure 5.25: Circuit drawing of the relay overview for the battery controller

When designing the new PCB we avoided as many external wires as possible. The

Arduino that would be controlling the circuit, was placed upside-down on the circuit

board. In difference with the first PCB, traces that required more current than others,

were enlarged and a ground plane was added. The ground plane creates a trace as

large as possible, which allows trace calculations to be less important. Most PCBs

today uses this feature. As lessons were learned form the first PCB construction, a

triple and quadruple check of the signals and traces was done. The final traced PCB is

shown in Fig. 5.26.

Figure 5.26: The second PCB fully traced

With a small time frame left to complete the project, the components were soldered

onto the board and all the smaller parts of the board was tested separately. The test
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were successful and only the complete test of the system remained. The finished board

with components and the Arduino mounted is shown in Fig. 5.27.

Figure 5.27: Picture of the second PCB with components

5.5.1 Controlling and Monitoring the Power System

To operate the battery monitoring and control circuit, an Arduino was coded to pre-

form the necessary actions. Since the switching and start-up of the controller, were to

happen automatic, many variables had to be accounted for.

Monitoring and calculating the state of charge Since the Coulomb counter sent

a pulse whenever the differential amplifier had reached the maximum capacity, an in-

terrupt in the Arduino code made it very easy to register. By registering how many

pulses that would be registered, a estimation of how much charge had depleted from

the battery. However, we had to know how much charge the battery had when it was

connected.

The voltmeter in the battery monitoring gave a signal the fluctuated from 1 to 5

volts, depending on the charge of the battery. By reading this signal with a analogue

input, we were able to calculate the voltage on the battery. Since we knew the voltage

on the battery, we would be able to calculate how many pulses was remaining on the

battery. When we had an estimation of how many pulses remained, it became possible

to estimate the charge at any time.

Switching batteries When switching from one battery to the other, it was very im-

portant that the batteries would never be directly connected. So to switch from one to

the other, a half-step had to be introduced. During the half-step, neither of the batteries

would be directly connected, but both the batteries, would have current flowing trough
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the diodes. This could cause a small voltage drop of 0.7 volts, but only for a very short

time.

To switch between the different stated, several cases were defined. The cases

decide whether the relays would be active or not. By defining each of the outputs in

every case, the batteries would never be allowed to be fully active at any time.

When the switching from one battery to the other was activated. The code would

memorise what the starting case was, before switching from one step to the other after

a defined time. In Fig. 5.28 a illustration is showing the output for the different cases.

C0 is when the power is connected and neither of the batteries are on. When the power

button is pushed, the Arduino checks which battery has the most charge, and activates

it.

Figure 5.28: Illustration of the different cases

When switching from battery 1 to battery 2, the Arduino would remember C1 as the

starting case, before beginning the switch. After a certain amount of time, the case

would go from C1 to C2 before allowing more time to pass. When the set amount of

time has passed, a switch from case C2 to C3 is done, before waiting again and moving

from C3 to C4. If it were to switch from battery 2 to battery 1, the case would move

from C4 to C3 to C2 and finally C1.

5.6 Building the Temperature Controller

5.6.1 Voltage Regulator Design Process

The design of the voltage regulator has gone through six notable iterations.
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Iteration 1 The first iteration of the voltage regulator was based on the design shown

earlier in Section 4.7.2 Fig.4.54. The simulated circuit assumed that the we could

produce an adjustable DC voltage reference from the Arduino; this turned out to be

incorrect. Most Arduinos use pulse width modulation (PWM) to supply analogue power.

PWM does lower the average voltage, but the voltage taken at a random instance is

always binary (high or low). In order to have a constant adjustable voltage a digital to

analogue converter (DAC) is needed. The Arduino Due has two built-in 12 bit DACs.

The challenging part about using these DACs is that they can only provide a voltage

that is between 0.55V and 2.75V. A circuit was made to condition the signal to move

the range to 0V-5V. This was done using op-amps. However, the conditioning circuit

was unstable and was placed on hold, at least temporarily. It was replaced by using a

potentiometer to divide 12V supply voltage down to the desired voltage. The resistors

into the 555-timer’s trigger and threshold inputs were changed to accommodate for the

change. The gate driver of the N-channel power switching MOSFET had to be changed

from the initial plan.

In order reduce the current when testing, two large 6Ω power resistors were used

in series as the test load. The desired reference voltage was set to 0V at the beginning

when everything was connected correctly and the circuit was turned on. When the

reference was raised the output was also raised by the same amount. However, we

quickly discovered that the MOSFET became extremely hot while it was running. This

was not a problem when the reference was either completely open or closed. Power is

lost in the MOSFET when it switches from low to high. This power loss in the transistor

becomes heat. The switching time of the MOSFET should ideally be a few hundred

nano seconds. Since the MOSFET is switching one hundred thousand times per sec-

ond we hypothesised that the reason the MOSFET became so hot was because the

switching time being too long.

Iteration 2 In an attempt to reduce the switching time of the circuit we decided to

replace the N-type MOSFET with a P-type MOSFET, as shown in Fig. 5.29. The P-

type MOSFET can be configured in such a way that it only requires 12V to open the

gate, meaning that much fewer components are needed in order to drive the gate. In

order to increase the heat dissipation the P-type MOSFET was connected to a cooling

block. When switching on the power of this iteration we discovered that the time to open

became much improved, but off time became much longer. This caused the output to

become unstable.
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Figure 5.29: Iteration 2 changes

Iteration 3 In the third iteration the resistor shown in Fig. 5.29 was replaced with an

N-type MOSFET in order to reduce the time it takes to close the MOSFET, as shown

in Fig. 5.30. This did reduce the off time, but it also caused brief short circuiting during

switching. This happened because the transistors used to open the gate were not in

synch which caused a brief period of time where both of the MOSFETs where open.

Figure 5.30: Iteration 3 changes

Iteration 4 The fourth iteration scrapped the whole switch mode power supply idea.

It was instead based on a more traditional amplifier design. The circuit is shown in Fig.

5.31.
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Figure 5.31: Iteration 4

This design uses feedback from U2 into U1 to open the mosfet just enogh so that

the voltage accross the peltier element is the same as Vin. U2 is a differential amplifier

where the output is the same as the voltage across the Peltier element.

Vout = 12− VDS (5.3)

Where VDS is the drain to source voltage of the MOSFET. The output voltage is con-

nected to the inverting input of U1. U1 essentially adjusts its output so that the invert-

ing (-) and non-inverting (+) inputs become equivalent. The capacitor (C) is added to

the gate of the MOSFET in order to reduce the speed of which the op-amp (U1) can

change. The speed needs to be reduced because the linear region of the MOSFET

is very narrow. The gate voltage will increase and decrease too quickly without the

capacitor leading to an unstable output voltage. The power loss in the MOSFET is

Pm =
(Vcc − Vo)Vo

RL

(5.4)

Where Pm is the power loss in the MOSFET, Vcc is the voltage supply (12V), Vo is the

Voltage across the load, and RL is the load resistance (1.5Ω). This leads to a much

more predictable and stable power loss which reaches its maximum at the half way

point (6V), as shown in the plot in Fig. 5.32.
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Figure 5.32: MOSFET power curve

Iteration 5 In the fifth iteration we removed the capacitor at the gate of the MOSFET

and added a comparator (U3), as shown in Fig. 5.33. Hysteresis was introduced to the

comparator to increase the resistance to noise. In short, hysteresis means in this case

is that the required input voltage to change states is dependant on the current state. A

5V PWM signal is sent into the comparator which then amplifies the input signal into

the gate driving op-amp (U1).

Figure 5.33: Iteration 5

Iteration 6 Now that the cooling can easily be regulated, we still needed to have the

ability to heat. To do this in a simple way we used two relays set up such that the

orientation of the load becomes switched when a signal is sent to the relay, as seen in

Fig. 5.34.
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Figure 5.34: Iteration 6 changes

5.6.2 Sensor Integration

Considering the –fairly wide– temperature range that the cameras are rated for (5◦C to

45◦C), the sensors do not have to be extremely accurate. The most important features

the sensors is that it needs to be able to be set up quickly and easily interface with

the microcontroller (Arduino Nano) used to control the temperature. The speed of

which the temperature can be regulated accurately will ultimately be determined by the

response time of the temperature sensor. The rate of change in temperature caused by

the TEC must be slower than what the sensor can pick up. If it is larger then the actual

temperature will begin oscillate. For example if the temperature needs to be increased,

the controller will believe that the temperature is lower than what it actually is; leading

to the controller increasing the temperature even more than what it should. The sensor

temperature will always lag behind the true temperature. When the controller believes

that the desired temperature is reached it will turn off the TEC, but the temperature

that the sensor reads will continue to rise even though the TEC is off. This leads to the

TEC being off for too long and will cause the temperature to fall too far. Which in turn

causes the TEC to raise the temperature again once the controller notices. This cycle

is what causes the temperature oscillations.

With this in mind we decided to use a temperature sensor that is quick to respond

to change in temperature. A sensor which also has a library for Arduino that is simple

to set up and utilize. The temperature sensor we chose was the DS18B20+. The

DS18B20+ is a digital thermometer with a configurable resolution of 9 to 12 bits [101].

It has a wide temperature range (-55◦C to 125◦C) that our intended operating range

(10◦C to 40◦C) fits nicely in the middle of. The sensor has a library for Arduino that is

called DallasTemperature [102] that talks to the sensors and converts the bits received

from the sensor into degrees Celsius. The DallasTemperature library uses the OneWire

library [103] which handles the 1-wire serial interface with the sensor.

The system also requires a humidity sensor; although it is not critical to the opera-
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tion of the system. Measuring relative humidity can quickly become a complex affair.

The transducers necessary to measure humidity are capacitive, which is much more

difficult to measure than resistive transducers. Transducers are devices that convert

one form of energy to another. The humidity sensors have a very low sensitivity of

30fF/%RH [105] (3 · 10−14).

Considering all of the diffculties around humidity sensing, and the non-criticality of

the sensor, we chose to use a humidity sensor module that –much like the temperature

sensor– is simple to interface with. The sensor we decided on using was the DHT22.

This can measure the relative humidity from 0% to 100% with an accuracy of ±2%

[104]. The DHT22 has an easy to use library for Arduino made by the producers of the

sensor –Adafruit– called DHT-sensor-library.

5.7 Serial Communication

The communication between the battery controller, temperature controller and the Ar-

gos software is all done over serial. More specifically using the RS-232 serial data

communication standard. The RS-232 is built into Arduinos as the standard commu-

nication method. RS-232 requires three wires RX, TX, and ground. Since we have to

communicate with two Arduinos inside the camera boxes and the Argos software we

decided to use an Arduino Mega. The Arduino Mega has four serial ports, where one

is also used for USB serial communication. The initial plan was to use one Arduino

Mega as the communication central for all of the other Arduinos. However we decided

to incorporate the communication code into the battery controller Arduino in order to

reduce the amount of unnecessary complexity.

The Arduino Nanos inside the temperature controllers measures both the temper-

ature and the humidity inside of the camera boxes. The the values for each of them

are stored as floating point variables (floats) inside the Arduino. The transmission se-

quence is displayed in Fig.5.35. To transmit the floats from the Nano to the Mega a

byte type pointer is created to the address of the floats. First the type of information

that is being sent is transmitted. This is either an ’h’ for humidity or a ’t’ for temperature.

The next byte sent indicates which camera box the information stems from. Indicating

this in the transmission means that the cables connecting the Nanos to the Mega can

be connected to either serial ports. This makes it so that there is one less thing to think

about when setting up the entire Argos system, ultimately making the process faster

and easier. The pointer is created earlier is then used to transmit the four exact bytes

that the floats are stored as inside of the Nano. The last byte to be sent is a ’d’ to

indicate that the transmission is done.

On the receiving end of the serial communication, the Arduino Mega has to do more

than the Nano. The Mega has to distinguish between data coming from the front and

rear camera boxes. It has to interpret the data correctly. It also needs to make sure that

the data received is correct and valid. The beginning of the receiving function is shown

in Fig.5.36. When the Arduino Mega has received six or more bytes it will start the data
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Figure 5.35: Information transmission function for Arduino Nano

interpretation process. It starts off by reading all of the bytes received until it reaches

a ’d’ and places the read bytes into a buffer. This buffer is then used to recreate the

floating point variable sent from the Nano using a float pointer. The Mega then uses

the first two bytes inside the buffer to determine the type and origin of the data.

An if statement is used to ensure that the data is atleast within the ranges of what

the sensors can read. Finally, when updating the data stored on the Mega a digital first

order IIR filter is used to slow down the change in the stored temperature and humidity.

The filter reduces the impact of stray readings that are much smaller or larger than the

current value. Reference [106] contains much more information about digital filters, if

one is inclined to read more about it.

Figure 5.36: Part of the information receiving function for Arduino Mega

All of the data that the Argos software requires –the temperatures, the humidities,

and the battery charges– is sent in a longer but simpler way than what the Nanos do.

The Mega simply sends an indicator of what the data is and then sends the floating

point data as a string that is readable by a human.
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5.8 Implementing Software Models

Figure 5.37: Complete Software Architecture

In order to get a complete view of the Argos Application and how much of we had

to modify to resolve all of the software problems, we designed a complete software

architecture diagrams. The diagram builds on the more specific sequence diagrams

for each use case, shown in Fig. 5.37. The Architecture diagrams allows use to more

easily see that we actually had to work on all but one controller, and making changes to

5 of the 16 data objects. The diagram also, even though it is an abstraction, illustrates

how complex the application truly is.

5.9 Implementing Communication with Battle Management Sys-

tem

When we worked on the Virtual Battlespace (VBS) plugin we started by looking into the

functions of the software. We used the similarities to Arma 3 as a stepping off point to

get an understanding of the basics. After testing the Arma functions to get information

from the player character, we had some realizations. We found out that although the
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there are similarities between VBS and Arma, the nature of the software is so different

that most of the functions used in the first-person shooter game doesn’t work for the

simulation software that is VBS.

We started to do some extensive research into the functions that’s made for VBS[109].

We found out that all coding could be written in sqf files located in the mission folder.

We also found out that there are a vast number of functions and a lot of them have no

descriptions. Based on the description that do exist, their seems to be many functions

that do the same thing. A realisation appeared after many hours of testing that there

are some small but important differences between the functions. With better under-

standing of how to work with the VBS, we tried to get information about other units and

vehicles and display them on the screen. This was more challenging than first antic-

ipated because of all the possible information that is connected to each vehicle and

unit.

After testing most of the functions that we were planning to use, we started to look

at the plugin template that were in a VBS system folder. This template had some

comments, but they didn’t describe how to use what was already there. We tested the

ExecuteCommand template function with some functions that already had been tested

directly in VBS. In the beginning we only got crashes. After further testing and reading,

we found out that there was a sqf call function that could be used. This made it possible

to call a sqf file from the C++ plugin code. Later we found out that everything could be

done in the same scope by writing inside a string and use backslash for line separation.

while working on the sqf functions in the plugin, we started looking for each function

that would return the information that we wanted. For example, when we are getting

the coordinates, we used getPos to get the in-simulation coordinates and then we used

the posToCoord function to get the real coordinates that we can use in Argos. This is

shown in Fig. 5.38 from line 262 to 264. We also format all the information into a

standard formatted string, so it is easy to parse the information afterwards. Shown

from line 268 to 270. After many tests we found out that the last called variable is the

return value of the ExecuteCommand function

Figure 5.38: Script for VBS in plugin

When all the sqf code were close being finished, we started to work in the connec-

tion between the Argos software and the VBS plugin. We started to look at the WinSock
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library. We choose to use this library because it is part of windows, so we didn’t need

to download a third-party library. Without any knowledge about any other library before

we started, so this was the most practical choice. Because we don’t want the plugin

to be larger than necessary, we concluded that a windows library was the best choice.

We looked at the WinSock example server code as a starting point and worked with

it to make it work as wanted[110]. After we had tested the server separately form the

VBS plugin, we merged it into the plugin. When we started the software, we realised

that we needed to run the server on a different thread, because everything froze as

soon as the plugin started. We used the thread library which is a part of C++ to solve

this problem[108].

After some problems with de-syncing between Argos and the VBS plugin server, we

made it possible to shut down and restart the server without needing to restart VBS.

The server starts on the first simulation step and a Boolean is set to true. This Boolean

indicates if the server is running or not. If this Boolean is false the server isn’t running,

and it will start on the next simulation step. If the client disconnects from the server, it

will set the Boolean to false and restart the server. The server can be shut down as

well, by pressing a button that is pre-determined in the mission. When this button is

pressed serverExit will be stored in server State. This will shut down the server and the

user can press a separate button to start the server again. When the server receives

“getV” or “getM” it will return a list of vehicles or markers respectively. This list does

also contain name, object type, subtype and coordinates. For vehicles it also returns

the team it is a part of. The teams are split into three and the team names is decided

by the VBS software.

Thanks to how data data is formatted by the VBS plugin before sending to Argos, it

becomes very practical fort Argos to split the recieved string with commas as a delimiter

as shown in Fig. 5.39.

Figure 5.39: Code for parsing string received from VBS

Since one of the main goals for Argos being able to communicate with VBS is for

demonstration purposes, it was very important for Argos to reliably record the data

received from VBS. Thanks to a pre existing DataSource system, all we needed to do

was to deal with the logic of formatting the target data into a single string, this cam be

achieved as shown in Fig. 5.40.
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Figure 5.40: Script for writing VBS targets to recording

Thanks to being able to format the data, however we want when writing the log, we

are able know exactly how the data is formatted when reading from the same log later,

as shown in Fig. 5.41

Figure 5.41: Code for reading VBS target log during playback

5.10 Implementing Target Tracking Bug Fixes in Software

Resolving the issue of the heads up display (HUD) trackers appearing outside of the

camera screens, this was a matter of modifying a single value, representing the dis-

tance from the operator at which they should be placed. As long as the radius of the

camera screens never change again, this solution should be fine. However, in the event

that they are changed, this value would need to be updated again. A potentially bet-

ter solution, would be to read the radius of the camera screens when the markers are

spawned, in order to determine both distance from the player, as well as the possible

scale-range .

To be able to get the HUD targets to appear in the correct location, we needed

to calculate their position relative to the position of the Argos vehicle. By getting the

position of the target, as well as the Argos vehicle, we are able to calculate the targets

relative position through vector subtraction as shown in Fig. 5.42.

Figure 5.42: Calculating Relative Rotation and Location

Once we have the targets position relative to the vehicle, we then have to account

for the vehicles current direction, the reason we have to do this is we want to simulate
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the operator looking forward to be relative to forward, compared to the vehicle. This

means we need to subtract the current bearing of the vehicle, as shown in Fig. 5.42.

Figure 5.43: Scaling HUD Trackers

In order to scale the HUD trackers to their distance from the Argos Vehicle, we are

able to use the targets position relative to the vehicle as shown in Fig. 5.43. Because

the map used in Argos is scaled, when we take the length of the vector, we also have

to divide it by 100 in order to get the distance in meters. By using the GetMappe-

dRangeValueClamped function, which is provided by Unreal Engine, we are able to

get a scale value, which is proportional to the distance within a specific range. This

means that the scale will not become any smaller than when the distance reaches 5

kilometers. The scale also will not become any bigger, once the vehicle is less than

100 meters away from the target.

While all of the issues related to the target tracking, only required small modifi-

cations to resolve, we had a challenge with the changes causing them having been

largely undocumented. Especially when some of the issues already had code, which

at a first glance seemed to solve the problem, it turned out that deprecated values and

functions were often used. It also turned out that our only good method for testing

the HUD trackers position relative to the GPS was to either play back old recordings

with GPS data, or to bring the GPS and drive around. This is because Argos does

not use any form of compass besides the direction we get from the GPS. This problem

turned into a bigger challenge since the only recording we had with both GPS data

and a video recording was not able to play back at the intended 30 frames per second.

Meaning that the playback of the GPS would run a lot faster than the video, making it

very difficult to compare the two.
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5.11 Re-Implementing and Improving GigeVision Recording and

Playback in Software

Figure 5.44: GigE Class Diagram for Recording

By utilizing the connection between the user interface (UI) and the camera controller

mentioned in Section 4.11 we are able to start and stop recordings by calling a function

inside of the Camera Switcher.
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Figure 5.45: Blueprint for GigeVision Start/Stop Recording

In Fig. 5.45 we can see a mixture of white and blue lines, the white lines can be seen

as order of operation, once a box has bee executed, it may send a signal though the

white line telling another box to execute. To compare this to more traditional code, this

may be compared to going to the next line of code after a line has been executed. The

blue lines are effectively telling Unreal Engine, whose "Record Gige Vision" we wish to

call. The reason we need this is that there could in theory be other objects which has

the same function signature. Unfortunately, the UI does not store a direct reference

to the Camera Switcher object, instead it stores an array of them. Fortunately we can

assume there will only actually be one Camera Switcher object, hence the "Get" box,

this effectively gets the first object in the array.

Having re-enabled the functionality to record the images from the GigeVision cam-

eras, we could go on to dynamically storing the recordings, so that they don’t overwrite

each other. Discussing potential solutions for this, we could create our own folders, or

simply adjusting the name of the recorded files. The issue with doing anything like this

specifically for GigeVision recordings is that it would cause more work to later play back

the recordings. Instead of trying to implement something like that, we chose to instead

use the recording system that is already in use for other data. When a recording is

started the Record All function is called in the DataSource System object, this will give

out a record directory path, which is the path to a folder named after the current time

and date. By adding the functionality to set GigeVisions record path through code, we

were able to set the recording path after the DataSource System has generated the

path, but before we have actually started recording the images.

5.12 Implementing Communication With New Electrical System

Since the software and electrical engineers were able to discuss how the data were to

be formatted when sent from the electrical system to the computer. We planed how to

format the data in order for parsing the data to be as simple as possible. One factor

in the plan is for example that we were able to agree which order the different values,
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were to be sent, meaning we were able to more confidently know exactly where in the

received string any specific value would be as illustrated in Fig. 5.46.

Figure 5.46: Code for parsing data from arduino

Once we had the most recent data from the arduino stored in the application, we are

able to use Unreal Engine blueprints to set the most recent values once every frame in

the UI object as shown in Fig. 5.47.

Figure 5.47: Unreal Engine blueprint for setting values to UI object

By making the data panel larger, and filling it with default values, simulating the data

we would receive from the arduino, we were able to verify that we could use the same

data panel for both GPS and arduino data.
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Figure 5.48: Warning message for surpassing accepted thresholds

We had to display a warning, illustrated in Fig. 5.48. The warning would appear

when the temperature in the camera boxes goes outside the accepted range, or when

the current battery charge in all connected batteries goes under the determined shut

down point as shown in Fig. 5.49. If the warning shows up, with the current implemen-

tation we decided to leave it up to the user to safely stop driving, and shut down the

system.

Figure 5.49: Unreal Engine blueprint for generating warning message

Since we wanted to be able to show all data we running playback of a recording,

we also needed to define how the sensor data shall be formatted when logging it to a

file, as shown in Fig. 5.50.
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Figure 5.50: Code for writing arduino data to log file

As well as defining how to parse the data from the log during playback, shown in

Fig. 5.51.

Figure 5.51: Code for parsing recorded arduino data during playback

5.13 Implementing Official Argos Website Improvements

Figure 5.52: HTML using CSS subclass

By using the CSS class introduced in Section 4.13, we are able for a single team

member to easily specify a subclass, such as PM for the project manager as shown in

Fig. 5.52. To guarantee that the issue of lacking year logos would not become an issue

anytime soon, we also decided to use one common font, Yantranamov [113]. As well as

creating images for both bachelor (yellow), summer (blue) and current (green) for every

year since 2015, and all the way to 2030. In the event that project Argos were to keep

going for more than the next 11 years, we also decided to keep the adobe illustrator
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files as available to any future groups. This decision could also become relevant if

Argos ever were to be done as anything other than summer or bachelor projects, as it

would allow other types of groups to create their own colors.
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6.1 General Challenges

At the start of the project we experienced a circuit break causing us to lose power to

our room. It happened a handful of times and after 6 weeks from the first occurrence,

an additional power outlet was installed with a new fuse. However, this minor inconve-

nience made it difficult to test all the equipment that we needed, when we started our

project.

When we were assigned a room, we made sure to ask for the largest room available.

This was because of all the equipment and system parts that we inherited from previous

Argos project. Even though our room is the largest available for bachelor projects, it

was still too small for all the equipment. It was a challenge to manage the equipment

and space needed for the three disciplines. The lack of space made it hard to work

on the electrical and mechanical system parts. Because of the size and weight, it was

impractical to move everything down to the workshop, since we could not secure them

over night.

When we were planning the documentation and deciding on a methodology, we re-

alised how difficult it was to communicate these differences and deciding on a working

method.

Lack of organised information from the university was also a challenge. It was

hard to find the right information about the equipment and components that we could

use from the university. This included information about labs and workshops being

locked during the whole Easter week and not just the holiday. As we were in a critical

production phase of our project at the time, this was information that would have been

useful to know. Missing equipment in the workshop was also a problem, since some

users do not deliver equipment back to its designated area.

There was a lot of sickness and allergies after Easter. This combined with the

limited project time, made us somewhat stressed. During the last two weeks of the

project there was industrial work outside, which made it challenging to concentrate.

Since there was no ventilation either, we were forced to keep the windows open.

We learned that communicating across the disciplines was challenging because of

the knowledge gap. We used a lot of time trying to explain and discussing ideas with

each other. This became extremely apparent at the end of the project, as software and

mechanical were going to help electro with producing a component.

Throughout Argos, various logos and illustrations has been made, including the

year-logos mentioned in 5.13. Since there was a lack of documentation, a lot had to

be designed from scratch. This is also present with other aspects of previous Argos

groups, such as the use of fonts. Presumably some Argos group decided to use one

specific font for all marketing material. However, since the decisions for styles had

not been documented, we were forced to make decisions, and make most of it from
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scratch.

6.2 Mechanical Challenges

6.2.1 Roof Mounting Challenges

The time was restricted and as we progressed we noticed that making a carbon fiber

roof plate would take too much time. Our plan was to create a large plate but this

caused production inconveniences. We would have to borrow the autoclave at KDA,

since the equipment on school campus isn’t large enough. There was option to wet

cast the plate, but it is a long and tedious process we didn’t have time for. With inspi-

ration from aluminium profile system we changed our design. We found a company

called Rollco that sold aluminium profiles we could use instead of the large plate. Un-

aware that Rollco was in the middle of changing supplier, which caused our order to

be wrong. They were struggling with internal difficulties. Our order arrived with two

different profile systems that did not fit together. The t-slot nuts were fitted to a different

aluminium profile slot as seen in Fig. 6.1. Dealing with an incorrect shipment meant

contacting Rollco and straighten out the situation. After about a week, they replied they

would send us new supplies free of charge since the error was on their side. However

this postponed our production start by more than 2 weeks. This gave us less time to

implement and test than we would like to for the roof mounting solution.

Figure 6.1: Incorrect t-nut for the aluminium profile system we received

As the design developed, the computer files became so complex that the simula-

tions was hard to execute. We had to simplify the analysis at first. After many failed

attempts of trying the whole system, we finally got one simulation to work. The anal-

ysis took an hour to compute and the computer was struggling after because of RAM

usage.
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6.2.2 AutoCAD Challenges

At the start of our project we had some problems with SolidWorks becoming corrupt on

one of our members computer. After extensive troubleshooting we could not find the

source of this problem. We even tried to do a clean install of the software but we ended

up doing a reinstall of windows which was our last resort. We also have had problems

with getting our analysis through in SolidWorks with regular crashes see Fig. 6.2.

Figure 6.2: Computer error from SolidWorks

6.2.3 Front Camera Box Challenges

The camera lenses has a barrel distortion which causes a distinction between our

measured AOV and the stated AOV by the datasheet. This caused us to go though

a lot of testing, trial and error before the design of the front camera box was finished.

This caused some delay in the production and design of the front camera box.

We started production by creating the metal bracket for the front facing cameras.
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Our first attempt was failed because we bended the sheet aluminium a little further

than 90◦causing the cameras to be angled downwards see Fig6.3.

Figure 6.3: First production of camera stand

Creating a mold for the plexiglas for the front camera box was probably the most

significant challenge of the production phase of the front camera box. Since this has

an arc with a radius of 100mm we looked for a pipe with this dimension. We could not

find one that can handle up to 150◦Celsius so we rather decided to create the mold out

of laser cut plywood. We bended a 1mm aluminium sheet around it and used clamps

holding it together and finished with an aluminium foil to have a smooth surface see

Fig. 6.4.
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Figure 6.4: Plexiglas mold

With this design we can put the whole mold in the oven at 150◦Celsius so the plexi

can bend around the mold. Because of the high temperature requirement we had a

lot of restrictions with how to bind the mold together. We could either use a specific

two component glue or clamps. The clamps had to be full covered metal so it could

withstand the temperature. When we put the plexiglas in the oven we noticed though

we had an even mold surface, you can see smallest impurities in the surface reflected

in the plexi. However luckily this has no affect on the camera view as the impurities in

the glass is out of focus. We did some test bending before we did the final one. In our

first test bending we did not use enough heat so the plexiglas failed and broke see Fig.

6.5.
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Figure 6.5: Opal white plexiglas first bending test

Aligning the holes to fit the parts and drilling holes for the machine screws proved to

be impractical, because our clamping brackets for the drill press was smaller than our

part. We had to improvise and use external clamps to use the drill and some places we

used a hand drill. Since we produced everything with manual labour and created all the

parts we needed ourself. Since we had loose tolerances and all the parts didn’t always

fit together and we had a lot of post processing to do on all our parts. The aluminium

lid ended up a little shorter than the plexiglas after production, so we had to design a

3D print that built up to the back wall to level the plexiglas and aluminium see Fig. 6.6.

With this design our thought was to use TEC7 to seal the list to the lid of the front box.

Figure 6.6: 3D printed list for front box

When it was time for final assembly the only thing missing was the eccentric locks

from the front box. To mount these we had to drill the last two holes in the plexiglas.
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When we drilled the last holes in the plexi the plexi cracked see Fig. 6.7. When we

continued to drill the crack grew a little bit. We have tried to use tec7 to seal the crack

and stop it from growing and it seems to have worked as a temporary solution. We

have ordered new plexiglas as our second mold did not have our desired shape see

Fig. 6.8.

Figure 6.7: Plexiglas crack
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Figure 6.8: Second plexiglas bending warping

Since our plexiglas cracked and the new didn’t arrive in time for project end we will

hand over the project with the cracked plexiglas we recommend to exchange it for a

new one. All the 2D drawing will accompany the project so it’s easy to create a new

bended plexiglas.

6.2.4 Rear Camera Box Challenges

The design of the rear camera box was pretty straight forward, but the challenges

began when production started. Creating part of the rear camera box in carbon fiber

created uncertainty because of lack of experience. Lab engineers were unavailable

for guidance due to busy weeks and travelling when we started production. Problems

started when we started 3d printing our mould for the top shell. It was large a large

model which run the risk of warping our mould during printing. One print took around 2

days to finish to a failed print was quite frustrating. We 3d printed several moulds and

tried fixing with spackle as seen in 6.9a. We were advised to not use spackle on the

mould, because it is hard to remove after casting is done. The third printing attempt as

seen in 6.9b, was successful.
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(a) First 3d printed mould with spackle

to straighten the warping

(b) Third 3d print attempt for mould which was

successful

Figure 6.9: 3d printed moulds for casting

Due to inexperience we also ran into a problem while casting. The carbon fibre

did not want to stick to the front area of the box because of the small surface area.

After post processing weaknesses in the cast appeared. The front surface of the rear

camera box became so thin that holes appeared as seen in Fig. 6.10. We dealt with

this problem by casting a carbon fiber composite plate and created supports.

Figure 6.10: Rear camera box after post processing sanding. Holes appeared in the

front area of the box
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Problems occured while blow moulding the glass dome for the rear camera box.

Several attempts were done where many attempts failed. Failures included a combina-

tion of incorrect temperature, pressure and moulding method. Blow moulding design

was required for a successful attempt. Several domes became crooked due to variable

pressure as seen in Fig. 6.11a. During one of the first attempts we even managed to

get a vastly misshapen dome due to incorrect temperature and pressure as seen in

Fig. 6.11b.

(a) Several domes of varying sizes and crooked

shapes

(b) Misshaped dome due to temper-

ature and pressure. Air bubbles has

started to form in the material

Figure 6.11: Plastic domes from several blow moulding attempts

6.2.5 IMU Vibration Attenuation Challenges

For designing the vibration attenuation for the IMU we learned that we had no access

to a vibration simulation device. Therefore we unfortunately could not simulate which

type of vibrations that made the IMU drift. Which means all our testing and effort had

to be trial and error without any scientific measurements. There has also been an

uncertainty because when in the office we get better results with the magnetometer

turned turned off, while driving we get the best result when it’s turned on.
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6.3 Electrical Challenges

6.3.1 Simulation and Reality

Simulating and doing calculations is very different from operating with real components.

When simulating a circuit, the components is often considered ideal, which means

there are no tolerances and offsets. When operating with real components, the offsets

and tolerances are always given in a datasheet, but requires much more calculations

and preparations. Several times through the project, differences were uncovered and

had to be accounted for. Some of these required a full redesign of the circuit, while

others only required a replacement of the component.

When searching for the correct components, a huge challenge was to take all the

small important variables into consideration. When presented with a datasheet, its very

easy to overlook small details that could decide whether the circuit will succeed or fail.

We uncovered this problem several times throughout the project. However, it was not

necessarily the main cause of the problem itself, but forced us to redesign the circuit.

Since the battery controller would control the flow of the current to the inverter, the

system had to be rated for very high currents at 150 amperes. Most components are

not rated for such currents, which makes it very challenging to find the correct com-

ponents for the circuit. When a component with the necessary requirements is found,

there are still a lot of variables that could affect the outcome and cause it to overheat

or explode. In addition, when designing a circuit that would revolve around the high

currents, precautions has to be taken to avoid later problems. Several times through-

out the project, components or circuitry broke, due to larger currents were introduced

to the circuit

6.3.2 Thermoelectric Challenges

Designing the TEC has been a constant stream of challenges. Most of them stemming

from the voltage regulator. The first hurdle to overcome was to create a reference

voltage from the Arduino. Many different methods for doing this was theorised and

tested. In the end what we ended up doing was to go the complete opposite direction

of what we originally intended. What started out as being a slow analogue signal

became a very fast binary signal in the end.

Overheating MOSFETs was the the largest challenge when it came to designing

the TEC regulator. The heat stemming from the linear region of the MOSFET can only

be overcome by finding the right balance of the following things: switching states faster,

switching less frequently, reducing the current, or adding heat sinks. The solution that

time allowed us to come up with did all of these things.
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6 CHALLENGES

6.3.3 Printed Circuit Boards

When we produced Printed Circuit Boards (PCB) a lot of challenges was uncovered

during the process. In difference with simulation, the footprint of the components has to

be considered. Otherwise the component will not fit on the board when placing compo-

nents. Routing the signals provides also challenges. Because if a signal is overlooked,

it could cause the whole circuit to malfunction. Even if the signal is correctly placed,

many problems can rise while tracing the wires. A normal problem is to underestimate

the current that will flow through the wire, which could result in the PCB overheating.

This also depends on the thickness of the copper trace on the circuit board. Compo-

nents can also become damaged while being soldered to the board. It is very hard

to notice if has become damaged before testing the whole circuit. A component that

has been burnt or has faults could actually cause severe damage to the circuit. While

testing the final PCB for the battery controller, a faulty pot meter was found. Luckily, it

was not able to cause any damage before being replaced.

6.4 Software Challenges

6.4.1 Working with Legacy Code

At the very beginning of the project it was determined that we work with the previ-

ously implemented software, rather than starting from scratch. This meant thoughout

the project, that we had to read and understand someone elses code. It also made

the challenge even worse, that a lot of code had not been sufficiently commented, or

otherwise documented. All of this meant that we ended up spending as much time

attempting to figure out how the code was supposed to work, as figuring why it did not

work. As a result of the lack of documentation we inherited, we also lost one piece

of help which we had hoped to get. We had hoped that we would receive up to date

software, as well as system architecture diagrams. However lacking this, we had no

better method of understanding the code, than to read the code itself. It also meant

that when designing new diagrams, they had to be based entirely of the current source

code, and our understanding of it, which at times turned out to be wrong. Thanks to

having spend a lot of time, simply understanding the code, and designing new dia-

grams from scratch, we did not get to spend nearly as much time solving problems as

we would have proffered.

6.4.2 Lack of Documentation for Virtual Battle Space

The biggest software problem to solve, was without a doubt implementing communi-

cation between Argos and Virtual Battle Space (VBS). This is related to the fact the

VBS is primarily targeted at the military, and military contractors, it also allows the

developer, Bohemia Interactive to charge a premium to teach developers how to de-

velop VBS plugins. Unfortunately our employer was not willing to pay that premium.
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6.4 Software Challenges

This meant that the only way we had to learn, was through the three plugin examples

bundled with VBS, however even they were commented to the absolute minimum. As

a result of this lack of documentation, our only way of actually figuring out how to de-

velop the plugins was through a combination of guessing and intuition with how it made

sense that this would work. The perfect example of this becoming an issue was with

the ExecuteCommand function used in the VBS plugin. When originally developing

the plugin we had simply assumed that VBS would run its plugins in different threads,

which would require ExecuteCommand to be a threadsafe function. However based

on the issues we encountered, our only theory is that VBS actually runs each plugin

consecutively, which would mean that from the prespective of VBS, there would be no

need for ExecuteCommand to be threadsafe.

When we started to use the ExecuteCommand function, there was a challenge to

figure out how to use it. the only comment about it explained that we needed to use it

for the VBS coding, but nothing about how to use it. Without any information, we had

no other option than to continue guessing and testing. After some time we figured out

how to get the return value, which was the char parameter of the ExecuteCommand

function.

Many of the functions used in VBS programming also lack descriptions, which made

it difficult to find out which function to use to get specific information about different

types of objects. This challenge came from the fact that there is different function with

similar names that do almost the same thing. There is even possible to get different

information with the same function, with just a slightly different syntax. For example,

with the use of the function called name we only got the name of the driver of a vehicle

when we tried to get the vehicle name, because objects return the name when reading

off directly.

When we tried to use different function to see what worked we got a lot of error mes-

sages. This was yet another challenge, because of how generic all the error messages

was. Each error message ether complained about a missing symbol or just pointed to

a part of the code. Most of the time when it complained about a missing symbol, the

symbol was ether not necessary or already there. when the error pointed to the code,

the place had often nothing to do with the error.

6.4.3 Limited VBS map of Kongsberg

While we did receive a map of Kongsberg which was compatible with VBS, it turned

out that the maps northernmost point was just south of the university campus. Since

our main intent was to show the connection of something moving around in VBS, and

the targets moving around in Argos as a result. In order to correctly demonstrate

this connection, we became limited in only being able to simulate targets south of the

university. As a common pattern, this issue was not documented anywhere , meaning

we also had to experiment, in order to know where the VBS map actually stopped.
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7 Argos Final Product

The car mounting system is created by connecting aluminium profiles together. The

system is held in place on the roof rack of a car by using eccentric locks with hooks,

fitted with a shrink tube to increase the friction. To mount the aluminium rack to the

roof of a car, lift the rack on top of the car, center it and customize the width of the

hook to fit the width of the roof rack. Make sure it is tightened. As a side note it is

easier to mount the camera front box on the roof mounting system, before you center

the mounting system by pulling it to one side of the car. Fig.7.1 shows how the entire

system is connected.

Figure 7.1: Argos 3 Complete System Architecture

The camera boxes are designed to slide into the slots of the roof mounting system.

When installing the rear camera box, it is suggested to stand behind the car. While

the front camera box is suggested to install from the side. After the camera boxes

are installed, a locking bolt can be screwed into place to secure the camera boxes. If

one should wish to change the light sensitivity on the cameras, unlocking the eccentric

locks and lifting the lid, should give easy access. Remember to secure the lock with the

spring pin afterwards. The boxes are equipped with cameras that provides a 360◦view

and temperature regulator. A micro controller with temperature and humidity sensors,

reads the environment in the camera box. A thermoelectric Peltier element controls

the environment, inside the box. A power cable connector is placed under each box
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together with the necessary Ethernet connectors.

The power system has been redesigned to give stable power to all the components

and has implemented automatic battery hot swapping. The power cable for the camera

boxes are connected directly to the power system providing power and signals. To

connect the batteries to the power system, hook up the correct polarity to each of the

dedicated pins. To activate the batteries and allow usage, the activation switch must be

flipped. When the desired batteries are activated, push the power button. The battery

controller will select the battery with highest charge. If both batteries are activated, the

power button can also force a battery switch. The power system will send all information

provided by the camera box and the battery status to the Argos software.

The data collected from camera boxes by the power system is sent to the PC and

processed by Argos. The IMU and GPS will provide position and movement to Argos

while using the system. The information gained will be sent to the VR goggles. This

provides more insight in the whole system making sure everything functions correctly.

The IMU can be mounted either to the power supply or the pc inside the car and its

cable will be directly connected to the PC. Argos will also receive information from VBS.

From VBS we can acquire information, positions and simulate different scenarios.

VBS communicates directly with Argos and shows where the simulated positions is in

comparison with the position of Argos.
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8 Conclusion

Redesigning the physical parts of Argos was essential to get a more streamlined and

convenient testing of Argos software. Our job was to make the mechanical and electri-

cal parts easier to handle and require as little maintenance as possible. Our employer

wanted future interns and students to be able to focus on developing the Argos soft-

ware only. The mechanical parts were made more streamlined and lightweight. The

time it takes to mount, dismount and access the cameras for testing has significantly

decreased. We also succeeded making the whole process more manageable if there’s

only one tester.

The vibration attenuation for the IMU was redesigned to work as a permanent solu-

tion regardless that we couldn’t run simulations for it. We spent a lot of time designing

and running simulations before starting production. We learned a lot about how long

production takes and about production methods. Learning to do better 3D designs for

production. The Plexiglas for the front box is currently cracked because of a late glass

delivery. It is advised to address this as soon as possible. This has caused us to not

being able to run a waterproof test on the front camera box. We also advise to buy

more durable locking bolts to secure the camera boxes in place. In hindsight we do not

regret doing production by ourself but we would’ve had better time if we sent the parts

to production.

The power system that would provide the power for the computer was very well

researched in the beginning of the project. By researching the different options, we

were able to establish a good solution that worked very well for its purpose. The true

sine wave provides an exceptional output for any AC driven systems. However, if the

system were to go beyond the proof of concept state, either a full DC system would

save space and most likely less problems. If a full DC system would be possible,

a recommendation for the future is the use of NUC. At the time of the project, the

systems were not fully developed, but will improve over time.

In the beginning, a preference for the use of transistors to control the batteries

was a feature we really wanted, to avoid moving parts. With the time limit on the

project, we had to move away from the idea and use relays. There are many heavy-

duty transistors on the market and should be considered if a redesign of the battery

controller is required. A fuse between the relays from battery 1 and battery 2 may be

considered in the future, which would work as a last resort, if the battery controller were

to malfunction.

As we were developing the battery monitoring circuit, a lot of the mistakes were

made because we did not consider the limits of the components. If we were to develop

a circuit in the future, the problems it can cause will be a lot less underestimated. If

had the knowledge of designing circuits from scratch, we believe a lot more work would

have been to research better and focusing on the exact values.

The TEC was much more effective than anticipated, which caused us to use a lot

more time on the system than necessary. A lot of the focus was towards the effective-
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ness of the TEC but could have been used on the whole circuit. Since the TECs had

such high-power ratings, creating a switching regulator for the circuit was a lot more

complicated than anticipated. The complication could have been avoided, or at least

made less of a problem, if we had chosen a TEC with lower power ratings. Feedback

have solved many of the complications.

Through the entire project we have noticed various issues with the software. The

most severe problem that we noticed was that during playback of an Insta 360 record-

ing. If we attempted to quit the application through the menu, the application was

almost guaranteed to cause a memory leak. In the cases where we did not forcefully

kill the application within seconds of the memory leak starting, the computer would

almost always go through a blue screen of death. It was a part of the plan for us to

resolve this, however when we finally finished the Virtual Battlespace (VBS) implemen-

tation, we were unable to trigger the memory leak. We are not sure if we managed

to unknowingly resolve the issue, or if there was some other factor necessary for the

memory leak to begin. While we can’t get the memory leak to occur, it should be of the

highest priority for the upcoming summer interns to discover what may be causing the

leak so that it can be resolved.

While we were able to re-implement the functionality to record the stream from

the GigeVision cameras. We unfortunately did not have enough time to re-implement

the ability to play back the recordings for later use. This is not a very high priority

functionality, as it is the intention since Argos 2.0 to mostly use Insta 360 recordings for

playback. However, the external supervisor has expressed a wish for the functionality

to return.

We also became aware of how tedious it is to synchronize a recording from the

Insta 360 to that of other data sources. The best solution for synchronization as of

now is to manually add placeholder data or remove data from the data recordings.

While manual synchronization works, it is a very tedious process as such we would

recommend exploring either the possibility to record the Insta 360 stream received in

the Elgato capture car. Alternatively, if the Insta 360 records with a timestamp, to read

and use this for synchronization.

While working on the VBS we managed to find a solution to the requirement, but we

also wanted to add an additional feature. We wanted to add an object to represent the

Argos vehicle in the simulated mission, with some information from Argos. Because of

time restraints, we weren’t able to do add this feature. With the connection between

Argos and VBS already done, it shouldn’t be too difficult to add Argos to the mission.

The biggest challenge will be to convert the information from a variable in C++ to a

VBS variable.

Looking back at the project it has been incredibly fun and educational. We feel

honoured to have been assigned the project by Kongsberg Defence & Aerospace, a

world class company.
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Appendices

A List of Requirements

Originally we received a baseline requirement specification from the customer, by

breaking those down into smaller more specific requirements, and multiple meetings

we were able to achieve a better understanding of the customers true requirements

for the changes we were expected to implement. All requirements are divided into 3

different categories, Functional, Non-functional, and Constraints. This categorization

of the requirements was initially made by the customer, partially based on the two pre-

vious bachelor projects. Each requirement has a unique ID, which also includes the

type in the form of F (Functional), NF (Non-functional), and C (Constraint) as illustrated

in Table A.1.

Table A.1: Requirement Classification Explanation

Classification Explanation

F Functional Requirement

NF Non-Functional Requirement

C System of Project Constraint

Predicting that we would wish to add, or modify some requirements though the

project, it was also necessary for each requirement to have a status, we specify this

though the statuses Accepted, Pending Acceptance, Pending Change, Replaced. The

different statuses are explained and illustrated in Table A.2.

Table A.2: Requirement State Explanation

State Explanation

Accepted The requirement has been accepted by the customer

Pending Acceptance The new requirement is awaiting acceptance from

customer

Pending Change The requirement has been proposed modified and

awaiting acceptance

Replaced The requirement has been replaced by other require-

ments

Removed The requirement was turned down, or removed for

other reasons

Since the customer regarded certain requirements to be less important than other

requirements, it was also necessary for all requirements to have a priority, we decided

to only keep three levels of priority, A, B, and C, as shown in Table A.3.
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A LIST OF REQUIREMENTS

Table A.3: Priority Explanation

Priority Explanation

A The requirement must be achieved

B The requirement should be achieved

C The requirement should be achieved, but is not a priority

Knowing that some requirements would contain use cases to the software, we were

also able to predict that we wanted requirements to be traceable to use cases if the

requirement is connected to one. Knowing this this ahead of time we were able to

design a template for requirements as shown in Table A.4.

Table A.4: Requirement table explanation

[Date

Added]

[Requirement Title] [State] [Priority]

[Origin] [Use Case ID] (Functional

Software Only)

[Test ID]

Description [Requirement Description]
[Class.X]

Comments [Requirement Comments]

A.1 Functional Requirements

Table A.5: Argos 3 functional requirements

17.01.19 BMS simulation Accepted A

KDA

Description The system shall have a BMS simulation that

simulates and sends data to Argos
F.1.1

Comments

04.02.19 BMS to Argos communica-

tion

Accepted A

Group

Description The BMS shall be able to send data to Argos
F.1.1.1

Comments

04.02.19 BMS simulation Accepted A

Group UC6

Description The BMS shall simulate real life scenarios for

Argos
F.1.1.2

Comments
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A.1 Functional Requirements

04.02.19 BMS simulation scenario Accepted A

Group UC6

Description The BMS must have a predefined scenario
F.1.1.2.1

Comments

04.02.19 BMS NPCs Accepted A

Group UC14

Description The simulation must have NPCs, simulating

allies, enemies and civilians
F.1.1.2.1.1

Comments

04.02.19 BMS map Accepted A

Group UC6

Description The simulation scenario must use a map of

Kongsberg
F.1.1.2.1.2

Comments

17.01.19 Display BMS data Accepted A

KDA UC14

Description The system shall be able to display BMS in-

formation overlay from an external data link
F.1.2

Comments

04.02.19 Display BMS data Accepted A

Group UC4

Description The Argos Application shall have a OSM map

of Kongsberg
F.1.2.1

Comments This is already fulfilled, also somewhat

wrong, consider removing

04.02.19 Receive communication Accepted A

Group

Description The Argos Application shall be able to receive

data from BMS
F.1.2.2

Comments

17.01.19 Argos visible in BMS Accepted A

KDA UC15

Description The Argos vehicle/system shall be accessi-

ble/visible in the BMS
F.1.3

Comments

04.02.19 Argos to BMS communica-

tion

Accepted A

Group

Description The argos system shall be able to send data

to the BMS
F.1.3.1

Comments
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A LIST OF REQUIREMENTS

04.02.19 BMS recieve data from Ar-

gos

Accepted A

Group UC15

Description The BMS shall be able to spawn and update

3D models based on data from Argos
F.1.3.2

Comments

04.02.19 Argos, BMS data commu-

nication

Accepted A

Group

Description The Argos application and BMS shall be ca-

pable of two way communication
F.1.4

Comments

04.02.19 Argos, BMS data protocol Accepted A

Group

Description The Argos application and BMS shall have to

common protocol for communication
F.1.4.1

Comments Reconsider this, as it’s easier to parse data in

Argos than BMS

04.02.19 Argos, BMS data link Accepted A

Group

Description The Argos application and BMS shall be con-

nected with a data link
F.1.4.2

Comments

17.01.19 Power source system Accepted A

KDA

Description The power source system for Argos in a

car shall be redesigned and supply a stable

power and voltage to the Argos system
F.2.1

Comments

04.02.19 Power source interference Accepted A

Group

Description The power source system shall generate min-

imal interference
F.2.1.1

Comments

04.02.19 Power source run-time Accepted A

Group

Description The power source system shall allow for a

long run-time (1 hour)
F.2.1.2

Comments
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A.1 Functional Requirements

04.02.19 Power source power con-

sumption

Accepted A

Group

Description The power source system shall inflict lowest

possible power consumption
F.2.1.2.1

Comments

04.02.19 Power source efficiency Accepted A

Group

Description The power source system shall maintain a

high efficiency (xx% or more)
F.2.1.2.1.1

Comments

04.02.19 Power source energy ca-

pacity

Accepted A

Group

Description The power source system shall have a high

energy storage capacity
F.2.1.2.2

Comments

04.02.19 Power source hot-plug Accepted B

Group

Description The power source system shall allow for

adding more energy to the system without in-

terruption of the system
F.2.1.2.3

Comments

04.02.19 Power source current toler-

ance

Accepted A

Group

Description The power source system must tolerate large

changes in current
F.2.1.3

Comments

17.01.19 Power source mounting Accepted A

KDA

Description The power source system shall be easy to

mount and dismount in a vehicle
F.2.2

Comments

04.02.19 Power source external ca-

bles

Accepted A

Group

Description The power source system shall have as few

external cables as possible
F.2.2.1

Comments
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A LIST OF REQUIREMENTS

04.02.19 Power source vehicle mod-

ification

Accepted A

Group

Description The power source system shall not require

any modifications to the vehicle it is to be

used in
F.2.2.2

Comments

04.02.19 Power source fastening Accepted A

Group

Description The power source system shall be securely

fastened to deal with emergency stops
F.2.2.3

Comments

17.01.19 Power source data system Accepted A

KDA

Description The power source system shall supply status

information that can be accessed or viewed in

the VR goggles
F.2.3

Comments

04.02.19 PC from power source

communication

Accepted A

Group

Description The PC must be able to receive data from the

power source system
F.2.3.1

Comments

04.02.19 Supply status information Accepted A

Group

Description The power source system must be able to

transmit status information to the PC
F.2.3.2

Comments

04.02.19 Acquire humidity Accepted A

Group

Description The power source system shall acquire the

level of humidity surrounding the cameras
F.2.3.2.1

Comments

04.02.19 Acquire temperature Accepted A

Group

Description The power source system shall acquire the

temperature surrounding the cameras
F.2.3.2.2

Comments
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A.1 Functional Requirements

04.02.19 Acquire time left Accepted A

Group

Description The power source system shall acquire the

remaining run-time
F.2.3.2.3

Comments

04.02.19 Acquire charge left Accepted A

Group

Description The power source system shall acquire the

remaining charge
F.2.3.2.4

Comments

17.01.19 Camera accessibility Accepted A

KDA

Description The camera system shall be redesigned so

that it is possible to access the cameras in a

short time period (3 minutes)
F.3.1

Comments

01.02.19 Camera access multiple

use

Accepted A

Group

Description The camera cover mounting shall be multiple

use
F.3.1.1

Comments E.g. no silicone that needs to be replaced

each time

01.02.19 Camera cover tool-less Accepted A

Group

Description The camera system shall require no other

equipment to gain access to the cameras
F.3.1.2

Comments E.g. don’t need screwdrivers to get access

01.02.19 Simpler connections Accepted A

Group

Description The camera system shall require no manual

disconnection of wires to gain access to the

cameras
F.3.1.3

Comments

01.02.19 Camera environment pro-

tection

Accepted A

KDA

Description The cameras shall not be affected by the en-

vironment
F.3.2

Comments
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A LIST OF REQUIREMENTS

17.01.19 Camera rain protection Accepted A

KDA

Description The camera box and its contents shall not

take damage if exposed to rain
F.3.2.1

Comments It does not need to be water-proof

17.01.19 Clear camera view Accepted A

KDA

Description The cameras shall always have clear view
F.3.2.2

Comments

17.01.19 Camera environment regu-

lation

Accepted A

KDA

Description Regulate the environment of the cameras so

they can operate within -10
o

C and 30
o

C ex-

ternal air temperature
F.3.2.3

Comments

01.02.19 Camera environment regu-

lator

Accepted A

Group

Description The camera system shall have a regulator
F.3.2.3.1

Comments

01.02.19 Camera environment ther-

mal transfer

Accepted A

Group

Description The camera system shall be able to transfer

thermal energy
F.3.2.3.2

Comments

01.02.19 Camera environment hu-

midity measurement

Accepted A

Group

Description The camera system shall be able to measure

humidity
F.3.2.3.3

Comments

17.01.19 Camera system mounting Accepted A

Group

Description The camera system shall take no longer than

5 minutes to mount/dismount on a car
F.3.3

Comments
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A.1 Functional Requirements

22.01.19 Vehicle IMU movement

compensation

Accepted A

KDA

Description The system shall use an IMU (Inertial Mea-

surement Unit) align the system when used

in a vehicle
F.4.1

Comments

22.01.19 IMU stabilization Accepted A

KDA

Description The IMU shall be stabilized in order to prevent

drifting when used in a vehicle
F.4.2

Comments

22.01.19 IMU movement filter Accepted A

Group

Description The IMU must eliminate specific movements
F.4.2.1

Comments

04.02.19 IMU high frequency Accepted A

Group

Description The IMU shall eliminate movements over

50Hz
F.4.2.1.1

Comments

04.02.19 IMU Mounting Accepted A

Group

Description The IMU must must be securely mounted
F.4.2.2

Comments

17.01.19 Insta 360 Mounting Accepted B

KDA

Description The Insta360 camera can be mounted on a

vehicle
F.5

Comments
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A LIST OF REQUIREMENTS

A.2 Non-Functional Requirements

Table A.6: Argos 3 non functional requirements

17.01.19 English Language Accepted A

KDA

Description Information and messages must appear in

English
NF.1

Comments

17.01.19 Accepted VR goggles Accepted A

KDA

Description The VR goggles supported shall be the Ocu-

lus Rift CV1 and HTC Vive
NF.2

Comments

17.01.19 Accepted VR Refresh Rate Accepted A

KDA

Description The VR goggles must have refresh rate

higher than 75 Hz
NF.3

Comments

17.01.19 Accepted VR Resoulution Accepted A

KDA

Description The VR goggles must have at least 960x1080

resolution per eye
NF.4

Comments

17.01.19 Accepted VR Field of View Accepted A

KDA

Description The VR googles must have at least 100 de-

grees field of view
NF.5

Comments

17.01.19 Maximum Accepted La-

tency

Accepted A

KDA

Description Glass to glass latency must be less than 75

ms
NF.6

Comments This only applies to the Mako cameras

17.01.19 Minimum Network

Throughput

Accepted A

KDA

Description Network must have a minimum throughput of

512 MB/s
NF.7

Comments
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A.2 Non-Functional Requirements

17.01.19 Minimum Camera Frame-

rate

Accepted A

KDA

Description Cameras must be able to capture at least 50

FPS
NF.8

Comments 49.5 for Mako cameras, because of resolution

17.01.19 Runnable on a laptop Accepted B

KDA

Description The system shall be able to run on a powerful

laptop. The laptop shall be able to run record-

ings and live video from one camera
NF.9

Comments

17.01.19 Argos Website Accepted A

KDA

Description The Argos web site (www.projectargos.net)

shall be updated
NF.10

Comments

17.01.19 Document Argos PC Setup

Procedure

Accepted A

KDA

Description The installation and setup of Windows 10 for

the Argos computers shall be documented
NF.11

Comments Partially done by Bachelor and Summer

teams of 2018

17.01.19 Support Doxygen Accepted A

KDA

Description The source code shall support doxygen doc-

umentation
NF.12

Comments

17.01.19 System Startup Time Accepted B

KDA

Description System start-up should take maximum 20

seconds
NF.13

Comments

17.01.19 Clicks to Show Live Video Accepted B

KDA

Description Showing live video in VR goggles should take

at most 5 clicks
NF.14

Comments
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A LIST OF REQUIREMENTS

17.01.19 Learning Key Functionality Accepted B

KDA

Description It should be possible to learn key functionality

in 10 minutes
NF.15

Comments

17.01.19 Mastering All Functionality Accepted B

KDA

Description It should be possible to master all functionality

in less than 1 day
NF.16

Comments

17.01.19 Support for 360 Camera Accepted A

KDA

Description It should be possible to use a 360 degree

camera
NF.17

Comments
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A.3 Constraints

A.3 Constraints

Table A.7: Argos 3 constraints

17.01.19 System Availability Accepted A

KDA

Description The system must not be available to the pub-

lic
C.1

Comments

17.01.19 Accepted Programming

Language

Accepted A

KDA

Description Programming language shall be C++
C.2

Comments

17.01.19 Accepted Operating Sys-

tem

Accepted A

KDA

Description OS shall be Microsoft Windows 10 64-bit ver-

sion
C.3

Comments

17.01.19 Accepted Software Version

Control

Accepted A

KDA

Description Software Version Control system shall be

used. It can be either Mercurial (Hg) or GIT
C.3

Comments

17.01.19 Accepted Integrated De-

velopment Environment

Accepted B

KDA

Description IDE shall be Microsoft Visual Studio
C.4

Comments
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B Test Report

B.1 Test Report Explanation

For every test that will be preformed, it has to be rated either accepted, inconclusive

or failed as seen in Table B.1. What rating the test will receive depends if it has met

the criteria necessary to approve the test as accepted, or if there was any unforeseen

factors that made the test inconclusive. If it did not pass the criteria and there were no

unforeseen factors, the test will be rated as failed.

State Explanation

Accepted The test was successful and has passed the criteria

Inconclusive Results were unclear and test needs to be repeated

Failed The test did not pass the criteria

Table B.1: Test result explanation

Every test will have a priority rating as seen in Table B.2. The priority depends only

on what rating the tested requirement has.

Priority Explanation

A The tested requirement has priority level A

B The tested requirement has priority level B

C The tested requirement has priority level C

Table B.2: Priority Explanation

In Table B.3 and Table B.4 one can see a short explanation of the tables that will be

used for each test.

Table B.3: Testing explanation

Test ID [Test ID] Priority [Priority level]

Requirements

tested

[Requirements that are to be tested]

Test

description

[Description of how the test will be preformed]

Resources [Tools and resources necessary to preform the test]

Test steps [Necessary steps to preform the test]

Acceptance

Criteria

[Criteria for the test to pass]

1



B TEST REPORT

Table B.4: Test report explanation

Test ID [Test ID] Date [Date]

Test Number [Test num-

ber]

Result [Conclusion]

Testers Name [Testers names]

Comment [Comments on the test]

B.2 IMU Testing

Table B.5: Testing IMU

Test ID T.1 Priority A

Requirements

tested

F4.1, F4.2, F4.2.1

Test

description

Driving with the IMU mounted in a car

Resources IMU, Oculus rift, predator laptop, car, two team mem-

bers

Test steps

1. Mount the IMU inside a car

2. Connect pc and VR goggles to IMU

3. Drive in a straight line

4. Take a slow turn

5. Make a sharp turn

6. High acceleration

7. High de-acceleration

8. Driving over speed bumps

Acceptance

Criteria
• The map should always stay in front of the Argos

operator

• The Argos operator should not notice any drift
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B.2 IMU Testing

Table B.6: Test report IMU attenuation

Test ID T.1.1 Date 28.02.19

Test Number 1 Result Inconclusive

Testers Name Marco Tande, Vegar Skogen & Jan Olav

Møen

Comment Noticed some drifting in the VR, unsure if

it’s because of being held in place in a car

seat or drift, have to do more tests

Table B.7: Test report IMU attenuation

Test ID T.1.2 Date 15.03.19

Test Number 2 Result Inconclusive

Testers Name Marco Tande & Vegar Skogen

Comment Mounted IMU in a better position with less

variables, wrong cable connection point un-

sure if this caused drifting

Table B.8: Test report IMU attenuation

Test ID T.1.3 Date 15.03.19

Test Number 3 Result Failed

Testers Name Marco Tande & Vegar Skogen

Comment The test showed that our design failed, we

need to design a new dampening

Table B.9: Test report IMU attenuation

Test ID T.1.4 Date 01.04.19

Test Number 4 Result Failed

Testers Name Marco Tande & Vegar Skogen

Comment Tested with our new design for vibration

dampening, test failed as we had a slight

drifting over time while driving
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B TEST REPORT

Table B.10: Test report IMU attenuation

Test ID T.1.5 Date 02.04.19

Test Number 5 Result Inconclusive

Testers Name Marco Tande & Vegar Skogen

Comment Ran a test with the same test setup as the

previous, but we turned on the magnetome-

ter on the IMU. Had some slight drifting in

the start and then it was considerably im-

proved results. We assume the drifting at

the start was because the IMU was initial-

izing, need to run another test

Table B.11: Test report IMU attenuation

Test ID T.1.6 Date 04.04.19

Test Number 6 Result Accepted

Testers Name Marco Tande & Vegar Skogen

Comment Testing with magnetometer and with IMU

stack instead of a single IMU, this test was

accepted because we had no drifting at all

and the dampening was efficient enough.

We only have to do some optimization to

the design as it isn’t designed for an IMU

stack but for a single IMU

Table B.12: Test report IMU attenuation

Test ID T.1.7 Date 09.04.19

Test Number 7 Result Accepted

Testers Name Marco Tande & Vegar Skogen

Comment Testing with a new design designed for use

with an IMU stack, the IMU stack was much

more stable and this design was accepted
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B.3 Camera Mounting Testing

Table B.13: Test report IMU attenuation in a fossil fuel car

Test ID T.1.8 Date 24.04.19

Test Number 8 Result Accepted

Testers Name Jan Olav Møen & Vegar Skogen

Comment Tested with magnetometer, IMU stack and

the new vibration attenuation solution in a

fossil fuel car, had no drifting except in start

up which we consider as initializing of the

IMU and is accepted

B.3 Camera Mounting Testing

Table B.14: Testing camera mounting solution

Test ID T.2 Priority A

Requirements

tested

F.3.1, F.3.1.1, F.3.1.2, F.3.1.3, F.3.3

Test

description

Mounting cameras on the car

Resources Camera boxes, car mounting solution, two team

members

Test steps

1. Mount camera box on car

2. Open camera boxes mounted on the car

3. Change the light sensitivity on the cameras

4. Close the camera boxes mounted on the car

Acceptance

Criteria
• Mounting of the camera box on the car should

take less than 5 minutes and not require any

tools

• You should be able to open the camera boxes,

change the light sensitivity of the cameras and

close the boxes again within 3 minutes and with-

out using any tools

• The camera boxes should be securely mounted
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B TEST REPORT

Table B.15: Test report camera mounting and accessibility

Test ID T.2 Date 16.05.19

Test Number 1 Result Accepted

Testers Name Marco Tande & Kenneth Halvorsen

Comment Tested mounting of camera boxes on Argos

car, tested light sensitivity switch. Test did

not exceed 3 minutes

B.4 Camera Protection Testing

Table B.16: Testing camera protection

Test ID T.3 Priority A

Requirements

tested

F3.2, F3.2.1, F3.2.2

Test

description

Take the camera box outside in the rain or under a

garden hose

Resources Camera boxes, mounting solution, water, water repel-

lent, isopropyl alcohol

Test steps

1. Take the camera boxes outside make sure the

cameras not are mounted inside it yet

2. You need water to spray on the camera boxes

3. Inspect that no water got inside the boxes

4. Put the cameras inside the box

5. Connect the cameras to the Argos VR system

and pc

6. Spray water on the windscreen

Acceptance

Criteria
• The box should not become wet inside

• The cameras should have a clear view always

and not take damage
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B.4 Camera Protection Testing

Table B.17: Test report camera protection

Test ID T.3.1 Date 19.05.19

Test Number 1 Result Accepted

Testers Name Kenneth Halvorsen

Comment Poured water over back camera box for 1

minute. Water did not get inside box

Table B.18: Test report camera protection

Test ID T.3.2 Date 21.05.19

Test Number 2 Result Accepted

Testers Name Kenneth Halvorsen & Vegar Skogen

Comment Tested visibility of camera while spraying

water on windscreen after repellent treat-

ment. Camera had clear view and did not

take damage
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B.5 Camera Glass Testing

Table B.19: Testing water repellent

Test ID T.4 Priority A

Requirements

tested

F.3.2.2

Test

description

Testing to see if the water repellent works on a spe-

cific glass material

Resources Desired glass material, water repellent, isopropyl al-

cohol

Test steps

1. Wash glass with isopopyl alcohol

2. Take a drop of water on the glass and check the

wetting angle of the water drop

3. Wash the glass with isopropyl alcohol

4. Rub the glass with water repellent coating

5. Take a water drop on the glass, inspect and

check the wetting angle

6. Evaluate results

Acceptance

Criteria
• The wetting angle should be higher when using

the water repellent

Table B.20: Test report water repellent

Test ID T.4.1 Date 11.03.19

Test Number 1 Result Accepted

Testers Name Kenneth Halvorsen & Marco Tande

Comment Contact angle increased significantly using

cheap brand water repellent

8



B.6 Battery Monitoring Testing

Table B.21: Test report water repellent

Test ID T.4.2 Date 11.03.19

Test Number 2 Result Accepted

Testers Name Kenneth Halvorsen

Comment Contact angle increased significantly using

expensive brand water repellent

B.6 Battery Monitoring Testing

Table B.22: Testing battery monitoring

Test ID T.5 Priority A

Requirements

tested

F.2.3, F.2.3.1, F.2.3.2, F.2.3.2.3, F.2.3.2.4, F.2.1.3

Test

description

Drain the battery and monitor the results with a bat-

tery monitor circuit

Resources Battery monitoring circuit, batteries, Arduino, com-

puter, load for circuit

Test steps

1. Connect the battery monitoring circuit to the bat-

teries and a load

2. Connect the Arduino to the circuit

3. Turn everything on and slowly increase the load

on the circuit

4. Observe measurements done

5. Run test multiple times to observe consistency

6. Evaluate results

Acceptance

Criteria
• The circuit shall withstand the high currents and

not get destroyed in the process

• The measurements shall be observable on the

computer

• The measurements shall be consistent

9



B TEST REPORT

Table B.23: Test report battery monitoring

Test ID T.5 Date 28.03.2019

Test Number 1 Result Failed

Testers Name Emil Hultin & Vetle Tørjesen

Comment Measurements were not correct

Table B.24: Test report battery monitoring

Test ID T.5 Date 03.05.2019

Test Number 2 Result Failed

Testers Name Emil Hultin & Vetle Tørjesen

Comment Measurements were not correct

Table B.25: Test report battery monitoring

Test ID T.5 Date 09.05.2019

Test Number 3 Result Conclusive

Testers Name Emil Hultin & Vetle Tørjesen

Comment Measurements were correct and consistent
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B.7 Power Source Mounting Testing

B.7 Power Source Mounting Testing

Table B.26: Testing power source system mounting, dismounting and emergency stops

Test ID T.6 Priority A

Requirements

tested

F.2.2, F.2.2.2, F.2.2.3

Test

description

Mount the power source system in a car and preform

emergency stop then dismount the system

Resources Power source system, mounting equipment

Test steps

1. Mount the power source system in the vehicle

and fasten it

2. Fasten a security strap

3. Speed the car up to 40 km/h

4. Check the surroundings if it is safe to preform an

emergency break and alert the passengers

5. Preform a emergency break in a safe environ-

ment

6. Dismount the power source system from the car

Acceptance

Criteria
• The power source system shall be easy to

mount/dismount

• The power source system shall stay in place

while preforming emergency break

Table B.27: Test report power source system mounting

Test ID T.6 Date

Test Number 1 Result Inconclusive

Testers Name Emil Hultin & Vetle Tørjesen

Comment The project ended before a test could be

performed
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B TEST REPORT

B.8 Power Source Interference Testing

Table B.28: Testing interference on power source system

Test ID T.7 Priority A

Requirements

tested

F.2.1, F.2.1.1

Test

description

Measure interference on input and output of the

power system

Resources Power source system, oscilloscope

Test steps

1. Connect the power source system to batteries

and a load circuit

2. Turn on the power supply and measure first

without load in the circuit

3. measure with high load

4. Evaluate Results

Acceptance

Criteria
• Interference and noise should be as low as pos-

sible

Table B.29: Test report power interference

Test ID T.7 Date 16.05.1029

Test Number 1 Result Conclusive

Testers Name Emil Hultin, Vele Tørjesen & Vegar Skogen

Comment The interference from the new inverter was

much lower than the old. VPP at 0.7V
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B.9 Power Source Runtime Testing

B.9 Power Source Runtime Testing

Table B.30: Testing run-time for power source system

Test ID T.8 Priority A

Requirements

tested

F.2.1.2, F.2.1.2.2

Test

description

Measure run-time for power system with load

Resources Whole system, stop watch

Test steps

1. Rig up the whole system with fully charged bat-

teries

2. Turn on the whole system and run it for as long

as possible while timing it with a stop watch

3. Evaluate Results

Acceptance

Criteria
• The system should stay on longer than one hour

Table B.31: Test report power run-time

Test ID T.8 Date

Test Number 1 Result Inconclusive

Testers Name Emil Hultin & Vetle Tørjesen

Comment Project ended before a test could be done
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B TEST REPORT

B.10 Power Source Efficiency Testing

Table B.32: Testing efficiency for power source system

Test ID T.9 Priority A

Requirements

tested

F.2.1.2.1, F.2.1.2.1.1

Test

description

Measure watt usage for power system

Resources Power source system, multimeter

Test steps

1. Connect up the power source system without

load

2. turn the power and measure voltage and current

usage

3. Calculate watt usage

4. Evaluate results

Acceptance

Criteria
• The system should use as little wattage as pos-

sible

Table B.33: Test report power efficiency

Test ID T.9 Date 05.02.2019

Test Number 1 Result Inconclusive

Testers Name Vetle Tørjesen, Emil Hultin & Vegar Skogen

Comment We measured the watt usage of the com-

puter with a watt-meter. At peak perfor-

mance the watt output was 441 watts
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B.11 Hot-Swap Testing

B.11 Hot-Swap Testing

Table B.34: Testing hot-swapping batteries

Test ID T.10 Priority B

Requirements

tested

F.2.1.2.3

Test

description

Hot-swap batteries without interruption of the system

Resources Power source system, batteries, battery hot-swap cir-

cuit

Test steps

1. Connect up the power source system without

load

2. Turn the power on

3. Send signal to change to a different battery

4. Replace the battery not in use

5. Switch back to the newly swapped battery

6. Evaluate results

Acceptance

Criteria
• The system shall not turn off while swapping

• The battery shall be measured correctly charge

percentage

• The circuit shall not be destroyed in the process

Table B.35: Test report battery hot-swap

Test ID T.10 Date 16.05.2019

Test Number 1 Result Inconclusive

Testers Name Emil Hultin & Vetle Tørjesen

Comment We wired the relays and ran a switching

test, where every activated as it should, but

without batteries connected.
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B TEST REPORT

B.12 HUD Marking Testing

Table B.36: Testing HUD Markers

Test ID T.11 Priority A

Requirements

tested

F.1.5

Test

description

Display Tracking Markers

Resources GPS, Argos Computer

Test steps

1. Launch the application

2. Enable tracking

3. Look for HUD trackers

4. Look at HUD trackers

5. Close the application

Acceptance

Criteria
• The markers shall become visible shortly after

enabling marking

• The markers shall be rotated towards the oper-

ator

• The markers shall be positioned correctly rela-

tive to each other

• The markers shall be scaled dynamically by

their distance from the operator

• The markers shall be positioned correctly rela-

tive to the compass

• Information about the marker shall be displayed

when looked at

• The Information about the marker shall be cor-

rect
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B.12 HUD Marking Testing

Table B.37: Test report HUD Markers

Test ID T.11 Date 27.02.19

Test Number 1 Result Failed

Testers Name Vegar Skogen

Comment Failed at step 3, the markers did not be-

come visible

Table B.38: Test report HUD Markers

Test ID T.11 Date 28.02.19

Test Number 2 Result Failed

Testers Name Vegar Skogen

Comment Failed at step 4, the information about the

markers did not appear

Table B.39: Test report HUD Markers second test

Test ID T.11 Date 29.02.19

Test Number 3 Result Failed

Testers Name Vegar Skogen

Comment Failed at step 4, the information about the

marker was incorrect

Table B.40: Test report HUD Markers third test

Test ID T.11 Date 5.03.19

Test Number 4 Result Failed

Testers Name Vegar Skogen

Comment Failed at step 4, the markers appear in the

wrong positions relative to the compass
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B TEST REPORT

B.13 Camera View Angle Testing

Table B.41: Testing view angle

Test ID T.13 Priority A

Requirements

tested

F.1.8.2

Test

description

Testing view angle for cameras

Resources Manufactured test model, cameras, Argos pc, VR

glasses

Test steps

1. Mount the cameras to the new rig

2. Connect the cameras to the Argos pc with Eth-

ernet

3. Open Argos application and steam VR

4. Inspect the picture

5. Evaluate results

Acceptance

Criteria
• The camera feed should be fluid without any

blind zones or overlaps

Table B.42: Test view angle

Test ID T.13.1 Date 27.02.19

Test Number 1 Result Failed

Testers Name Marco Tande & Vegar Skogen

Comment Testing the view angle in the former front

camera box, blind spot

Table B.43: Test view angle 2

Test ID T.13.2 Date 11.03.19

Test Number 2 Result Failed

Testers Name Marco Tande & Vegar Skogen

Comment Testing the angle of view for new solution

81.9◦, too much overlapping
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B.14 VBS Simulation

Table B.44: Test view angle 3

Test ID T.13.3 Date 13.03.19

Test Number 3 Result Failed

Testers Name Marco Tande & Vegar Skogen

Comment Increased the angle of view from 81.9◦to

95◦, too much overlapping

Table B.45: Test view angle 4

Test ID T.13.4 Date 14.03.19

Test Number 4 Result Inconclusive

Testers Name Marco Tande & Vegar Skogen

Comment Increased angle of view to 102.9◦, it was

overlapping higher in the seam and dead

spot lower

Table B.46: Test view angle 5

Test ID T.13.5 Date 25.03.19

Test Number 5 Result Accepted

Testers Name Marco Tande & Vegar Skogen

Comment Went down from 102.9◦to 98◦, Since we

had too much overlapping at 95◦and both

overlapping and blind spot in the middle

at 102.9◦. We have a small blind spot for

about 500mm our from the camera view

and then overlapping, this is accepted

B.14 VBS Simulation

Table B.48: Test BMS Simulation

Test ID T.14.1 Date 02.04.19

Test Number 1 Result Failed

Testers Name Jan Olav Møen & Vegar Skogen

Comment VBS stopped responding with generic error
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B TEST REPORT

Table B.47: Test BMS Simulation

Test ID T.14 Priority A

Requirements

tested

F.1.1, F.1.2, F.1.4

Test

description

Test that the VBS Plugin simulates and sends data to

Argos, and that the data is correct. this will also test if

Argos displays it correctly.

Resources Car PC, Argos PC

Test steps

1. Move plugin to folder

2. start VBS3

3. start VBS mission

4. start Argos

Acceptance

Criteria
• VBS should print information about markers and

vehicles

• Argos should receive information about markers

and vehicles

• Argos should display the markers and vehicles

• the loop should continue until we exit one of the

applications
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B.15 Power Source Data System

Table B.49: Test BMS Simulation

Test ID T.14.2 Date 03.04.19

Test Number 2 Result Failed

Testers Name Jan Olav Møen & Vegar Skogen

Comment VBS stopped responding with the same

generic error

Table B.50: Test BMS Simulation

Test ID T.14.3 Date 05.04.19

Test Number 3 Result Failed

Testers Name Jan Olav Møen & Vegar Skogen

Comment worked for a time, but VBS and Argos com-

munication went out of sync

Table B.51: Test BMS Simulation

Test ID T.14.4 Date 09.04.19

Test Number 4 Result Accepted

Testers Name Jan Olav Møen & Vegar Skogen

Comment worked this time, but more data will should

be sent. Need new test after code change.

Table B.52: Test BMS Simulation

Test ID T.14.5 Date 24.04.19

Test Number 5 Result Failed

Testers Name Jan Olav Møen & Vegar Skogen

Comment worked for a time, but VBS and Argos com-

munication went out of sync

Table B.53: Test BMS Simulation

Test ID T.14.6 Date 03.05.19

Test Number 6 Result Accepted

Testers Name Jan Olav Møen & Vegar Skogen

Comment worked, all data sent successfully and no

de-sync problems
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B TEST REPORT

Table B.54: Test Power Source Data System

Test ID T.15 Priority A

Requirements

tested

F.2.3

Test

description

Test that Argos receives and displays battery percent-

age, temperature and humidity.

Resources Argos PC

Test steps

1. connect the Arduino

2. start Argos

Acceptance

Criteria
• Argos should receive information about battery,

temperature and humidity

• Argos should display the information

B.15 Power Source Data System

Table B.55: Test Power Source Data System

Test ID T.15.1 Date 08.05.19

Test Number 1 Result Failed

Testers Name Jan Olav Møen

Comment Argos received, but didn’t display the infor-

mation

Table B.56: Test Power Source Data System

Test ID T.15.1 Date 09.05.19

Test Number 2 Result Accepted

Testers Name Jan Olav Møen

Comment Argos display the information
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C List of Risks

C.1 Hardware Risk

Table C.1: Hardware risks

ID Risk Probability Severity Risk level

RH.1 GPS failure 2 1 2

Mitigation We have more GPS’s to replace any failed GPS units

RH.2 Development PC fail-

ure

1 1 1

Mitigation All files are backed up on all computers and on KDA’s

server

RH.3 Argos PC 1 failure 2 2 4

Mitigation All files are backed up on all computers and on KDA’s

server and we have 2 other Argos pc’s we can use

RH.4 Argos PC car failure 3 3 9

Mitigation We have a second pc capable of running VR

RH.5 Argos laptop failure 3 2 6

Mitigation All files are backed up on all computers and on KDA’s

server and we have 2 other Argos pc’s we can use

RH.6 Car failure 1 2 2

Mitigation We have multiple cars at our disposal

RH.7 Office network failure 1 4 4

Mitigation We have several switches at our disposal

RH.8 Camera failure 1 5 5

Mitigation Making sure the requirements for the camera system are

fulfilled and ordering repair or buying new ones

RH.9 Mechanical connec-

tion failure

2 2 4

Mitigation Running tests, simulations and prototyping

RH.10 Power failure while

testing in car

3 5 15

Mitigation All files are backed up and someone without VR goggles

are sitting in the passenger seat

RH.11 Battery failure 1 4 4

Mitigation Implementing fuses and having spare batteries

RH.12 Camera box failure 1 3 3

Mitigation Simulations and calculations

1



C LIST OF RISKS

RH.13 Water proof failure 3 5 15

Mitigation Testing without the cameras inside to check for water-

proofing and camera placement

RH.14 Camera overheating 4 5 20

Mitigation Temperature sensors, warning system if the temperature

reaches a certain level and active cooling
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C.2 Software Risk

C.2 Software Risk

Table C.2: Software risks

ID Risk Probability Severity Risk level

RS.1 Hg fail 4 2 8

Mitigation We have backup and we can correct some corruption or

create new repository

RS.2 Too big changes in

architecture to cope

for software

3 4 12

Mitigation Continuous conversation between hardware and soft-

ware

RS.3 Takes too long to im-

plement BMS

3 4 12

Mitigation Continuous prioritisation with costumer

RS.4 BMS license 2 2 4

Mitigation We will get other tasks from Alexander, he’s trying his

best to get a license

RS.5 Serial in Unreal En-

gine

1 5 5

Mitigation There are libraries to do it

RS.6 Pre existing problems

in software

3 2 6

Mitigation Planned a long time to maintain all code

RS.7 Official Argos website

becomes corrupted

2 1 2

Mitigation We have a backup
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C LIST OF RISKS

C.3 Human Error Risk

Table C.3: Human Error risks

ID Risk Probability Severity Risk level

RE.1 Absent group mem-

ber

4 2 8

Mitigation We can have meetings over skype or other means

RE.2 Supervisor is absent 2 4 8

Mitigation We have regular meeting and ways to contact them

RE.3 Important files

deleted by accident

2 2 4

Mitigation Google drive makes sure we can view past logs

RE.4 Damage equipment 2 4 8

Mitigation We try to have back up equipment and most equipment

is easily replaceable

RE.5 Someone fails to

meet the deadline

3 4 12

Mitigation We have meeting each morning telling how far we’ve

come and what we need help with
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C.4 Project Management Risk

C.4 Project Management Risk

Table C.4: Project Management risks

ID Risk Probability Severity Risk level

RP.1 Delay in project plan 3 3 9

Mitigation Because we are agile we should see delays early, being

prepared for delayed parts and doing research on ship-

ping before we order

RP.2 We need to spend

more than our budget

allows

2 5 10

Mitigation Plan what we need to buy, we use mainly off the shelf

products

RP.3 Delivery time 4 2 8

Mitigation We work on other tasks in the meantime

RP.4 Power outage in the

bachelor room

3 2 6

Mitigation Try to not use more electricity than we need

RP.5 Disagreements

between group

members

3 2 6

Mitigation We talk about everything and the majority decides,

Alexander is the final arbiter
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C LIST OF RISKS

C.5 Human Injury Risk

Table C.5: Human Injury risks

ID Risk Probability Severity Risk level

RI.1 VR goggles failure 2 3 6

Mitigation We don’t drive with VR on a public road and you always

have one person without VR goggles beside you

RI.2 Argos car PC failure 3 3 9

Mitigation We don’t drive with VR on a public road and you always

have one person without VR goggles beside you

RI.3 Camera failure 2 3 6

Mitigation We don’t drive with VR on a public road and you always

have one person without VR goggles beside you

RI.4 Electro shock from

power system

2 3 6

Mitigation Properly isolated wiring, not working with the power

turned on

RI.5 Camera box mount-

ing system fails while

driving

2 5 10

Mitigation Simulation and testing

RI.6 Cable disconnect and

hit pedestrians

1 4 4

Mitigation Cables are securely mounted

RI.7 Sudden lag in cam-

era feed

2 3 6

Mitigation We don’t drive with VR on a public road and you always

have one person without VR goggles beside you

RI.8 PC or power sys-

tem in car isn’t rigidly

mounted

2 4 8

Mitigation Check that it is fastened securely

RI.9 Injury while working

with materials

3 3 9

Mitigation Follow HMS standards and USN workshop rules

RI.10 Burn injury using sol-

dering iron

4 2 8

Mitigation Being careful when handling a soldering iron
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D Project Budget

This year Argos got a budget of 40.000,- NOK shared for all the disciplines. It was

established early on by our employer that if we need a larger budget we could come to

an agreement. We started of the project by making an estimate of what we assumed

we were going to use see Fig. D.1.

Figure D.1: Argos estimated budget

In the last weeks of our project we exceeded our budget. After a meeting with our

employer we agreed it was more important to finish the project, so we were allowed to

exceed the budget see Fig. D.2.
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D PROJECT BUDGET

Figure D.2: Argos budget
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D.1 Project Work Log

D.1 Project Work Log

Fig. D.3 shows a pie charts containing all the group members work hours up to 23.May.

Figure D.3: Work log pie chart for all group members
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E Project Plan
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ID Task Name Duration Start Finish Resource 
Names

% 
Complete

1 Software 30 days Wed 3/27/19Tue 5/7/19 100%
2 Collect, Send & Receive Data 5 wks Wed 3/27/19Tue 4/30/19 Vegar[50%],Jan100%
3 Memory Leak 1 wk Wed 5/1/19 Tue 5/7/19 Vegar[50%] 100%
4 Sensor Data HUD 1 wk Wed 5/1/19 Tue 5/7/19 Jan 100%
5 GigeVision Playback 0 days Tue 5/7/19 Tue 5/7/19 Vegar 100%
6 Mechanical 29 days Thu 3/21/19 Tue 4/30/19 99%
7 Finish Design Front Box 10 days Thu 3/21/19 Wed 4/3/19 Marco[60%] 100%
8 Finish Design Back Box 10 days Thu 3/21/19 Wed 4/3/19 Kenneth[60%]100%
9 Finish Design Roof Mounting 4 days Wed 3/27/19Mon 4/1/19 Marco[20%],Kenneth[40%]100%
10 IMU Stabilization 24 days Mon 3/25/19Thu 4/25/19 Marco[20%] 100%
11 Production Front Box 6 days Mon 4/8/19 Mon 4/15/19Marco[50%] 100%
12 Production Back Box 6 days Mon 4/8/19 Mon 4/15/19Kenneth 100%
13 Production Roof Mount 4 days Tue 4/16/19 Fri 4/19/19 Marco[80%],Kenneth100%
14 Final Assembly Testing 7 days Mon 4/22/19Tue 4/30/19 Marco[80%],Kenneth99%
15 Electrical 26 days Wed 3/27/19Wed 5/1/19 76%
16 Produce BCCB 1 day Fri 3/29/19 Fri 3/29/19 Emil 100%
17 Program BCCB 2 days Wed 3/27/19Thu 3/28/19 Vetle[95%] 100%
18 Test BCCB 5 days Mon 4/1/19 Fri 4/5/19 Emil 50%
19 Design Hot Swap Curcuit 2 days Mon 4/8/19 Tue 4/9/19 Emil 100%
20 Program Hot Swap 1 day Wed 3/27/19Wed 3/27/19Emil 100%
21 Integrate Hot Swap Into BCCB 2 days Wed 

4/10/19
Thu 4/11/19 Emil[50%] 100%

22 Produce complete BCCB 4 days Thu 4/11/19 Tue 4/16/19 Emil[50%] 100%
23 Test Complete BCCB 3 days Mon 4/15/19Wed 4/17/19Emil[50%] 50%
24 Camera Enclosure Monitoring 2 days Fri 4/19/19 Mon 4/22/19Vetle 100%
25 Finish Design Temperature 

Regulation
3 days Mon 

4/29/19
Wed 5/1/19 Vetle 100%

26 Order Components 1 day Thu 3/28/19 Thu 3/28/19 Vetle[5%] 100%
27 Produce Temperature Regulator 2 days Tue 4/2/19 Wed 4/3/19 Vetle 80%

28 Program Temperature Regulation 5 days Thu 4/4/19 Wed 
4/10/19

Vetle 70%

29 Test Temperature Regulation 4 days Mon 4/15/19Thu 4/18/19 Vetle 30%
30
31 Final Delivery 0 days Thu 5/23/19 Thu 5/23/19 Vegar,Vetle,Emil,Jan,Marco,Kenneth0%

Vegar[50%],Jan
Vegar[50%]
Jan
5/7

Marco[60%]
Kenneth[60%]

Marco[20%],Kenneth[40%]
Marco[20%]

Marco[50%]
Kenneth

Marco[80%],Kenneth
Marco[80%],Kenneth

Emil
Vetle[95%]

Emil
Emil

Emil
Emil[50%]

Emil[50%]
Emil[50%]

Vetle
Vetle

Vetle[5%]
Vetle

Vetle

Vetle
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Split
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Summary

Project Summary
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Manual Summary Rollup
Manual Summary
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F 2D Blueprints

Following are the blueprints for the mechanical design for project Argos the bachelor

student created in 2019.

F.1 Front Camera Box

In the following section are the blueprints for the design of the front camera box.

Figure F.1: Produced front camera box for the Argos system
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ITEM NO. PART NUMBER DESCRIPTION QTY.

1 Bottom plate 1

2 HRM20W19-11SN CONNECTOR ETHERNET RJFTV21G FEMALE 
RJ45 OLIVE DRAB CADMIUM 4

3 Producable camera stand 1

4 Upper camera stand 1

5 Middle camera stand 1

6 Lower camera stand 1

7 Bolt M4-12mm SCREW DIN912-M3*12-A4-BLACKENING KVS-
50 10

8 Washer M4 12

9 Nut M4 10

10 Camera_small lens 3

11 Support for camera stand 
producable 1

12 New eccentric lock 31-1464 2

13 Front box mounting for roof 
rack 1

14 Locking arm for front 
camera box 2

15 Front box lid producable 1

16 Front box glass 
producable 1

17 Vinkelprofil 10x10x1 2

18 Vinkelprofil 10x10x1 2

19 Bolt M3-10mm SCREW DIN912-M3*12-A4-BLACKENING 
KVS-50 32

20 Washer M3 64

21 Nut M3 locking 48

22 Bolt M3-16mm 16

23 peltier elem 1

24 heatsink Under the 
camera box 1

25 Fan 60x60x15mm 1

26 Heatsink for the inside of 
the camera box 1

27 Bolt M3-60mm for Peltier 4

28 Bolt M3-6mm SCREW DIN912-M3*12-A4-BLACKENING 
KVS-50 9

29 circuit placeholder 1
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ITEM NO. PART NUMBER DESCRIPTION QTY.

1 Front box lid 
producable 1

2 Front box glass 
producable 1

3 Vinkelprofil 10x10x1 2

4 Vinkelprofil 10x10x1 2

5 Bolt M3-10mm SCREW DIN912-M3*12-A4-
BLACKENING KVS-50 32

6 Washer M3 64
7 Nut M3 locking 32
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F 2D BLUEPRINTS

F.2 Rear Camera Box

In the following section are the blueprints for the design of the rear camera box.

Figure F.2: Produced rear camera box for the Argos system
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1 bottom floor bot EN AW 5052 1
2 bottom floor top EN AW 5052 1

3 Top shell
Carbon Fiber Composite, 

Hexcel 200 g/m2 fiber, Ampreg 
21 epoxy system

1

4 glass dome Plexiglas XT 3mm 1

5 camera mount EN AW 5052 1
6 Fish eye assembly 1

7 peltier 1

8 HRM20W19-11SN
CONNECTOR ETHERNET RJFTV21G 

FEMALE RJ45 OLIVE DRAB 
CADMIUM 

2

9 Bolt M3-10mm SCREW DIN912-M3*12-A4-
BLACKENING KVS-50 6

10 Bolt M3-6mm SCREW DIN912-M3*12-A4-
BLACKENING KVS-50 3

11 Bolt M3-15mm SCREW DIN912-M3*12-A4-
BLACKENING KVS-50 2

12 Rack mounting 30x30 EN AW 5052 1

13 New eccentric lock 31-1464 2
14 Locking arm 31-1464 2

15 M4 bolt, washers, 
nuts DIN 966 10

16 m3 bolt, washer 
nuts DIN 912 10

17 Circuit for electronics PLA 1
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F 2D BLUEPRINTS

F.3 Mounting System

In the following section are the blueprints for the design of the roof mounting system.

Figure F.3: Produced roof mounting system for the Argos system
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1 30x30 alu profile 
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RollCo 30x30 Aluminium Profile, 
PP3010, 2000mm 2

2 30x30 alu profile 
270mm

RollCo 30x30 Aluminium Profile, 
P3010, 270mm 2

3 PZ3074-Rollco 60x60 fastening set 4

4 30x30 alu profile 
527mm

RollCo 30x30 Aluminium Profile, 
P3010, 527mm 2

5 roof lock system Eccentric lock with hook 4

6 PA3010-Rollco Plastic caps 4

7 PZ3070-Rollco 30x30 fastening set 4

8 cameraholder 2
9 Fastening knob 4
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G Circuit Schematics

In the following section are the circuit schematics for the hardware of the Argos System.

G.1 First PCB For Battery Control

Figure G.1: The first battery controller PCB
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G.2 Final PCB For Battery Control

G.2 Final PCB For Battery Control

Figure G.2: The final battery controller PCB
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G.3 Temperature Controller PCB

G.3 Temperature Controller PCB

(a) Top-side of the Temperature con-

troller PCB

(b) Bottom-side of the Temperature

controller PCB
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