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Abstract tropical countries. Modern borders between coastri
This paper investigates possibilities of enhancing and our excessive travelling around the Globe, alo n
everyday decision making in global health managemen Protect against the spread of infectious diseasesthe
by looking at the power of twitter data and the abig ~ lack of investment in research on tropical dise48ps
data platforms in order to collect and interpret has resulted in global panic and debates on whether
excessive amounts of information generated in atsho ZIKA is really our next global health threat [9]]1L
period of time. We use the scenario of the ZIKAisvir In this research, we look at the problem Publidthea
because it has triggered a massive response througfprganizations, and institutions involved in Glohahlth
tweets and retweets. Our goal is to find out ayéfcan  face, if they have to decide which actions to teke
make sense of twitter data in a global health saré ~ answer global health issues. We primarily looklata
b) if information available on Twitter could help ihe ~ and information accessible by these organizations a
management and containment of the spread of this.vir Search for methods of processing the data to enable
The results of manual content analysis of selewtedts ~ informed decision making.
has been juxtaposed with the results of the maaijoul We have had a long term interest in investigatirey t
of the same tweets through the Hadoop platform. WwePower of Twitter in information exchange in
wanted to know which approach should be used forcommunities affected by health [11] [12] and other
addressing public concerns about the ZIKA virus and humanitarian crises [13]. Twitter exceeded expéartat
answer a) and b) at the same time. Both approachesn terms of disseminating valuable and correct
have their advantages and drawbacks. Therefore thisinformation to the world [14] [15] and it has becen
paper should be used as an overview of optionsinvaluable source of easily accessible data fooaay
available for pub“c health OrganizationS, when yhe Twitter delivers live information, and i”UStratGmWS,
need to manipulate social media data in situations Opinions and reactions of individuals and orgamnie,
where we need to manage health on a global scale. ~ Which concerns us all. There are no universal oush
which would guide any organization or individual on
how to manage and interpret the meaning of infoionat
. available on Twitter. We can use text mining [16],
1. Introduction apply analytical and statistical tools [17, 18],dan
interpret sentiments through text clustering [19 &
The ZIKA Virus has been portrayed as a mysterious keywords produced by topic modelling [21]. However,
illness with devastating effect and rightly or wgbn twitter data maybe extremely noisy and it is almost
proclaimed as the next major global health crikjs\Ve impossible to predict what the content of tweetsilo
have never experienced such an upheaval of waridd  be, even if we follow a strictly defined event owiter.
alarming information exchangeon mosquito-born  These are clear problems if we wish to use Twiten
diseases for two reasons. Firstly, social medieeha at the time of health scares or crises. Research
already proved to be an effective mode of exchapgin communities talk abouhaking sensef twitter data [22,
information across the world [2], [3] and in casds 23], which could be feasible through either newadat
humanitarian crises and public health scare, theeytill management models or new software technologies.
bringing, fairly quickly, relevant data for making In order to illustrate our own approach rreaking
informed decisions on how to respond to such cfiées sense of Twitter datand interpreting the meaning of it
[5] [6]. Secondly, globalization changes the way in a particular situation, we have to find:
diseases are spread around the world [7] and ntosqui a) a health crisis which is currently of interest t
born diseases may not necessarily be limited to pod Global Health and
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b) research questions which have to be answered, inmportant to note that the content analysis oeféd

order to make decisions or assess the situatidhdn
health crises.

For a) above, our choice of focusing on the ZIKA

virus was obvious.
motivated to look at Tweets with #zika hashtag dose
our previous research, on the role of Twitter datdne
spread of E-bola, before and after the vaccingtldn
12], delivered interesting results.
experience of trying tonake sense of Twitter dataE

Therefore our

tweets is performed without software tools, i.e.
manually, with significant author involvement.

On the other side, we have an automated analysis of

However, we were particularly filtered tweets through Hadoop and its components.

This is performed according to the rules availatitain
the platform and cannot include the categorizatibn
tweets as in the manual content analysis.

We are not in a position to advocate which approach
is better for Public and Global health organizaion

bola cases, helped us to formulate our method forbecause the answers are not simple and straight-

understanding what was tweeted in relation to 1Ke&A\Z

forward. However, we wish to exchange our expegenc

For b) above, we specify which research questionsof using both:

are to be answered and why the answers to thesgi)

guestions are of interest to Public or Global Healt
organizations or even individuals. We have decitded
reuse some of our research questions from the sinaly
of Twitter data in E-bola crises for two reasonbeT
questions are universal in terms of their applildsttio
any health scare or crisis. They are easily cdadéanto
a set of methodological steps, which helpnake sense
of twitter datathrough their categorization, manual
content analysis or any similar type of data preices
These issues indicate that we have to be in aiposit
to filter relevant live Twitter data (as in a)),ack
individual tweets, categorize them and perform rthei
content analysis in order to answer research quresti
from b). This would produce the most accurate amsw

manual content analysis of filtered tweets,
(i) processing the filtered tweets through Big data
technologies, such as Hadoop,

in order to compare these two approaches and se if

are able to answer the same research questions. We

apply both approaches to Tweets which

* have#zika in their body and

» were generated in a over one week in April 2016.
Therefore, the purpose of this paper is twofold:

(A) 1t illustrates options and the exact steps any

individual or organization might use in order ke

senseof Twitter data in a particular scenario and

(B) It highlights the benefits and drawbacks ohgsan

automated analysis of twitter data through Hadoop.

The choice of using Hadoop was obvious. It is

to any question we may have because the manuaturrently a very popular platform in the Big Datarid

content analysis is performed on individual Twitleta
by a human being.

[29, 30, 31, 32]. It has been included in curriaflguite
a few university degrees and the amount of peer-

However, the speed of generating Twitter data, andreviewed papers on Hadoop exceeds the number of

the type of data Twitter disseminates, signal that

might need to process it using Big Data technolgie [33,34,35,36].

[24, 25, 26].Making sense of twitter data for ZIKA virus

publications of any other Big Data platform
Hadoop extends the statistical

computing and graphics capabilities of R languags a

crisescould really be supported by the technology if we the number of support groups and forums available o
process Twitter data according to the rules andthe Internet for Hadoop users is significant.

characteristics typical of Big Data [27] . Thiwvatves
the automated collection of Twitter data througBi@
Data platform, such as Hadoop [28], and queryirg th
collected data, according to the mechanisms aveailab

In section 2 we define the methodology used in this
research and specify research questions, by expiain
the rationale behind them. We wish to address @inm
goal and find out if Twitter data did help in maiayg

the platform, for the purpose of answering the samethe problems associated with the spread of the ZIKA

research question as in b) above. This is a moreyijrus.

In Section 3 we define our steps for cditex

appealing option for anyone interested in processin relevant tweets. Live twitter data had to be fétkand
user-generated data because it eliminates humartollected according to our problem domain and

intervention at the level of individual tweets acwlild
provide answers to questions Public or Global healt

therefore we should define a mechanism of selecting
tweets, which are relevant to answering our researc

organizations may have at the time live tweets arequestions from section 2. In section 4 we illustrthe

generated and collected.
Therefore we have two approaches.

In the content analysis, we should have the contentmanual content analysis.

of every tweet read and analyzed by the authoositfir
its categorization. This would require that tweate
initially filtered, possibly with software tools,ub the
results of filtering should be manually checked.isl

categories of tweets which have been defined for
answering research questions and performing our
In section 5 we loothat
process of inserting filtered Twitter data (fronctsen

3) to Hadoop and querying it through HIVE composent
of Hadoop. We have to check if Hadoop can ansheer t
same research questions as in section 4. In cziooki
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we interpret and compare the results of both ambres
(i) and (ii) and comment on the feasibility of ugithe
results of this research in real life scenario.

2. Methodology and Resear ch Questions

In this research we wanted to find out if:

Twitter was used for disseminating relevant
information on the ZIKA virus, and helped to
understand how to manage its spreading
across the World

Such a generic question, which is similar to the on
we used for measuring the response of international
communities in E-bola crises [11,12], requires arsw
to many other questions. For example, we wouldhwis
to know:

How many tweets give “facts” about the ZIKA
virus in terms of being trustworthy and referring t
verifiable information within the tweet body;

How many professional bodies, which are expected
to be involved in the management of the spread of
the ZIKA virus did tweet and give professional
advice to the population and other professional
bodies;

What is the truth about the ZIKA virus in terms of
our understanding if it is a serious danger to huma
health;

If we could exchange information on symptoms of
and treatments for the ZIKA virus, relevant to the
management of its spreading.
The bullets above should constitute the basic et o
questions we have to answer if we wishrtake sense
of twitter datg regardless of the approach we use: either
(i) or (ii). Furthermore, we might be in a positiof not
being able to answer these questions completaytr
the collected tweets. It is very difficult to pretdwhat
people will tweet. For example, do we have to know
exactly which information is the most relevant for
answering our questions: ZIKA virus symptoms, adyic
or treatment? Would the person who is infectedhey
virus tweet? Do we really need to know facts altbeat
ZIKA virus created by healthcare professionals? Wou
tweeted information from communities affected bg th
ZIKA virus have a bigger impact on our responstho
spread of virus across the Globe? Could twittéa da
educate the affected communities? Could we alert th
WHO more efficiently through Twitter about the ZIKA
virus spread? They might have been well prepared an
organized for managing the spread of THE ZIKA vjrus
but experience problems when delivering help?

It is difficult to answer all the questions we may
have. We could find out exactly which questions ar
likely to be answered by looking at the contenthaf
tweets and therefore approach (i) always paysVi#.

also have to be very careful with the methodology w
use for (i) and (ii) because it can determine the
feasibility of answering questions we may havearhter

to address the problem of answering the research
questions for (i) and (ii) above we defined our own
methodology, consisting of the following tasks:

1. Collecting relevant Tweets — we have to filter
tweets in order to make our content analysis
feasible. In other words, filtering tweets reletvem
#zika will ensure that we can perform a manual
content analysis in a reasonable period of time,
Specifying the steps in tweet filtering — the cleoic
of automated tool and keywords used in filtering
should ensure that we collect ALL relevant tweets
in a certain period.

2.

3. Defining the categories of filtered tweets — this
would enable us to answer research questions.
4. Performing a manual content analysis on 29,000

filtered tweets — we must assign manually a
category to each individual tweet.

Answering our research questions — answers are
based on the results of the manual content analysis
Using filtered tweets from tasks 1 and 2 above
(BEFORE their categorization) and inserting them
into a repository of the Hadoop’s storage system —
we have to find out how Hadoop processes the same
tweets, collected in tasks 1 and 2.

Formulating and performing SQL queries upon
Hadoop’s repository — we use the same filtered
tweets as in the content analysis, but perform SQL
gueries using Hadoop’s component HIVE.
Answering our research questions through the
analysis of answers to SQL queries through HIVE.
Comparing the results of Steps 5 and 8.

6.

7.

8.

9.

. Collecting Relevant Tweets

We have long term experience of deploying software
tools for collecting relevant tweets prior to their
analysis. The description of options we may hawe f
collecting ZIKA virus tweets is outside the scoped
we refer readers to [11][12] for the explanationttod
value of our method for collecting tweets.

The method consists of the following three steps:
Step 1._Automated filtering of live tweets accodliio
akey wordof our choice. We used Tweepy open source
tool and modified the underlining Python code ttefi
tweets, which contaiizika. There are two important
decisions we made at this step. Firstly, we neeled
simple tool, which would allow us to experiment lwit
the type of key word(s) we can use in order to nsake
that we will collect tweets relevant for our anadys

3265



Very expensive tools might be more sophisticatedl an 4. Answering Research Questions through

powerful, but they will remove from us the power of Tweet Categorization and Manual Content
choosing keywords or their combinations in the

filtering. Secondly, our numerous experiments ie th Analysis

past outlined that keywordZIKA, placed within a

filtering tool will collect the widest range of tets, Our manual content analysis of collected Tweets is

which could be used for both (i) and (ii) from the based on their categorization.

introduction. Therefore the combination of Tweepyl It is important to note that our tweet categories a

Python proved to be the best possible combinatfon o dictated by

tools for filtering tweets with a chosen keywaizika. + Research questions we defined in section 2 and
Step 2:_Determining the dates for and amount of* Previous experience of using the same categories

Tweets which are to be collected. We had to pretiet for answering similar questions in the case of the

max number of tweets we wish to analyze in order to spread of E-bola [11.12.13].

answer the research questions. For performing our Table 1 gives an overall count of tweets and
selected tweet analysis through Hadoop, the numiber retweets. Table 2 shows how often URLs are used in
tweets is irrelevant, i.e. we could take any numtifer the body of tweets and how many URLs we can find in
them when using the platform. However the manual tweets. Table 3 gives a number of # available withe
analysis of collected tweets by a human being might  body of each tweet (except #zika).

be performed consistently, at the time where Twawsdts Tweet categories are in the first column of Tahble 4
generated, if we collect an excessive number ahthe Most of the categories are self-explanatory. For
Humans do not have unlimited concentration for example, FACTS are tweets, which contain infornratio
performing categorization of excessive number of which is verifiable. This means that in our comten
tweets in a short period of time. Therefore we have analysis the authors read every individual twestfthe
decided that, for the sake of our experiments, We w pool of 29,000 tweets and checked if its content is
analyze tweets from 2 consecutive days in April"(18 verifiable. This includes visiting all URLs fronhe

and 19 of April 2016) and perform manual and Hadoop tweet’'s body (if they existed), reading all tweets
analysis of more than 29,000 Tweets in parallele Th referenced in the body of the tweet using #. Khawn
chosen dates are arbitrary. In our tweet filtering and reputable public organization is the ownerhef t
throughout one week in April 2016, there was no tweet, it was very likely that the tweet would be
significant difference in the number of tweets geted categorized as FACT. However, many individuals and
on any of these days. Our manual inspection ahall unknown people also generated tweets, which were
tweets collected between the'™&nd 24 of April did easily verifiable.

not reveal any particular anomaly or discrepanici¢ise OPINIONS are tweets which are not verifiable, but
content of the tweets. Each day we filtered a mimm  still carry information which is relevant to #zik&ome

of 13,000 tweets. The were mostly written in Esigi opinions were easy to detect because they clearly
Spanish in Portuguese. In our content analysis weexpress the individual's views or perception of rege
translated non English tweets. related to the ZIKA virus.

Step 3:_Streamlining filtered tweets to a spreaeishe URL category belonged to tweets, which use only
which will allow us to perform the content analyaisd URLs in their content, which is similar to HAS-TAG-
feed the Hadoop platform. This step was extremely ONLY tweet category. Both of these categories rhigh
important for the former, because we wanted togoerf ~ be interpreted as FACTS, because they might be
manual content analysis in a reasonable perioongf.t  verifiable through URLs and #. However, they rarel
The streamlining of tweets to the spreadsheet wasd contain too much of any other type of text, exéephd
by using delimiters in Python code which separsited  http://. This is why we wanted to categorize them
content of each tweet from any additional informati  separately. A detailed explanation of possib#itia
within it. Therefore our final result of streamiigj live manual tweet categorization is given in [11].
and relevant tweets into a spreadsheet has steglctur
format: each column in that spreadsheet contains Table 1. Collected tweets and retweets

information cut from the collected tweets. We need| Tweets 16010
information on the owner of the tweet/retweet, whic | Retweets 13819
owner is retweeted, what the body of the tweetweet Total 29829

is and similar, all clearly separated in the colsmn
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Table 2. How many collected tweets have URL
in their body?

explanatory.

URL Count in each Num of % of Tweets
tweet Tweets

0 6563 22.62%

1 15809 53.32%

2 6860 23.63%

3 149 0.42%

4 3 0.01%

Total 29829 100.00%
Categories SYMPTOMS, TREATMENTS,
PREVENTION and GUIDELINES are self-

Table 3. How many tweets have additional #

# Count in each Num of % of

tweet Tweets Tweets
0 20945 70.22%
1 5264 17.65%
2 2099 7.04%
3 1002 3.36%
4 232 0.78%
5 187 0.63%
6 21 0.07%
7 47 0.16%
8 18 0.06%
9 3 0.01%
10 1 0.01%
11 1 0.01%
12 1 0.00%

Total 29829 100.00%

Table 4. Tweet categories for 18/19 April 2016

% of
Category Count Tweets
FACT 18708 62.72%
OPINION 6410 21.49%
CAMPAIGN 203 0.68%
USED 0 0.00%
URL 236 0.79%
QUESTION 737 2.47%
PREVENTION 776 2.60%
TREATMENT 168 0.63%
N/A 820 2.75%
GUIDELINES 611 2.05%
HASH TAG ONLY 42 0.14%
DONATION 15 0.05%
IMAGE 42 0.14%
PRODUCT 212 0.71%
PRODUCT- COURSE 60 0.13%
PRODUCT- LECTURE 58 0.20%
PRODUCT PROJECT 0 0.00%
SYMPTOMS 60 0.20%
VIRUS ALERT 671 2.25%
Total 29829 | 100.00%

Category N/A (not applicable) applies to tweets
which are not related to #zika: we could not find
explanations why Tweepy selected these tweets. DUSE
categories were tweets whefgika has been used to
promote businesses (not related to ZIKA) or persona
believes. The CAMPAIGN category defined tweets
which will campaign for funds, donation or any kiofl
help offered to communities affected by ZIKA. IMAGE
category contained tweets which refer to imaged, an
QUESTION category contained tweets which pose
questions about ZIKA.

Some tweets gave us additional information which
can not belong to any other category. We named them
PRODUCTS. We defined that
LECTURES/PROJECTS/SEMINARS were advertised
as more specific type of PRODUCT related to #zika.

5. Answering Research Questions through
Hadoop

In order to analyze our twitter data through Hadoop
we had two options. The first one was to use FLUME
Hadoop in order to collect live tweets and feed BIV
tables with them. Therefore FLUME and HIVE would
be responsible for tweet filtering, i.e. they widiplace
the role of Tweepy and Python used in the method
described in Section 3. Due to numerous discussion
Hadoop forums on the complexity of the procedure of
using FLUME, HDFS, Hive and Oozie in Hadoop, it has
become obvious that we might not be able to cotleet
same number and type of tweets in Hadoop as we did
through our filtering procedure described in SetBo

The second option was to
» use the collected tweets from section 3, streamline

into a spreadsheet document,

» create an SQL like table using SELECT command
in HIVE in order to feed the spreadsheet document
through HDFS into HIVE and

« perform SQL like queries to answer the same
guestions as in section 4.

This option proved to be the safest way of meagurin
if Hadoop can win the competition with manual canite
analyses of live tweets. We were able to confirat th
tasks 6 and 7 from the methodology were feasible.

Table 5 gives our own collection of results of HIVE
gueries, which are related to the categories irleTdb
defined in the manual analysis of the tweets from
Section 4. In other words we were trying to seredfcan
mimic what we did in our manual content analysis in
terms of using the same tweet categories for aimgyz
live Twitter data. However in order to find oatwhich
category each tweet might belong, in Hadoop we have
to use keywords which are inputted in SQL-like IV
queries. We used only two options in this task.
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e We could use exact words such as Therefore we were able to count quickly the number
“PREVENTION", and “CAMPAIGN" in SQL of tweets and retweets, how many tweets mentioned
queries and SQL would return the number of tweets ZIKA treatment, symptoms, diagnosis etc. Hadoop

which contain these words in their body. created the same results as in Table 1: total howexts
e We could use a combination of words such as is 29829 and there are 13819 retweets amongst them.
DRUG, TREATMENT, MEDICINE, FIGHT, Tables 6 and 7 are Hadoop’s output which we did

VACCINE connected with the OR logical operator hot obtain in our manual content analysis, because
in order to get tweets which we then categorize asdid not categorize the owners of tweets and resyee
“talking about treatments”. apart from distinguishing individuals from
The last two rows of Table 5 give a number of tweet Organizations. Table 6 revealed that various bresof
with a minimum of one URL in the body of a tweetlan UNICEF tweeted (at least once). Table 7 showsithat
the number of tweets with at least one extra #iteon the forest of various bodies (owners of tweetsNOT
to #zika. The results in these two rows can not beindividuals) NEWS agencies were leading in their
compared with similar categories in Table 4 becamse attempts to disseminate information about ZIKA and
these two cases we counted different things. Hewev health organizations are lagging behind.
the rows are somehow counterparts to Tables 28 fr

section 4. In Hadoop we were not able to retridata Table 7: Selection of professional bodies
which would generate information from Tables 2 8nd which tweeted
. Count of
. Name of Professional
Table 5: SQL query results for categories of Tweets
tweets UNICEF 10
. Count of % of NEWS Agencies 1482
Potential Category - - - -
Tweets | Tweets Companies with US in their names 11
Prevention 176 0.59% TRAVEL Agencies or Organizations 34
Treatment 913 | 3.06% Organisations with HEALTH in their 440
Symptoms 74| 0.24% names
Campaign 53| 0.17% It is important to note that in HIVE SQL like quesi
vi | 518 | 1.73% we used English, Portuguese and Spanish wordslgqual
s a ert . 197 in order to include tweets written in these twajaages
Minimum one URL in the 16555 55 4% in our ana|ysis_ - .
body ~ We can conclude: it is likely that, to a certainest,
ﬁttlﬁgséozr;e # except #ZIKA 3487 | 11.6% we are able to answer our research questions throug

either Hadoop or our manual content analysis.

Our preliminary comparison of the results of
Hadoop queries, run through HIVE, and counts oftwe
categories defined in section 4, have revealedttiats )
a straight forward task for Hadoop to obtain cowfts ~ 6.1. Resultsof Tweet Analysis
various parts of the contents of selected tweétsei
SQL like command in HIVE supported it. In other The results given in the previous two sections show
words, the basic of SQL-like queries supported @S  that our content analysis and SQL queries run ttrou
in HIVE did run smoothly and produced the sameltesu Hadoop give similar answers to our research questio

6. Conclusions and Discussions

as in our manual analysis of tweets from Section 4. If we look at our main goal of the research and ask
“if Twitter was used for disseminating relevant

Table 6: Selection of tweets from UNICEF information in order to help to manage the
Owner of the Tweet (UNICEF) Count of spreading of the ZIKA virus across the world”
Tweets then our answer is NO, regardless the way we aedlyz

UNICEF Guatemala
UNICEF Mexico

UNICEF EI Salvador
UNICEF USA
UNICEF Colombia
UNICEF Venezuela

tweets. Tweets on symptoms, treatments and
guidelines, for managing the ZIKA virus are veryera
(their number is significantly small). Furthermpre
professional organizations do not tweet sufficigathd

it is obvious that majority of tweets are generabgd
individuals. They are highly present with their GRS

and OPINIONS on the ZIKA virus. Individuals do

N RPN NN
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contribute towards the dissemination of relevant promoted to Public and Global health organizatigins,
information on ZIKA and their contribution is as they wish to learn from live tweets, we have talfout:
significant as the involvement of professional lesdi 1. If the lack of categorization of tweets, which was

However, it is disappointing that professional tesdilo prerequisite for the manual analysis in section 4,
not dominate in tweets or retweets. Unfortunatdlgse may have affected the results we obtained through
are the same results we obtained in 2014/15 when Hadoop, i.e. is tweet categorization essentiahé t
analyzing twitter data related to spread of e-boM/est analysis of tweets?
Afrika. 2. If Hadoop and its SQL-Like query facilities in HIVE
On the other side, it is good to know that the will answer all the questions we managed to answer
credibility of tweets is relatively high (FACTS, UR through the Tweet categorization and
and #) which is easy to conclude from Table 4, but 3. If Hadoop will offer more results from its queries,
slightly more difficult to see from the results of which we were not able to obtain in our manual
Hadoop’s queries. Hadoop would require more specifi content analyses, This may happen because the
queries to run before we can clearly see the sasuits. tweet categories were either defined in advance or
Therefore, there is a good will and attempts ambngs  not suitable for this problem domain.
individuals and some organizations to give us @y In order to address 1) above, we have to conclude
true and verifiable information on #zika virus. that the manual analysis and predefined categgaes
What could we conclude from this NO answer? more precise number of answers regarding ZIKA

We think that the lack of tweets issued by symptoms, treatment, prevention and guidelines. We
professional bodies might be the main culprit Fer NO were able to detect more tweets, which belong éseh
answer. However, it does not mean that the collecte categories, compared to SQL like queries in Hadbop.
data has no value for any Public or Global health HIVE we relied on pure key word matching which was
organization. The opportunities of querying sutiuge used in the “LIKE” operator of the HIVE SQL.
pool of information are numerous and any interested Therefore the SELECT command in SQL which uses
party could have learned about “situations” relates the LIKE operator is case sensitive, reads and eoesp
ZIKA virus in various locations across the worldhalst strings only, and chooses the content of HIVE tabie
instantly, i.e. as soon as tweets were generated. the results on the basis of exact word matchinge T

Both types of analysis show something unusual. manual analysis was naturally more precise anddcoul
They revealed one of the most striking outcomewf o include tweets where key word matching was not
tweet analysis, which we did not expect and which essential for tweet categorization. Furthermore, w
might explain why the answer to our main quest®n i were also not able to detect through Hadoop tweets,
NO. Most of the tweets with #zika hashtag in thei which tweets might be opinions. It was impossiiole
bodies are there to express panic, worries, fedr an find words, which may appear in tweets of this gatg,
desperation amongst twitter owners in order ta alter which we could associate with opinions and which ca
whole world to the danger of THE ZIKA virus. Thgs be used in SQL like queries for word matching.
what we primarily learned from the manual content In order to comment on 2) we must outline that it
analysis of 29,000 tweets. We expected higher sonint  was impossible to run queries in HIVE which needed
tweets in all categories in Table 4, BUT simple joining an SQL table with itself, without SQL query
statements on ZIKA dangers with one URL added,to it optimization. It took too long to run them on 2800
issued by disturbed owners of these tweets dondnate  tweets (we could not wait to see the results). Ht\bes
our pool of 29,000 tweets. Furthermore, havingasin  not support the full SQL standard (which is expdyte
63% of tweets verified as FACTS and only 21% which and some queries simply will not run in Hadoop.isTh
were OPINIONSs, with an extremely small number of particularly applies to questions where we wanted t
tweets related to the prevention, treatment, andknow “how many tweets contain more than 3 URLs or
symptoms of and guidelines for managing the spofad more than 4 # in their body”.We could probably be
the virus, shows that worries of ordinary people able to tweak this deficiency in HIVE by either ngia
dominate in this particular health scare. different component of Hadoop for queries or

interfering with the automatically generated code b
6.2. Tweet Categorization versus Hadoop Hadoop’s components. In both cases, the time did n
Queries allow us to experiment further with Hadoop and vad h
to accept that SQL in HIVE has its deficiencies.

This paper would be incomplete if we do not address  In order to comment on 3) we have to emphasize that
the benefits and drawbacks of our two differentsvafy ~ SQL in HIVE gave us a very fast and efficient optif
analyzing live tweets. In order to find out exgethich counting ANYTHING we were able to store in
approach ((i) or (ii)) proved to be more efficieartd Hadoop’s HDFS. The idea of using MapReduce and
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perform counting of various “words” which may appea Thirdly, we have to bear in mind that the succdss o

in Tweets proved to be extremely valuable [21]. ke Hadoop and its components lies in their extremely

not have this opportunity in our manual contentysia efficient COUNTING of enormous amount of data,

of tweets. For example: which are important in finding and understandingiith

« we were able to see, in the results of HIVE queries role within a Big Data pool. Therefore these csumé
that there are a number of professional receive through efficient query like commands stoul
organizations which belong to UNICEF across the be sufficient to answer questions we may have. ¥veh
world, which tweeted on the ZIKA virus (Table 6). to accept that we sometimes might not get all our
We were not able to detect this solely through our questions answered because “counts” might not be
categorization of tweets. sufficient tomake sensef Twitter data and we would

«  SOQL was able to search for words and their countsneed a new approach to the analysis. T summarize:
if they appear in the name/part of the name of theanswers to questions we may have using Hadoop are
twitter owner, which we were not able to detect in based on counting. In our manual content anatysis
our categorization of tweets (Table 7). categorization of tweets carries the semantics ean

for answering the same questions.
6.3. Lesson Learned
6.4. Recommendations

The important result of this research is that weewe

not able to have a clear comparison between (iYignd It is difficult to recommend and favor either oétie
Firstly, results in Sections 4 and 5 show how the two approaches (i) and (i) to the live tweet asay

analysis of the same live tweets may look differaie without thinking about issues raised in the presiou

could not compare the tables in the previous two section. Therefore each organization which isimglto

sections as like-to-like for many reasons: analyze live twitter data at the time it is genedat

« If we could not find a particular word, which could should be aware of the benefits and drawbacks df ea
be used in SQL like queries in Hadoop in order to of them. This particularly applies to the use &f Bata
see tweet categories then these tweets will not betechnology, without assessing if it does bring lienat
discovered by Hadoop; the moment when it is used. The Hadoop platforamis

.+ Some queries were extremely simple to write in €xtremely complex and rich set of interconnected
HIVE, but at the same time, their results are very Software components, which require significantiski
difficult to find in our content analysis; order to use them properly. .

- If we need to investigate the presence of particula  One piece of advice is obvious: if Public and Glob

sentences (not a single word!) within tweets, then health organizations need more precision in twitta
SQL like queries will not help and different 2analysis, then manual content analysis of tweessnba

technologies must be used. competitors. A clear picture of the content of the

Therefore all these Tables 1-7 compliment each selected 2.9,00-0 tweets can not be_ obtained bymgnni
other. The way we created the results stored mitng ~ SQL queries in Hadoop. We might not be able to
tables was often dictated by our domain of inteapst ~ formulate an SQL query for all possible research
the type of questions we wish to ask. This is not duestions we may have. Furthermore:
unexpected: the method of Big Data analysis always® NO Big data platform could verify the content of
depends on questions we expect to be answeredjthrou each tweet with the same precision as in a manual
the analysis. content analysis.

Secondly we used a process for filtering relevant* The research questions we formulate directly
#zika tweets described in Section 3 because it is a  influence the categorization of tweets in the cohte
prerequisite for our manual content analysis. Hawev analysis and therefore it is unlikely that we wmitit
filtering of tweets is not required by the Hadoop be able to answer them.
platform. There are other ways of feeding Hadoop’s = However, Hadoop offers something important
HDFS with relevant live tweets, as mentioned intdac ~ Which was not feasible to perform in manual content
5 (through FLUME components). Our tweet selection analysis: the advantage of FAST counting of the
has guaranteed that we collected relevant tweals anoccurrences of any important word(s) in live tweets
therefore we did not have to worry if our data givte ~ Which would give a different insight on the conterit
Hadoop or used in our content analysis was notftle  twitter data. In such cases, do we really need the
However, we could not assess if FLUME would be Precision secured by a manual content analysis?
equally efficient. We conducted no experimentshwit Precision does not always play an important roléhé

FLUME because of the complexity of the prescribed analysis of user generated data and might notvieyal
process [36]. essential when deploying Big Data analysis [36].

3270



It is also interesting to note that the time neetted 10. References
obtain results shown in in section 4 (manual canten
a}nalysis of 29,000+ tweets) was much shqrter than t [1] The Zika Virus, TIME, May 16, 2016, pp. 22-21.
time we needed for managing our questions through
Hadoop’s queries. This is not a criticism of the [2] D. Dumbrell, and R. Steele, “#wordlhealthdayl20 The
technology. Solutions offered for managing Big Data Anatomy of a Global Public Health Twitter Campaigri
are still in their infancy and we hope that obstacle Proc. of the 48 Hawaii International Conference on System
faced when using Hadoop will be removed soon Science, HI, USA, January 2015, pp. 3094-3103.
Finally, the deployment of our experiments in real
!ife Sh.OU.|d.take into acgount that our researcimtés analysis of information dissemination mechanismso€ial
InterdIS(_:lpIInary. lthnSIStS of_res_ea_lrchersdt_atus and media”, In Proc. of the 2012 Int. Conference onviger
profeSS|0naI§ from dlffgrent d'SC'P“neS’ Wh'Ch yped Operations and Logistics, Suzhou, China, 2013 pf 382.
to be essential in choosing and using analyticastand
Big Data technologies, interpreting twitter datadan [4]s.E. Halse, A. T., A. Squicciarini, and C. Ggea, “Tweet
answering the questions we may have. Therefor® it i Factors Influencing Trust and Usefulness duringhBdian-
assumed that anyone interested niiaking senseof Made and Natural Disasters”, In Proc. of the ISCRAGL6
twitter data would deploy inter-disciplinary teamsen Conference, Rio De Janeiro, Brazil, 2016.
managing excessive amount of live data through Big

Data technologies. . ) .
8 . . Twitter: content analysis of Tweets during the 200BN1
We could not find published papers, which could be o2y "o 65 ONE. DOI: 10.1371/journal. pone. aoist

gompared to or support the _process {?II_‘ld resultsiof o 2010, Available from http://www.ncbi.nlm.nih.gov/
live tweet analyses. At the time of writing, thevere pubmed/21124761
no publications, which investigate the suitabiliy

Hadoop’s platform in cases of health scare. Manual[6] Y. Xie, Z. Chen, Y. Cheng, K. Zhang, A. AgrawaV.
content analyses of live twitter data are extrennahg Liao, A. Choudhary, “Detecting and Tracking Disease
and often not practical: they are time consuming an Outbreaks by Mining Social Media Data”, In Proctué 23

difficult to perform. Therefore we could not findlated International Joint Conference on Artificial Inigknce,
work which could fit this paper. Beijing, China, 2014, pr2958-2960.

However, we .mlght trigger a few ,dISCUSS'On .p0|nts. [7] WHO, “Globalization and infectious diseaseste&iew of

* Should Public Health organizations use Big Data the jinkage”, 2014. Available fromhttp://www.who.int/
technology in the analysis of live data in decision tqr/publications/documents/seb_topic3.pdf
making, in spite of the complexity of using the
technology on an ad-hoc basis, i.e. when a public[8] WHO, “Investing to Overcome the Global Impacf O
health scare appears? Big Data technology isNeglected Tropical DiseasedYHO Report, 2015, available
deployed on complex platforms and it requires from http://apps.who.int/iris/bitstream/10665/15278
significant expertise and resources to process data®789241564861_eng.pdf

which makes th.er.n difficult to use !n general, . [9] R. McKie, “Zika virus could be bigger global &lén threat
* How much precision do we _need in the analysis of {,an Ebola, say health experts’, In Observer, 30dey 2016,
enormous amounts of data in healthcare? If we canayailaple from https://www.theguardian.com/
process millions of live data in a very short pdrio  world/2016/jan/30/zika-virus-health-fears
would this be more important, than having a
relatively small number of data processed with a [10] S.Tavernise and D.G. McNeil, “Zika Virus a @&
very high level of precision? What do we trade-off Health Emergency, W.H.O. Says”, New York Times, 1
by performing either of these two options? gg?g}ggozz/ﬁmi h,/A\_/sllal_JIe fro”;':j“ﬁ://"l"‘r’]vw-”v“mes-coml
«  Which messages might Public Health organizations g2/zmealthizika-virus-worid-neajth-
. . . organization.html? r=0
pass to software developers involved in the creatio

of languages, storage systems and retrievals;11] c. Everiss, J. Feny, and R. Juric, “Ebola iGrisin
techniques, which dominate in Big Data platforms? |nyestigation Into Levels of Communication Follogin
Which type of big data analysis is needed? Vaccination”. In Proc. of the 20th Internationalr@erence on
System Design and Process Science, Texas, USA,, 2015
We are currently testing the power of Hadoop’s Pp.474-483.
FLUME in tweet filtering, i.e. we are replacing g$el-

4 of our methodology with the automated selectiod a [12] R. Juric and I. Kim, “Can Twitter Transform
analysis of tweets t?l)r/ough Hadoop Communities Affected by e-bola”, In Proc. of thetl20

International Conference on System Design and Bsoce
Science, Texas, USA, 2015, pp. 506-511.

[3] J. Hou, G. Xiong, D. Fan, and T.R. Nyberg, “Mtidg and

[5] C. Chew and G. Eysenbach, “Pandemics in the afge

3271



[13] K. Pettai, R. Juric, and A. A. A. Bechina,h& Power of
Microblogging in Disseminating Information in Hunitarian
Crises: A Study of Nepalese Earthquake”, In Prothe 20th

Int. Conference on System Design and Process Sxienc
Texas, USA, 2015. pp.184-191.

[14] MJ. Paul and M. Dredze, “You Are What You Tweet:
Analyzing Twitter for Public Health”, In the Proaf the Fifth
International AAAI Conference on Weblogs and Social
Media, Barcelona, Spain, 2012, pp.265-272.

[15] G. Armour, “Communities Communicating with Feal
and Informal Systems: Being More Resilient in Tinafs
Need”, Bulletin of the American Society for Infortian
Science and Technology, 36(5), 2010, pp 34-38.

[16] D. Godfrey, C. Johns, C. Sadek, C. Meyer, 8ndRace
“A Case Study in Text Mining: Interpreting TwittBrata from
World Cup Tweets”, University Report, 2010, Availatat
http://meyer.math.ncsu.edu/Meyer/PS_Files/
CaseStudylnTextMining.pdf

[17] G. Kilpatrick, “10 Awesome Twitter Analytics nd
Visualization Tools”, In Twitter Tips and Tools, 18ne 2015,
Available from http://twittertoolsbook.com/
10-awesome-twitter-analytics-visualization-tools/

[18] C.X. Lin, B. Zhao, Q. Mei, and J. Han, “PETstatistical
model for popular events tracking in social comntiesi, In
Proc. of the 16th ACM SIGKDD, Washington, DC, USA,
2010, pp. 929-938.

[19] D. Chakrabarti and K. Punera, “Event summadiira
using tweets”, In Proc. of the Fifth InternationAlAAl
Conference on Weblogs and Social Media, BarcelSpain,
2011, pp.66-73.

[20] F. Liu, Y. Liu, and F. Weng, “Why is “sxsw”énding?
Exploring multiple text sources for twitter topic
summarization”, In Proc. of the Workshop on Languay
Social Media, Portland, Oregon, USA, 2011, pp.66-75

[21] D. M. Blei, A. Y. Ng, M. I. Jordan, “Latent Bichlet
Allocation”, The Journal of Machine Learning Res#aB,
2003, pp.993-1022.

[22] D. Laniado and P. Mika, “Making Sense of TwitData”,
ISWC 2010, Volume 6496 of the series Lecture Notes
Computer Science, 2010, pp 470-485

[23] S. Tan, Y. Li, H. Sun, Z. Guan, X. Yan, J. B, Chen,

X. He, “Interpreting the Public Sentiment Variatsoron
Twitter, In IEEE Transactions on Knowledge and Data
Engineering, 6(1), September 2012, pp. 1-14.

[24] V. N Gudivada, R. Baeza-Yates, V. V. Raghavdig
Data: Promises and Problems”, Computer, The
Computer Society, March 2015, pp.20-23.

IEEE

[25] S. Kaisler, F. Armour, J. A. Espinosa, W. Mgné&Big
Data Issues and Challenges Moving Forward”, InRtae. of

the 48" Hawaii International Conference on System Science,
HI, USA, January 2012, pp.995-1004.

[26] M. N. Manu and K. R. Anandakumar, “Current iide in

Big Data Landscape”, In 2015 IEEE Int. Conference o
Computational Intelligence and Computing Research
(ICCIC), December 2015.

[27] A. Gandomi and M. Haider, “Beyond the hypegBliata
concepts, methods, and analytics, Internationaknzbuof
information Management, 35(2), April 2015, pp.13#%1

[28] HADOOP, Available from http://hadoop.apachelor

[29] H. Hu, Y. Wen, T.-S. Chua, and X. Li, “Towagtalable
Systems for Big Data Analytics: A Technology Tuadbti
IEEE Access, Volume 2, 2014, pp. 652-687.

[30] Y. Huang, X. Lan, X. Chen, and W. Guo, “Todsar
model based Approach to Hadoop Deployment and
Configuration”, In the Proc. of the #2Web Information
System and Application Conference, January 2015.

[31] T. B. Murdoch, A. S. Detsky, “The Inevitablgplication
of Big Data to Health Care”, JAMA, 309 (13), 20p®, 1351-
1352.

[32] H. You and D. Wang, “Research and Implemeatatf
Massive Health Care Data Management and Analysieda
on Hadoop”, In Proc. of the™int. Conf. on Computational
and Information Sciences, 2012, pp. 514-517.

[33] S. Thakur and M. Ramzan, “A systematic review
cardiovascular diseases using big-data by HaddapProc.

of the @ Int. Conf. on Cloud Systems and Big Data
Engineering (Confluence), January 2016, pp. 351-355

[34] R. Ranjan and R. Misra “Epidemic disease pgapian
detection algorithm using MapReduce for realistacial
contact networks”, In proceedings of IEEE Interoadl
Conference on High Performance Computing
Applications (ICHPCA), December 2014, pp. 1-6.

and

[35] M. A. Cifci, D. C. Ertugrul, and A. Elci, “A &arch
Service for Food Consumption Mobile Applicationsa vi
Hadoop and MapReduce Technology, In Proceedindheof
IEEE 40" annual Computer Software and Application
Conference (COMPSAC), Volume 2, June 2016, pp.Z.7-8

[36] A. B. Patel, M. Birla, and U. Nair, “AddresgjmBig Data
Problem Using Hadoop and MapReduce”, In NIRMA
University International Conference on Engineering
(NUICONE), December 2012.

3272



