Lars Erik Qi

Removal of CO , from exhaust gas

Thesis for the degree of Doctor Philosophiae

Telemark University College
Faculty of Technology

0
» AT r‘
m

Telemark University College



Abstract

Removal of CQfrom exhaust gas (C@apture) has become a very important topic the las
years. There is international agreement to lihetémissions of greenhouse gases to reduce
the global warming problem, and €@ regarded to be the most important greenhouse ga
One of the possible ways to reduce&missions to the atmosphere is to perform largkesc
CO, capture and storage.

There are several suggested methods for remowapdure of CQ The most mature method
is to absorb C@in an aqueous amine solution followed by desomptiblany calculation
models for CQremoval by absorption have been developed. Timeskels differ in

accuracy, efficiency and robustness. In the caabsorption column calculations combined
with flowsheet calculations, there will often begwestion whether a detailed and complex
model is better than a simple and robust model.

In this work, calculation methods for G@&moval from atmospheric exhaust have been
developed. To improve and validate these metlsmiae experimental work has also been
included. Emphasis has been on calculation metfovds absorption and desorption
process using MEA (monoethanolamine). One ainh@fiork has been to calculate cost
optimum parameters in the process. Most of theutations have been performed in
combination with the process simulation tool AspSYS.

Measured viscosities and densities in,@d&aded solutions of MEA and water up to 80 °C
have been correlated. The new viscosity data of I6&led MEA solutions at higher
temperatures have reduced the uncertainty in Seosity at typical absorption conditions.

Pressure drop, liquid distribution and effectivessiransfer area have been measured in a 0.5
m diameter column in collaboration with NTNU/SINTEFhe experiments validate the
performance of structured packing in columns aicigrocess conditions.

Murphree efficiencies have been estimated for Bipg&0, absorption conditions in MEA
solutions. According to calculations of absorptrates based on concentration profiles in the
liquid film and approximation calculations, the deion from pseudo first order conditions is
less than 10 % for typical operation conditionoleb0 °C. Murphree efficiencies as a
function of temperature for typical conditions atwamn top and column bottom have been
calculated. These efficiencies are convenient@ement in stage to stage column
calculation models. On the assumptions that psétstarder conditions are met and the
temperature at a stage is approximately constam@¢curacy in calculating overall €O
removal efficiency using Murphree efficiencieshe same as for more rigorous calculations.

A CO, removal process from exhaust gas from a natusabgaed power plant has been
calculated in Aspen HYSYS. Total G@&moval grade and heat consumption have been
calculated as a function of circulation rate, absotemperature and other parameters.
Simulations of the absorber have also been peridmin Aspen Plus using both constant
Murphree efficiencies and rate-based simulationahithe simulations give similar trends as
a function of the varying parameters. Aspen HY®éBulations using varying Murphree
efficiencies give similar temperature profiles cargud to Aspen Plus rate-based calculations.



The process simulation calculations have also dediusplit-stream configurations. A split-
stream process using MEA with a heat consumptianbf 3.0 GJ/ton C@removed has
been calculated in Aspen HYSYS compared to appratain 4.0 GJ/ton C&or a standard
process. However, cost estimation calculationsvahat it is uncertain whether a split-
stream process is more economical than a standacdgs.

Equipment dimensioning and cost estimation have laé¢€n included in the calculations.
From a series of calculations, a cost optimum @odbculated. Optimum gas inlet
temperature to the absorber has been calculatelues between 33 and 35 °C which is
lower than traditionally assumed values. Optimumimum temperature difference in the
main amine/amine heat exchanger has been calcutatedues between 12 and 19 °C which
is higher than traditionally assumed. This optimsmery dependent on the ratio between
investment and energy coDptimum rich loading has been calculated to 0.4¥ @@/mol
MEA which is similar to earlier optimization calaiions. Automatic calculation of these
optimums is possible when using e.g. Aspen HYSYIB gpecified Murphree efficiencies.
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Symbol list

Latin symbols:

10

Symbol Description Unit

A Cross section [th

A Correlation parameter

a Specific area [tm’]

3eFF Effective relative gas liquid interfacial area []

B Correlation parameter

Ci Molar concentration [kmol/h
Cp Specific heat capacity [kJ/(kg-K)]
C Correlation parameter

D Diffusivity coefficient [n/s]

D Diameter [m]

D Correlation parameter

Em Murphree efficiency [-]

E Correlation parameter

Eh Enhancement factor [-]

e Electron charge [C]

Fo Gas flow rate per area [kgAis)]
Fv Flow factor [(m/s)-(kg/B]
F Correlation parameter

Fr Froude’s number

f Cost estimation factor []

fL Volume fraction liquid [-]

fmea Fraction free MEA [-]

G Correlation parameter

g Acceleration of gravity [Tk

H Height [m]

h Heat transfer coefficient [kIARH-s)]
h Correlation parameter

he Liiquid hold-up [m/m?]

H Specific enthalpy [kJ/kg]
AHyap Heat of vaporization [kJ/kg]

Ha Hatta number [-]

He Henry’s constant [Pa], [bar]
I lonic strength [kmol/ri

K Equilibrium constant (reaction dependent)
K Correlation parameter

Kes Overall mass transfer number [m/s]

k Reaction constant (order dependent)
ks 2" order reaction constant {ttkmol-s)]
K. Reverse reaction constant *[tkmol-s)]
Kyt Heat conductivity [J/(m-K-s)]
ke Liquid side mass transfer coefficient [m/s]

ke Gas side mass transfer coefficient [m/s]

kp Gas side mass transfer coefficient [kmof/fa.-s)]
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lonic strength
Length

Liquid molar flow
Molecular mass
mass

Slope of equilibrium line (dy/dx)

Number of column stages
Molar flux

Pressure

partial pressure

Heat flow
Concentration ratio
Gas constant

Rate of absorption
Reynold’s number
Diffusivity ratio
specific reaction rate
Length of packing flow path
Schmidt’'s number
Sherwoods’s number
Temperature

Time

Volume

Vapour molar flow
Velocity

Molar volume
Weber’s number
Weight fraction
Length

Liquid mole fraction
Gas mole fraction
Column height
Valence of ion
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[kmol/fh
[m]
[kmol/s]

[kmol/kg]

[ﬁl], [ton]

[kmol/(nf-s)]
[Pa], [bar]
[Pa], [bar]

[kJ/h]

[-]
[3/(mol-K)]
[kmol/¢rs)]
[-]

[-]

[kmol/Ers)]

[KI, [°C]
[s], [h] [yr]
[r]
[kmol/s]
[m/s]

[criimol]



Greek symbols:

Symbol Description Unit

o Loading [mol C@mol Am]
B Correlation parameter

0 Correlation parameter

] Correlation parameter

€ Void fraction [-]

€0 Permittivity constant

€R Relative permittivity [-]

v Stoichiometric coefficient [-]

u Viscosity [kg/(m-s)]
v Kinematic viscosity [Afs]

p Density [kg/mj

o Surface tension [N/m]

Y Activity coefficient []

[0) Fugacity coefficient [-]

T Time constant [s]

r Concentration ratio []

) Correlation parameter

Subscripts/superscripts:

B Bulk

Bl Billet correlation

C Concentration based
COL Column

CS Carbon Steel

DB deBrito correlation
EFF Effective

EX Excess

G Gas

HT Heat transfer

i General component
I Interphase

L Liquid

M Murphree (in k)

N Nominal

P Particle

REL Relative

RO Rocha correlation
ST Stichlmair correlation
TOT Total

0 Standard state

o0 Infinite (fast rate)

Y Activity based

‘ Fugacity based

* Reference
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Abbreviations:

Am
AMP
ARD
BTM
Carb
CS
DEA
DH
DHP
EX
HETP
HTU
MDEA
MEA
NPV
NRTL
NTNU
NTU
Pz

R
SINTEF

Std.dev.

SS
TUC
VOCC

Amine
2-amino-2-methyl-1-propanol
Absolute relative deviation
Bottom

Carbamate (ion)

Carbon steel

Diethanolamine

Debye-Hickel

Debye-Huckel-Pitzer

Excess

Height equivalent to a theoretical plate
Height of transfer unit
Methyldiethanolamine
Monoethanolamine

Net present value
Non-random-two-liquid

Norwegian University of Science and Techngiog
Number of transfer units

Piperazine

Rankine

The foundation for Scientific and Industisearch at the Norwegian
Institute of Technology

Standard deviation

Stainless steel

Telemark University College
Validation Of Carbon Capture
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1. Introduction

1.1 Background for the interestin CO , removal

Removal of CQfrom exhaust gas (CQ@apture) has become a very important topic the las
years. There is international agreement to lietémissions of greenhouse gases to reduce
the global warming problem, and €@ regarded to be the most important greenhouse ga
An important agreement is the Kyoto Protocol, aintthe United Nations Climate Change
Conferences in Copenhagen 2009, in Cancun 201thdbdrban 2011, top level politicians
have negotiated future agreements on greenhousengasions. One of the ways to reduce
CO, emissions to the atmosphere is to capture {@in exhaust gases and then send it to
storage. IPCC (Intergovernmental Panel on ClirGtange) and IEA (International Energy
Agency) state that CCS (Carbon Capture and Stora@®) important option to reduce global
CO, emissions.A schematic diagram of possible systems for CGHhiasvn in Figure 1.1.

7ScHematic diagram of possible CCS systems

____________
‘‘‘‘‘

..........

~ Mineral carb

Ocean storage

¥ (CO, geological (Ship or pipeline)
storage

= —

SRCCS Figure TS-1

IPCC
INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE

Figure 1.1: A schematic diagram of possible Carbon Capture @tmtage systems (IPCC,
2007).
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So far, all large scale (more than 1 mill. tons,@€) CO, removal plants remove G@&om
industrial streams at higher pressures than atneogphCQ removal from atmospheric
exhaust has only been performed up to about 10Q@dd@@yr, mainly for the purpose of
achieving CQas a product. There are however plans for selaegg scale Coremoval
plants the coming years.

Most of the CQ emissions from human activities are from burnihépssil fuels, and the
most common fuel is coal. Most projects about €&pture from exhaust gas have been
about capturing C&Ofrom coal based power plants. In Norway, theispiscial focus on the
possibility to remove C&from the exhaust from power plants based on niagaia In 2007,

it was announced by the Norwegian Prime Ministat thnatural gas based power plant with
CO, capture should be built at Mongstad. The,@noval plant was originally planned to
be in operation in 2014, but this has later beestgmmed.

1.2 Experience in removal of CO , from exhaust gas

The idea of removing large amounts of Zf@m exhaust gas is a rather new idea. Because
of that, there is very little experience and pearfance data available. There is much
experience in C@removal at atmospheric conditions from test faesi, some experience
from small scale plants, but practically no expeeeat large scale. G@moval from a
commercial power plant based on natural gas mosbve order of magnitude 1 mill. tons
CO.lyr. There are several suggested methods for rahamo\capture of C&® An overview of
the different possibilities is presented in Figlira.

Capture of CO

Ny o A
o2 T /a»ﬂis
- |

Coal
co
Gas Power & Heat Separaiion
Biomass

Air co,

Col Air/O, co, l

Biomass ‘ ‘/Steam\t I \

Pre combustion Gasification P Reformer H, N.O
> Power & Heat 2

: +CO, Sep. CO,
Gas, Ol ===lp| Compression

Air & Dehydration
Coal ]

Oxyfuel Gas Power & Heat
Biomass
02
A — o separton Jrmmmih
Air/O,
Coal
Industrial processes Gas mmmmmmmmmmm| Process +CO, Sep.
LA —————

Biomass

Raw material Gas, Ammonia, Steel

ol

INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC) ¥ Y
Source: IPCC SRC! ﬁ v

*
WMO UNEP

Figure 1.2: Overview of different CQcapture principles (IPCC, 2007).
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Two commercial companies have supplied technologyiilding plants for C@removal
from atmospheric gas at a scale of more than 10a@®yr CQ. Both technologies are
based on the absorption in mixtures of water andnaime. Fluor Inc. (Fluor Daniel) uses
monoethanolamine (MEA) and Mitsubishi Heavy Indestiuses a hindered amine called
KS1 as solvent. There are also other companigsAtstom, Siemens and the Norwegian
based Aker Clean Carbon, which develop technoldgresemoval of CQfrom atmospheric
gases. Figure 1.3 shows a typical amine basestgsdor C@Qremoval.

Compressor

Cleaned gas
to atmosphere

CO, to pipeline

C.W.

Flue Gas

Cooler Blower

Flue Gas

Rich solution Lean sclution

Figure 1.3: Typical amine based GQemoval process (from SINTEF).

There is experience in removal of large quantie€O, from natural gas and synthesis gas
for methanol and ammonia production. Examplesiohgprocesses are the removal of,CO
from natural gas at the Sleipner field in the N@#a, and removal of G&om industrial
sources like in ammonia and methanol plants. $eictoval processes are performed at
higher pressures than atmospheric, typically muoae 80 bar.

1.3 Survey of research activities on the removal of CO, from
exhaust gas

Internationally, three of the main research growjikin CO,removal research are at the
University of Regina in Saskatchewan (Canadaheatiniversity of Texas in Austin (USA)
and at the Norwegian University of Science and hetdgy (NTNU) in Trondheim

(Norway). At these universities, there is actidgmprising measurements of physical data,
pilot scale experiments, process modelling andgeg®optimization.
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Other important universities with research on,@&noval are the University in Twente (the
Netherlands), Massachussets Institute of Technglo@A) and Carnegie Mellon University
(USA). The large resources which are put into, C&pture have resulted in large
organizations with research and development infibid. CSIRO in Australia and SINTEF
in collaboration with NTNU in Trondheim are exangleAt Mongstad in Norway, a large
test centre for testing at demonstration scaleyab@0 000 tons C&yr) is ready for start-up
in 2012.

For the natural gas based power plant at Karsmiway, several studies have been
performed to evaluate full scale g@moval from the existing power plant. Suggested
technologies have been presented in an open rgpahdsen, 2006). This G@moval
project is however put on hold, partly due to hegist, but also because the power plant has
been out of operation for longer periods.

Challenges in improving an amine based absorptioins&ripping process are especially to
achieve reduction of investment cost and reduaifagnergy consumption. Reduction of
energy consumption can be achieved by suitablgratien either with the power plant or
with a local energy system. The largest and prigtiale most expensive unit in such a
process is the absorption column. The uncertam@psorption efficiency in such a column
is large.

Much experimental work has been performed with giigm of CQ into amine solutions.
Design methods for large scale £&bsorption must be based on experiments from other
systems or pilot plant experiments. Even for medacale conditions, there are not much
performance data. Until large scale {4®moval plants have been built, there will be grea
interest in pilot scale experiments. Results fsaoh pilot scale experiments must be
compared with standard engineering calculation odsh

1.4 Process calculations of CO , by absorption in amines

Several calculation models for the absorption o @@ amine solutions are available.
Simple absorption column models are based on vépud equilibrium on each column
stage. An improvement of the assumption of equiiih at each stage, is to introduce stage
efficiencies like Murphree efficiencies for eachwon stage. Some absorption models are
more rigorous, and include detailed connectiong/éeh mass transfer, kinetics and
equilibrium. Absorption models in process simwatprograms are often divided into
equilibrium based models (including stage efficiendels) and rate-based models. The
models differ in the need for parameters, and thigr in accuracy, efficiency and
robustness.

Traditional commercial process simulation toolséhadvanced models for equilibrium
calculations and column convergence. Process atranlprograms like Aspen Plus, Aspen
HYSYS and Pro/ll have been much used to simulatgré@oval processes. Aspen Plus has
a rate-based model, and both Aspen Plus and As§&YH8 have equilibrium based models
with the possibility of specifying Murphree efficieies for each column stage. Some of the
research challenges are to improve the differerdatsanside such programs for
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- vapour/liquid equilibrium

- absorption and reaction rates or stage efficiency
- column and flowsheet convergence

- dimensioning

- cost estimation

It is reasonable to develop detailed and accuraigels for all these tasks. However, itis a
guestion whether it is convenient to combine detarhodels for all these tasks in one
calculation. Detailed models are often more compled less robust than simpler models.

In the case of absorption column calculations comdbiwith flowsheet calculations, there will
often be a question whether an accurate and compbebel is better than a simple and robust
model.

There are few tools available for the calculatioestimation of stage efficiencies in €O
absorption columns. In Aspen HYSYS, there is a@haglailable for the estimation of the
Murphree efficiency for one plate in a plate colunirhis model is based on the simplified
assumption that a pseudo first order absorptianeapression is valid. There is no available
model for the calculation or estimation of a staffeciency (like a Murphree efficiency) for a
specific packing section height (e.g. 1 meter) aolumn with structured packing. Itis
however possible with some assumptions to convestailated absorption rate to a
Murphree efficiency in a column section.

There is very little published work on cost optiatibn of the C@Qremoval process in the
open literature. A traditional process simulagmwagram with models for cost estimation
should be a convenient tool for such work. One#igechallenge is to combine different
models including vapour/liquid equilibrium, absaopt efficiency, cost estimation, column
convergence and flowsheet convergence.

1.5 Scope of the Thesis

An overall aim of the work is to perform calculatgto optimize a large scale gf@moval
process based on absorption into an amine solufomixture of monoethanolamine (MEA)
and water is the most studied solvent. Emphagiati®n analysis and calculation of €O
absorption in a large scale column filled with stawed packing. Special focus is put on
finding cost optimum process parameters like teatpees and flow rates in the process
based on process simulation, dimensioning andestishation.

The first aim of the work is to get an overviewngitessary data and methods for the
calculation of CQremoval processes based on absorption. An ev@buat the uncertainty

in such data and methods should be performed,renpdssibilities for improvements should
be evaluated. An important question is how muehuthcertainty in different data influences
on the result of the total optimization calculatidastablished models for vapour/liquid
equilibrium, kinetic expressions and rate constémtshe chemical reactions involved are
utilized.

To reduce the uncertainty, measurements to impitevéasis for engineering calculations

should be performed. Especially there is needniproved data for physical properties of
amine solutions loaded with Gke densities and viscosities. There is alseedrto obtain
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performance data in medium scale columns to valittet performance of pressure drop,
liquid hold-up and effective areas in structuredkags.

It is an aim to estimate Murphree efficiencies @,@bsorption columns because such
efficiencies are convenient to use in standardgs®simulation programs. These estimated
efficiencies may be specified to a constant vatweafspecific column, or they may be a
function of the conditions in different parts oétbolumn. A Murphree efficiency for a given
packing height (e.g. 1 meter) will make a direatrmection between the number of column
calculation stages and the column packing heighe estimated or calculated efficiencies
should be compared with more rigorous calculatimased on concentration profiles to
evaluate the uncertainty in the efficiency caldola. A specific question is under which
conditions a calculation with Murphree efficientesed on a pseudo first order expression
has reasonable accuracy.

The complete process including absorption, desmmptieat exchange and recirculation
should be calculated as a basis for cost estimatidncost optimization. Condensation,
compression and transport of €&e not included. Use of Murphree efficienciethia

column simulations should be a reasonable compmtuisbtain accurate and robust results.
Processes with alternative configurations liketsgilieam to achieve energy improvements
should also be calculated. The final aim is tleeoaiculate and evaluate cost optimum
parameters like temperatures, flow rates and glssmam process configurations. An
interesting question is what the uncertaintieh@dalculated optimum parameters are.

1.6 Outline of the Thesis

After an introduction in Chapter 1, a literatureeoxiew of calculations of C{absorption

from exhaust gas is given in Chapter 2. The chieynid amine based C{absorption,
equilibrium models, reaction and absorption ratelef®are presented. Earlier attempts on
process simulation of G@emoval using commercial codes like Aspen HYSY®& Aspen
Plus are reviewed. Principles for dimensioningmicess equipment for cost estimation are
also presented. Much of the content in Chapterzesented in a paper, “@@moval by
absorption: challenges in modelling” (@i, 2010)€eTpaper is published in the journal
“Mathematical and Computer Modelling of Dynamic &yss” and is given in Appendix 1.

In Chapter 3, the necessary data for process adilons are presented. Some data are
measured, some are calculated, but most are fouiitdriature. Density and viscosity data
for CO, loaded amine solutions have been correlated. p&mp@mundsen et al., 2009),
“Density and Viscosity of Monoethanolamine + WateCarbon Dioxide from (25 to 80) °C”
has been published in Journal of Chemical Engingddiata. Lars Erik @i performed the
work of correlating the binary parameters and theettainty evaluation of Amundsen’s
measurements from her Master Thesis which was ipeeid under his supervision. The
paper written by Amundsen, @i and Eimer, is givedppendix 2.

Chapter 4 covers the pilot scale experiments paddrat NTNU/SINTEF in Trondheim.
Pressure drop, liquid hold-up and liquid distribatwere measured in a 0.5 m diameter pilot
plant column. C@absorption experiments in hydroxide solution waggformed, and
effective gas/liquid interfacial areas were caltedia Estimation methods for pressure drop,
liquid hold-up, interfacial area and mass transtafficients were used to calculate values as
a function of gas and liquid velocities. A pap2aKeri et al., 2011) was presented at the
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conference GHGT-10, “Experimental InvestigatiorPogéssure Drop, Liquid Hold-Up and
Mass Transfer Parameters in a 0.5 m Diameter Aksaddumn”. Lars Erik @i contributed
in partly performing the experimental work. Heaat®ntributed in establishing calculation
methods especially for the calculation of effecwea. The paper, written by Zakeri, Einbu,
Wiig, @i and Svendsen is given in Appendix 3.

In Chapter 5, Murphree efficiencies are calculatedst, it is shown that there is a direct
connection between an absorption rate expressibm &murphree efficiency for a specified
column height in an ideal countercurrent absorptoiomn. The absorption rate for
absorption into MEA at atmospheric conditions anarphree efficiencies are calculated with
the assumption of a pseudo first order reactioase on this assumption, the inlet gas
temperature giving the highest total absorptiorcifficy is calculated. It is evaluated
whether the pseudo first order assumption is \alitypical CQ absorption conditions. A
poster version of this work was presented in Remir2009 (@i, 2009b). A paper version
presenting the calculation of the Murphree efficies based on a pseudo first order
expression is given in Appendix 4.

Process simulation calculations are presented apten 6. Most of the calculations are
performed using the program Aspen HYSYS with KeisieBberg or the Li-Mather
equilibrium model. Some of the calculations werespnted at the conference SIMS 2007.
The paper from the conference, “Aspen HYSYS Sinmutadvf CO, Removal by Amine
Absorption from a Gas Based Power Plant” (@i, 209 given in Appendix 5. Process
simulation calculations of the absorption columa also performed with the program Aspen
Plus with the electrolyte-NRTL equilibrium modeking both constant Murphree efficiencies
and a rate-based model. Thef{t@moval grades are compared at various condifmmée
different programs and for different equilibrium dets. The temperature profiles in the
column are compared for Aspen HYSYS using consiamairying Murphree efficiencies and
Aspen Plus using rate-based calculations.

The work with simulations of CQemoval using Aspen HYSYS at Telemark University
College has been developed in several studentgtsojeth Lars Erik @i as supervisor. The
versions of the calculations presented in this iBhlesve been performed by Lars Erik @i with
some exceptions where the work has been publisigsdhter with the students.

Some of the process simulation calculations in @hapare followed by equipment
dimensioning and cost estimation. With a seriesatdulations, cost optimum conditions
have been calculated. Optimum gas (and liquidk t@mperature, optimum temperature
difference in the main heat exchanger and optimbsogtion column height have been
calculated. Optimization using a split-stream agunfation has also been calculated. The
results of this have been presented at the corderémSE 2010. The presented calculations
have been performed by Vozniuk under supervisiooao$ Erik @i. The paper from the
conference, “Optimizing C&absorption using split-stream configuration” verttby @i and
Vozniuk (2010), is given in Appendix 6.

In the discussion in Chapter 7, the accuracy ot#ieulations and the limitations of the
models are discussed. Especially the accuradyeodptimum process parameters is
discussed. A main discussion is about trade-aftee optimization of process parameters in
CO, absorption from exhaust gas.

The main results are summarized in the conclusiddhapter 8.
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2. Literature overview of calculations of CO  , absorption
from exhaust gas

2.1 Process description

Purified gas
/m\ Product CO2

Condenser
Amine cooler
| Amine stripper
CO2 Absorber
Aminefaming exchanger
Exhaust gas
Sii;z Reboiler

Figure 2.1: Principle for CQ removal process based on absorption in amine isolut

CO, has been removed from industrial streams at &aseé 1930 (Kohl and Nielsen, 1997).
The most important removal processes have beenredaral gas and in the production of
synthesis gas for ammonia and methanol producfldre main process is absorption into a
mixture of an amine and water. Other solvents dikbonate salt solutions have also been
used. An overview of processes can be found in Kol Nielsen (1997).

A removal process consisting of absorption, desmmptheat exchangers and auxiliary
equipment is shown in Figure 2.1. Absorption &ditionally performed in a column with
plates, random packing or structured packing. ; €@ntaining gas flows upwards and the
absorption liquid flows downwards. The solventlfriamine) is pumped further through a
heat exchanger to a desorption column. The abdotli® is regenerated in a desorption
(stripper) column. Heat is added to the reboilet artondenser supplies reflux to the column.
After the desorber, the regenerated solvent (leaing) is recirculated back to the absorption
column and cooled in a heat exchanger and a cooler.

The simplest and most used amine for,@&noval is MEA (monoethanolamine). MEA in
water solution reacts fast with dissolved G@a carbamate. MEA has a high £apacity,
MEA is a relatively cheap chemical, the toxicityédatively low and the environmental
effects are less questionable than for many otggested amines because MEA occurs
naturally in living organisms.

The most important drawback using MEA is the reisglhigh energy consumption needed
for desorption. This is a side effect of the hadgsorption efficiency. Most of the alternative
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solvents are proposed because they result in a ld@sorption energy demand. Other
problems with MEA are significant vapour losses arfdgh corrosion tendency. Another
problem with amines in contact with exhaust gabas it will have a tendency to degrade in
presence of oxygen and other components like ratraxxides or sulphur oxides.

The pressure of the gas in traditional 88moval processes is above 20-30 bar. In flue gas
the pressure is close to atmospheric. At low presshe driving force for separation is much
lower than at high pressure, and this makes thgr€@oval more challenging. For removal
from flue gas, the simplest solvent would be an M#efution, and also for flue gas €O
removal, the main reason to look for other solvémthe possibility to reduce desorption
energy consumption.

Cleaned flue gas

o

Cooler| | '~} Soda | T T T~ T Impurities
. .
Amine |

Low T . .
reclaimer unit | Condenser/separator

utlility

High T utility |
—_—

e a — = —
............
M;’;!e;p 4L@‘7 Lean amine cooler Recovered CO,
Water wash }/‘R\ u /J\
pump I ’
Recovered
Low T utility water
— T Low T utility
Reflux pump
Lean/Rich heat
exchanger Reclaimed
Cooled gas feed amine solution
Slipstream to
amine reclaimer
Make up amine
Rich Lean
Low T amine amine
utlility
Hot flue
gas
High T utility

Reboiler

Flue gas transport fan Make up water

Cooling water
sirculation pump

Rich solvent Lean solvent
DIRECT CONTACT pump pump
COOLER (DCC) ABSORBER DESORBER

Figure 2.2: General flow diagram of a CQemoval process plant (Kallevik, 2010).

Figure 2.2 shows a more detailed description optiogess. It also includes a direct contact
cooler (DCC), a water wash section in the top efahsorber, and an amine reclaimer after
the desorber.

The DCC cools the exhaust gas with circulating watach flows downwards in a column.
The water is circulated with the help of a pump aniddirectly cooled by e.g. cooling water.
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A water wash section is located at the top of tieogotion column. From the top of the
absorption section, there are traces of the solhatshould be avoided to be sent to the
atmosphere. In the wash section, water flows doavdgvand absorbs amines and other
components in the solvent. The water is circuléted pump and clean make-up water is
added to the circulation. To avoid build-up of aes in the wash water, a small part flows to
the main absorption section of the column.

In the desorber, the G@s stripped from the liquid into the gas. The£&fas flows upwards
together with steam. Heat is added in the rehaled in the column top there is a cooler
which condenses water which is returned as refitthé column top. C£and some water
vapour leave from the desorber top. The lean afname the bottom of the column is heat
exchanged with rich amine from the absorption coland is returned to the absorption
column.

The amine solvent degenerates over time due tandder oxidative reactions. Together with
sulphur and nitrogen oxides, MEA can also form ls¢able salts which must be removed.
Some of the degeneration products can be removedtigulate or carbon filters. A
reclaimer is a unit that recovers amine by evapmmdtom a side stream. The part of the
stream which is not recovered is treated as waste.

2.2 Chemistry of the process

2.2.1 General about amines and alkanolamines

A general amine has the formula N®&2R; where R, R, and R are organic groups or
hydrogen directly bonded to a central nitrogen at@mn amine with only one organic group
directly bonded to nitrogen, is a primary aminethviwo organic groups it is a secondary
amine and with three it is a tertiary amine. Ifaganic group contains an OH-group, the
amine is called an alkanolamine. MEA (monoethamate, HNC,H,OH) is a primary
alkanolamine which is much used for ©@moval. DEA (diethanolamine) is a simple
secondary alkanolamine, and MDEA, with &d R as GH,OH-groups and Ras a CH-

group is probably the most used tertiary amingxf@ removal. When used as solvents, the
amines are typically 20-40 wt-% solutions in water.

In water, an amine normally reacts as a weak base &quation (2.1). Am is used as a
symbol for a general amine:

Am+H,0 o HAM" +OH" (2.1)

2.2.2 The CO,/water/carbonate system

The water, C@Q bicarbonate and carbonate system is a widelyestiahd well described
system (Danckwerts and Sharma, 1966; PohoreckMamiuk, 1988; Haubrock et al., 2007).
CO; in a gas can be absorbed in an aqueous liquid:

CO,(9) -~ CO,(aq) (2.2)
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Since all reactions in this system only occur & éigueous phase the “aq” notation is skipped.
In the liquid phase, C{reacts with hydroxide to bicarbonate accordingdoation (2.3).

CO, +OH™ « HCO,” (2.3)

The fast proton transfer reactions (2.4, 2.5 a6l @so occur. Equation (2.4) describes water
auto-ionization, Equation (2.5) describes the digpration of carbonic acid and Equation
(2.6) describes the deprotonation of the bicarberat to carbonate ion:

H,O o H" +OH" (2.4)
H,CO, « HCO, +H" (2.5)
HCO,” -~ CO,”> +H" (2.6)

At equilibrium, the concentration of 803 is negligible compared to the concentration of
molecular (free) C@ In a CQ removal process, with pH normally higher than &e,
reaction in Equation (2.5) goes completely to ightrand the concentration 0L,E0;
becomes very small. Because of this, the reactiowmdving H,CO;s are often neglected.

The reactions in Equations (2.1) to (2.6) can Iszdieed with equilibrium constants. The
equilibrium in Equation (2.2) is normally describegla temperature dependent Henry’s
constant which connects the partial pressure o€gin the gas with the concentration of
CQO; in the liquid.

pCOZ = HeCOZ EQ:COZ (27)

Equations (2.8) and (2.9) represent the equilibraamstants for the reactions in Equations
(2.3) and (2.4).

C
K, - (2.8)
Ccoz'COH-
C.[C_ .
Koy = — = (2.9)
CHzo

If K,41is multiplied with G20, we get the auto-ionization constant for waterichlis close to
10* at ambient temperature. Equations (2.10) and.J2elpresent the equilibrium constants
for the reactions in Equations (2.5) and (2.6).

CHCOS’ [Cys

K gz (2.10)

CHZCOS
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2.2.3 The CO,/water/carbonate/amine/carbamate system

Information about the general chemistry in fifater/carbonate/amine systems can be found
in e.g. Danckwerts and Sharma (1966), Kohl andgddi®(1997) and McCann et al. (2009).
Since the equilibrium conditions are of special arignce, references about equilibrium like
Kent and Eisenberg (1976) and Austgen et al. (1889plso relevant. The following
chemistry is based on primary and secondary alkamaokes (e.g. MEA and DEA) which form
carbamates. Tertiary amines (e.g. MDEA) do nahfoarbamates. Some primary and
secondary alkanolamines, especially the hinderadessndo not form carbamates.

The absorption of C&into an amine solution can be described by theviehg equations:
Equation (2.2) describes the transfer of,®©@m gas to an aqueous liquid, Equation (2.12)
describes the reaction to a protonated amine idm(H and a carbamate ion (C3skand
bicarbonate (HC®) formation according to Equation (2.13) is alsowcing. A carbamate
ion is a reaction product formed by €&nd an amine, and if the amine is MEA, the
carbamate ion has the formula HNKZOH)COO.

CO, +2Am « HAmM" +Carl (2.12)

In the case of other amines than MEA, a reactiaivadent to Equation (2.13) can be more
important than the reaction in Equation (2.12).

CO, +Am+H,0 « HAM" +HCO,” (2.13)

The equilibrium in Equation (2.1) can be specifigoa base constant:

K,j=—— 2.14
21 Co (2.14)

Equilibrium constants for Equations (2.12) and 82.dan be defined by Equation (2.15) and
(2.16). The water concentrations are includedhéequilibrium constants:

c.__I[C. .
Carb HAmM
K 212 = 2 (2-15)
CCOZ mAm
C C.. .
HCO3 HAmM (2 16)

K 21377 ~ o~
Ccoz ECAm

All the equilibrium constants above are on a cotregion basis. A more accurate description
can be established by introducing component aigs/ar activity coefficients.
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CO; in an aqueous solution can be in the form of mdeeqor free) CQ, or as bicarbonate or
carbonate ions (HC or CQ?). The small HCO; concentration can normally be neglected.
When an amine is added, a carbamate can alsornedaxccording to Equation (2.12) or
bicarbonate can be formed according to EquatidiBf2. The total concentration of G

the sum of all the concentrations of the differfenins:

Ceozror =Ccoz +C +C +C (2.17)

HCO3~ co3?” Carb

An amine can be in the form of molecular (or fragjine (Am), protonated amine (HAWor
as a part of a carbamate (Carb The total concentration of amine is the sumtlod
concentrations of the different forms:

Camror =Can tC +C (2.18)

HAm* Carb’

2.2.4 Absorption into tertiary amines

Tertiary amines react according to Equation (2&a8) not according to Equation (2.12). The
chemistry of the tertiary amine MDEA (N-methyldiattolamine) is described in Danckwerts
and Sharma (1966), and more detailed by Blauwhaif.€1984) and Rinker et al. (1995).
The mechanism is similar for many of the relativaiyple tertiary amines. Tertiary amines
do normally have lower heat of absorption and degmr energy compared to primary
amines, and this can be explained with the stramglg in the carbamates.

2.2.5 Absorption into hindered amines

Not all primary and secondary amines react withp @Jorm carbamate. Due to bulky
groups close to the nitrogen atom in the amine greame primary and secondary
alkanolamines do not react or react slowly with,C®Ohese are called sterically hindered
amines. Examples are N-(tert-butyl)-etanolaming ANIP (2-amino-2-methyl-1-propanol).
The sterically hindered amines perform in contaith water and C@in many ways like
tertiary amines. They are less reactive and hdve @esorption energy.

The idea of using sterically hindered amines isdeed by Sartori and Savage (1983). Yoon
et al. (2003) has studied G@bsorption into AMPD (2-amino-2-methyl-1,3-propdiud).

The solvent KS-1 (which is based on sterically kiredl amines) is used by Mitsubishi Heavy
Industries in their commercial process for @moval from flue gases. The KS-1 process is
claimed to have about 30 % lower energy consumgkian an MEA based process (Mimura
et al., 1995; Mimura et al., 1997).

2.2.6 Absorption into mixtures of amines

Using blends of amines for G@emoval was described by Chakrawarty et al. (L9&H)e
idea is to combine the reactivity of one amine.(81§A) with the low desorption energy of
another amine (e.g. MDEA). The shuttle mechanisam proposed by Astarita et al. (1981).
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The concept was that absorbed C€acts with the most reactive reactant near tegface

and is transported into the bulk liquid. ThenG&transferred to the less reactive
component, and the most reactive reactant is slubthck to the interface.

Most of the studied mixtures contain one primaryremfe.g. MEA) and one tertiary amine or
a sterically hindered amine. Glasscock et al. {J9Rangwala et al. (1992), Hagewiesche et
al. (1995) and Liao and Li (2002) have studiedahsorption and desorption in mixtures of
MDEA with MEA or DEA. The system MEA/AMP has bestudied by Xiao et al. (2000),
Mandal et al. (2001) and Mandal and Bandyopadh2894).

Piperazine (PZ) is a cyclic nitrogen containing pament that can catalyze g@&bsorption.
The company BASF has developed a solvent calledadet! MDEA which consists of
MDEA and PZ. The mechanisms involved in £absorption into an MDEA/PZ mixture
have been studied by Zhang et al. (2001). BishndiRochelle (2000) and Derks et al.
(2006) have described absorption into pure aqupipgsazine.

2.2.7 Search for improved amines for CO , removal from flue gases

There has been performed much research to findrisitvents than MEA for CQOemoval
from flue gas. The Fluor Econamine process iethasm MEA. Many other amines have a
lower heat of absorption. There are of courserdtmors to take into consideration like cost,
evaporation loss, corrosion problems and envirortahéactors.

Another commercial process is from Mitsubishi He&wjustries and uses a solvent called
KS-1 which is said to be an amine blend based encatly hindered amines. In the
Mitsubishi Company, they search for improved sots€Mimura et al., 1995; Mimura et al.,
1997), and solvents called KS-2 and KS-3 have pegnosed.

Researchers at the University of Regina have stggesfamily of solvents called PSR
(Chakma, 1995). This is mentioned as a "desigokest”. At University of Texas in

Austin, they have performed evaluation of sevengbgsted solvent mixtures. At NTNU they
have also searched systematically for new sol@tasnun et al., 2007). TNO in the
Netherlands has patented a series of solvents loasahino acids. This is described by
Kumar et al. (2002) especially for the use in,8&moval using membrane contactors.

Carbonate solutions are much used in traditional @@®oval at high pressures. They are
however not regarded as suitable for,@€moval at atmospheric conditions due to low
reactivity. The Chilled ammonia process proposgdlstom (IEA GHG, 2009) is a variation
of a carbonate process. Ammonium carbonate inagugolution is used as a solvent. The
process is performed at less than ambient temperarawbacks with this process are the
cooling demand and the effort necessary to avoichanma loss from the process. One
alternative of the chilled ammonia process involiresformation of solid bicarbonate. This
results in challenges in slurry operation in prgoeguipment like heat exchangers.

A report from IEA GHG (“Evaluation of novel postiodustion CQ capture solvent
concepts”, 2009) gives a detailed evaluation ofsofithe most promising new solvents.
The processes covered in this report were Alst@hidled Ammonia process, Shell’s
CANSOLV Amine Process and Praxair's MEA-MDEA soltven
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2.3 Vapour/liquid and chemical equilibrium models

2.3.1 General about vapour/liquid equilibrium

Vapour/liquid equilibrium is traditionally defindal the condition of equal chemical potential
and fugacity for any component in both vapour aqdidl. Background for general
equilibrium thermodynamics and also for equilibriamodels for electrolyte systems can be
found in the textbook by Prausnitz et al. (1999).

fl=fv (2.19)

If the gas phase non-idealities are expressedfbgaxity coefficientp;, and the liquid non-
idealities by an activity coefficient, the equilibrium can be expressed by:

Vi X Eﬂio =¢, Ly, [P (2.20)

The fugacity at the reference stat®, fust be specified. The activity coefficients and
fugacity coefficients are generally functions ahfgerature, pressure and composition.

Y, =F (P, T,X,X,...) (2.22)

o, =F* P.T.y.Y,..) (2.22)

At low pressures, as is the case in an absorptant for atmospheric C&removal, the
fugacity coefficients and pressure dependencidgb®activity coefficients can normally be
approximated to 1, so that a simplified equatiom loa used. Pis the saturation pressure for
the pure component at the given temperature wiiehtiaditional choice of reference state.

y, X, [P° =y, [P (2.23)

Activity based vapour/liquid equilibrium models drased on expressions for excess Gibbs
free energy for the liquid mixture. Examples oflsunodels are Margules and NRTL (Non-
Random-Two-Liquid), which are discussed in Prausaital. (1999). The semi-empirical
expressions are functions of temperature and coitiggosvhen the pressure dependence is
neglected.

G™ = F¥(T,X,,X,...) (2.24)

The activity coefficients of each component caridumd from a partial derivation of /RT
with respect to the component mole fraction.

_0(G®/RT)
Iny, ===~
)¢

(2.25)
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Multi-component vapour/liquid equilibrium is nornmhabased on mole fractions as in
Equation (2.20). Vapour/liquid equilibrium betwegigas component and the concentration
in the liquid phase can be described by a Heny'stant as in Equation (2.7). The Henry’s
constant can also be defined on a fugacity andipchasis, and the symbol Hés used:

¢, Op, =He"i [y, [T, (2.26)

Compared to Equation (2.7), the partial pressuraulliplied with a fugacity coefficient, and
the concentration is multiplied with an activityefficient. Under atmospheric conditions,
gas non-idealities are negligible, apccan be approximated to 1.

2.3.2 General about chemical equilibrium

Chemical equilibrium in reactions can be definecdtbgcentration based equilibrium
constants as in Equation (2.15) and (2.16). Tkgsdibrium constants may be temperature
dependent, and in principle also concentration@edsure dependent.

The equilibrium constants can also be treated tvgduicing activity coefficients. The
equilibrium constants e.g. in Equation (2.15) ahd §) can be defined by activity based
equilibrium constantand in that case all the concentrations are midtpkhith activity
coefficients. There have been few attempts td treaCQ/amine system this way.

2.3.3 Gas phase description at CO , removal conditions

Under atmospheric conditions, gas non-idealitiesrarmally negligible, and the ideal gas

law is sufficient to describe the gas phase. &t tasepcoz ¢H20 and epamv are set equal to 1

in Equation (2.20) or (2.26). An equation of stdte Peng-Robinson (1976) can also be used
to take care of the minor gas non-idealities.

The desorber operates at a pressure in order afitndg 2 bar(a). Also here, the ideal gas
law should be accurately enough. However, whengugiprocess simulation tool, it is
convenient to select a fugacity model like Peng{Rsim.

2.3.4 Simple equilibrium descriptions of the CO  ,/amine/water system

A water/amine/C@mixture can be specified by the total concentregiof CQ and amine.
The gas/liquid equilibrium can be expressed byetpalibrium between the partial pressure
of CO, above a specified solution at a given temperaanadicated in Equation (2.27)
where Fis a general function.

Pcox = F* (Ccozror:Camrors T) (2.27)

Experimental gas/liquid equilibrium data for amsystems are often measured as partial
pressures of C£n the gas above a specified solution like in ébal. (1995), and the data
will then be in the form of Equation (2.27). Siraphodels which empirically fit measured
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data e.g. according to Equation (2.27) are avalaBluch models will however not give any
information about the actual composition of theiit

Kent and Eisenberg (1976) have presented an equititdescription based on literature
values for Henry’'s constants and equilibrium contstéor the water/carbonate/bicarbonate
system. Then the equilibrium constants for tména/carbamate equilibrium and the
amine/protonated amine (Equations 2.15 and 2.169 fitted to experimental data. A
modified version of this model (Li and Shen, 1983)sed by the process simulation program
Aspen HYSYS.

2.3.5 Models based on Debye-Hiickel theory

Debye and Huckel (1923) have developed a theotyptiegisely describes the activity of
electrolyte components in a diluted solvent likeaeva The Debye-Hickel equation can be
written as Equation (2.28) when the activity coméint is based on molarity (Prausnitz et al.,
1999).

Iny, =-z

2 2 2
, 2N, \/Z[BENA &2 0 (2.28)

'8, B, (ROT\ g, [ [RT

The activity coefficient can then be calculated fravailable parameters, and the only ion-
specific entity is the ion charge. The original &ipn is accurate up to a concentration of
about 0.01 mol/liter. There are many suggested odstto extend the Debye-Hiickel
description to more concentrated solutions. On@®imost used extensions is the Debye-
Huckel-Pitzer (DHP) equation (Pitzer, 1980) whiaesd not require any adjustable
parameters.

One approach has been to combine the Debye-Hugkatien or a DHP equation with an
empirical or semi-empirical activity coefficient@ation. The idea is that the Debye-Huckel
eqguation is accurate in the diluted region, anthénmore concentrated region, there is
nothing better than an empirical approach witlnigttof parameters. Chen and Evans (1982;
1986) made an electrolyte-NRTL model by combinirgedye-Hickel expression and the
NRTL equation. The idea of the combination of a y#ebilckel model and an NRTL model
is shown in Equation (2.29) where the terms corgapressions for the contributing models.

GEX,EI—NRTL =(BEX,DH +GEX,NRTL (2 29)
The parameters in an electrolyte-NRTL model will different from the parameters in a

normal NRTL model.

2.3.6 Activity based equations/electrolyte models f  or amine systems

A detailed description of the liquid phase can bdgrmed by expressing the activities (or
chemical potentials) of all the ionic and molecudamponents as a function of liquid

concentrations and temperature. Deshmukh and KtB81) presented such a model for
CO; in agueous alkanolamine systems. The Chen-Austgetlel (Austgen et al., 1989) for
simple amine systems, is based on the generata@igetNRTL model of Chen and Evans
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(1986). This model is available in the simulatpogram Aspen Plus. This is a rigorous
model, and has a high complexity, many adjustaatameters and high accuracy. Liu et al.
(1999) have adjusted the parameters for the MEAmststem from the Chen-Austgen

model to make the heat of vaporization to be moceiate. The heat of absorption when
using the electrolyte-NRTL model for G@baded alkanolamine systems is also discussed by
Hessen et al. (2009).

Li-Mather (Li and Mather, 1994), is a similar mo@efilable in Aspen HYSYS, using an
electrolyte-Margules model from Clegg and Pitz&9d). Aspen HYSYS is in principle not
a program for describing electrolytic systemsis hot calculating the resulting
concentrations of ionic species in the solutionhéWthe Li-Mather model is calculated in
Aspen HYSYS, the result is the concentrations efdbnstituting components of the solution
(e.g Goztorand Gueator). The calculation based on ionic species is peréd inside the
subroutine containing the model.

Kaewsichan et al. (2001) gave an overview overldggiuim models in amine systems, and
also presented a model based on an electrolyte-UNIQ(UNIversal-QUAsI-Chemical)
model. An extended UNIQUAC model (Thomsen and Ress®en, 1999) has also been used
to describe the C&£amine systems at The Technical University in Derknfgaramarzi et al.,
2009). The SAFT-VR (statistical associating fltheory - variable range), (Gil-Villegas et
al., 1997), has been used by Imperial College (Mawell et al., 2009), to model the
equilibrium and kinetics in the amine/water/C&ystems. This has been implemented in the
program package gPROMS. The use of such a motempioach is especially interesting
for modelling kinetic and equilibrium properties feew solvents with limited available
equilibrium data.

In Table 2.1, an overview of amine/carbonate/watgrilibrium used in process simulation
programs is given. The accuracy of models for amniixtures is often limited by the
accuracy in the available equilibrium data. Themehowever improvements in the
measurements of species distribution in such sys{&dttinger et al., 2008) so that the
species concentrations in the different modelsbeacompared. Equilibrium models often
have a trade-off between a complex model with kigturacy and a simpler model with less
accuracy. There is a challenge to find equilibrionadels that are simple, accurate and
achieve convergence easily.

Table 2.1:Overview of amine/carbonate/water equilibrium madalprocess simulation
programs.

Model

Parameter set/Ref.

Type

In programs

Kent-Eisenberg

Kent and Eisenberg
(1976)

Concentration
based equilibrium

Kent-Eisenberg/
Li-Shen

Li and Shen (1993)

Concentration
based equilibrium

Aspen HYSYS

Electrolyte- Austgen et al.(1989) | lon based-model Aspen Plus
NRTL Liu et al. (1999)

Li-Mather Li and Mather (1994) lon basgdnodel Aspen HYSYS
SAFT-VR MacDowell et al. | Equation of state gPROMS

(2009)
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2.4 Rate of reaction

2.4.1 Rate expressions for irreversible reactions

The reaction rate constants are temperature depenbheliterature, the reaction rate
constants for C@are normally presented as a function of temperatutiee conditions of low
concentrations in water and low €@ading. At high concentrations the rate constang
dependent on the concentration.

The main forward reaction in G@bsorption into a primary amine like MEA is norigal
assumed to be first order with respect to both @@ amine, in total second order:

rICOZ = k2 |:q:COZ EQ:MEA (230)

The main reaction in Cabsorption into a water solution at high pH ismally assumed to
be second order with respect to £4d the hydroxide ion (Pohorecki and Moniuk, 1988)

feoz =K [Ceop [Cop (2.31)

The reaction mechanism and the rate expressiaghéaraction between G@nd other
amines can be more complex. Discussions can melfouDanckwerts and Sharma (1966),
Danckwerts (1979), Versteeg et al. (1996) and McGaral. (2009). Caplow (1968) gave a
detailed description of the reaction kinetics,adrcing the zwitterion mechanism. This has
by many been accepted as the actual mechanismmfplesprimary and secondary amines
(Versteeg et al., 1996). Another suggested meshard the termolecular reaction
mechanism (Crooks and Donnellan (1989). Aboud#tesd. (2003) have presented kinetic
data for CQ in highly CQ loaded and concentrated MEA solutions and fithenirt to a

model based on the termolecular mechanism.

2.4.2 Rate expressions for reversible reactions

The main reactions in the G&ater/amine system are in principle reversiblen ekample of

a rate expression for the reversible reaction isaiqn (2.32). It is assumed that the reverse
reaction is a? order reaction, SLorder with respect to the carbamate ion and thpated
amine ion.

lco = kz [Ccoz |]:Am - k—z [CCarb— [CHAm+ (2-32)

In case of equilibrium, the forward and backwarakcten rates are equally fast, so that the
equilibrium constant is the ratio between the catestants. Data for the equilibrium constant
for reversible reactions like those representeédpyation (2.32) are normally more available
then the reverse reaction rate constants. Theseveaction rate constants can be calculated
from such equilibrium constants based on an assueaadion order. This can be done by
combining the definition of an equilibrium constastin Equation (2.15) with a kinetic
expression as in Equation (2.32) with tgexrset to O.
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2.4.3 Rate expressions based on activities

The reactions in Equations (2.30) and (2.31) caexpeessed on an activity basis:
rCOZ = kzy lj/COZ |]DCOZ Ij/MEA |]DMEA (233)

rICOZ = kV Ij/COZ |:q:COZ WOH— |:Q:OH— (234)

The activity coefficients must be linked to a refece state (e.g. infinite dilution) to be
completely defined. This approach has been useithéoabsorption of CL£into hydroxide
solutions (Haubrock, 2007). Zhang et al. (2008 tinis approach also for absorption into
MEA solutions when using Aspen Plus with the el@gte-NRTL model.

When activity based equilibrium models are used,ube of activity based kinetics will be
more consistent. An intention of using activitysbd rate constants, is that the concentration
dependence is taken care of by the activity caefiis. At least it is assumed that the use of
activity based rate expressions makes the ratdaitsdess dependent on concentrations. A
limitation is however that most of the availableddic data are regressed based on
concentration based equations like (2.30) and §2.31

2.5 General absorption theory

2.5.1 Mass transfer models

Traditional mass transfer models for absorptiontlaegtwo-film model by Lewis and
Whitman (1924), and the penetration model or serfanewal model developed by Higbie
(1935) and Danckwerts (1951). The two-film modgllewis and Whitman is illustrated
in Figure 2.3 and is based on the concept of tagand liquid films with a constant
thickness, and transport rate based on molecufaisain. This model results in liquid
mass transfer proportional to diffusivity £B).
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Gas Bulk Gas film: Liquid film Liquid bulk

PcozINTERFACE

Pcoz
CCo3,INTERFACE

Ccoz

Concentration or partial pressure, [mol/m3] or [Pa]

CCOZ

Distance, [m]

Figure 2.3: lllustration of the Lewis-Whitman two film modet @O, absorption.

The penetration and the surface renewal modelsegerded to be more realistic models
for the liquid film. They are based on the ideaxafitinuous transport of volume elements
from the interface to the liquid bulk. During tbentact time at the interface, the transport
mechanism is assumed to be molecular diffusiore difierence between the models is
that the penetration model (Higbie, 1935) assumesalecontact time for the elements,
while the surface renewal model (Danckwerts, 138kmes a contact time distribution.
Both of these models result in mass transfer ptapwl to the square root of the

diffusivity. Boundary layer theory has also besedito calculate mass transfer from basic
laws of fluid dynamics, mainly for simple geomesrigays et al., 2005).

6
0
7]

Liguid film Liquid bulk

_ ] —\‘
P(CO2) | \
: Element with

i exposure time t.

C(CO2)

Concentration (or partial pressure)

Distance

Figure 2.4:lllustration of Higbie’s penetration model for G@bsorption.
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Mass transfer coefficientgland k are defined based on partial pressure differeaces
concentration differences between a bulk phasar{@)the gas/liquid interface (i) by the
eqguations:

Ncoz = kG (pcoz,o - pcoz,i) (2-35)
Ncoz = kL (Ccoz,i - Ccoz,o) (2-36)

Ncozis the flux (normally on a molar basis) of g@ansport from gas to liquid. The
diffusion coefficient for CQis defined by the Equation (2.37):

N, (by__diffusion) =D, BdZﬂ (2.37)
X

The absorption rate on a volumetric basisdiRis the flux of CQ across the gas/liquid
interface (Noz,) multiplied with the specific interfacial area:

Reoz = Neopi (@ (2.38)

The gas transport of G@o the interface is normally not rate-limiting (=kwerts and
Sharma, 1966). The gas side mass transfer resgstam often be neglected, or it can be
described by a simple empirical correlation.

The different models result in different expressidor the mass transfer number &s a

function of diffusivity, film thickness or time fayas exposure. Equations 2.39 to 2.41 are the
expressions for the Lewis-Whitman’s two-film modegnetration model and surface renewal
model. The symbolggy is the film thickness,is the contact time for every element and s is
the surface renewal rate parameter assuming tagtrtbability of surface renewal is
independent on how long time an element has beearitact with the surface.

kL,FILM = Dcoz /XFILM (2-39)
4D

kL,PENETRATIG\l = Fceoz (2-40)

kL,SURFACERENEWAL = SEchoz (2-41)

There are several other models describing absaorptiocesses. One example is the film-
penetration model (Toor and Marchello, 1958). €hemo general agreement on the exact
mechanism of the absorption in a packed columrt tiBare is a general agreement that Lewis
and Whitman’s film model is too simplified, and thle penetration and surface renewal
model gives a description closer to reality (DeGeyr 1982).
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2.5.2 Description of absorption followed by chemica | reaction

A schematic overview of typical partial pressure aoncentration profiles at a certain
column height in an absorber is given in Figure ZIte figure is based on a two-film
concept. Absorption of a gas is described by paridrom the bulk gas to the liquid
surface, the assumption of gas/liquid equilibriurtha interface, and then transport of
absorbed gas to the liquid bulk. After absorptié), can either react directly in the
liquid close to the interface, or it can be trangpdinto the bulk liquid. In the bulk liquid,
CO; or other species can react further, limited eithyeequilibrium or chemical kinetics.

The concentration of amine decreases from the toullke liquid film as shown in Figure
2.5 because it reacts with g@ainly in the film. Amine also evaporates to saemeent

into the gas phase. An assumption of no amineara#ipn simplifies the problem of the
specification of a boundary condition for the amio@centration at the surface. The rate
of amine evaporation is not important for the MDsorption and reaction mechanisms.
The rate of amine evaporation is however importanthe study of amine emissions from
the absorption column and the possibility to redalcene emissions to the atmosphere.

Gas Bulk :Gas film: Liguid film : Liquid bulk

: PcoziNTERFACE
Pcoz

CCOZ,]NTERFACE CAMINE

Concentration or partial pressure, [mol/m3] or [Pa]

Distance, [m]

Figure 2.5: Typical concentration profiles in liquid film witbsorption and chemical
reaction, assuming equilibrium between partial gteg and concentration of G@t the
interface.

2.5.3 Simplified models for absorption followed by chemical reaction

These kinds of processes have been treated byang<revelen and Hoftijzer (1948a,
1948b). They use an enhancement factor whicleisatio of the actual absorption rate
divided by the absorption rate by pure mass transfe

Eh =k, /k (without_reactior) (2.42)
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Under certain conditions, especially when the gltsam rate in the liquid film is limiting
and it is assumed that the reaction rate is inddg@rof the amine concentration, the
pseudo first order conditions occur. The critéoiawhen a pseudo first order expression
like in Equation (2.43) is valid, is discussed bgrsteeg et al. (1996):

Recoz = Ceon @'El/kz D ¢cop ECam (2.43)

This expression for pseudo first order conditiathie same for different models which
assumes diffusion as the transport mechanism heanterface, especially the penetration
model (Higbie, 1935) and surface renewal model (Reerts, 1951). Van Krevelen and
Hoftijzer (1948a) show that also the film modeluks in this rate expression under pseudo
first order conditions.

2.5.4 Rigorous description of absorption followed b y chemical reaction

The mechanisms of absorption followed by chemieattion can be described with
differential equations. Equations (2.44) and (2a&% from DeCoursey (1974), for the case
of a second order irreversible reaction betweehigicase) C@and a liquid component (in
this case MEA). Mass transfer is based on theasanfenewal model from Danckwerts
(1951). The equations represent a time-dependatdrial balance for CQand MEA.

azccoz _ aCcoz

Dcoz %2 ot - k2 [Ccoz [CMEA =0 (2-44)
0°C oC
DMEA axl\gEA - a'\:EA - 2|](2 [Ccoz |]:MEA =0 (2-45)

A detailed calculation of the concentration prafiend absorption rates as a function of time
and space can be performed with specified boundamglitions.

2.5.5 Traditional design methods for random and str ~ uctured packing

Design of packed columns is generally based on rrapicorrelations for liquid hold-up,
pressure drop, gas/liquid interfacial area and ni@sssfer. The resistance to absorption is
often divided into gas side and liquid side resista These methods are described in e.qg.
Kohl and Nielsen (1997).

Structured packing columns will probably be thexaiy choice in case of a large scale,CO
removal process from atmospheric exhaust. Stredtpacking is very efficient and gives a
very low pressure drop. The combination of higrssnmansfer efficiency and low pressure
drop per height unit results in very low pressum@pdper transfer unit or theoretical stage.
Plate columns will probably not be practical fofurons with large diameters (more than 15
m). Large plates will need extensive mechanicppsut, and horizontally flowing liquid will
need long flow paths for each plate. Random packiii have lower investment than
structured packing, and might be an economicatredteve even though the pressure drop is
higher.
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The gas flow (or gas capacity) in an absorptiomiewl is limited by pressure drop, loading or
flooding. The loading point can be defined aspgbmt where mass transfer efficiency drops
significantly if the flow increases, and the flongipoint can be defined as the condition of
restricted liquid downward flow leading to liquidlihg of the column. To calculate flooding
(capacity) and pressure drop in random packing,igeapcharts or equations as in Sherwood
et al. (1938) and Eckert (1970) are traditionallmods. They are based on correlations from
dimensional analysis which are fitted to perfornedata. The empirical Onda (1968) and
also Bravo and Fair (1982) correlations are stahdsthods to calculate mass transfer in
random packing. They have different correlatiasrschlculating the gas side and liquid side
mass transfer.

Design methods for structured packing are basati@same type of correlations as for
random packing, e.g. Rocha et al. (1993, 1996)etBand Schultes (1999) and De Brito et al.
(1992). Most of these methods are limited tofkne regime below the loading point.
Droplet formation (which occurs above the loadighp and its influence on interfacial area
and mass transfer is difficult to predict. Reviasticles for mass transfer in structured
packing are written by Brunazzi et al. (1996), Jglket al. (2002) and Wang et al. (2005).

The semi-empirical calculation methods for massdier are traditionally based on the
following calculation steps (Brunazzi, 1996):

- liquid hold-up

- gas/liquid interfacial area

- mass transfer coefficient for gas side

- mass transfer coefficient for liquid side

The deviation between the estimation methods is@ailty large for the calculation of
effective interfacial area. This is an importaatgmeter because the absorption rate is
normally proportional to this entity e.g. as in Btjan (2.38) and (2.43). Shi and Mersmann
(1985) discuss different ways to define effectivieifacial area. There is a large potential in
improving the estimation methods for the effeciiverfacial area.

2.5.6 Gas and liquid distribution and mal-distribut ion

Even distribution of gas and liquid is necessargdbieve high absorption efficiency in an
absorption column. Uneven distribution or mal4dlsttion occurs under certain conditions.
High pressure drop normally gives good gas distivioun a packed column. Low pressure
drop makes a column more vulnerable to gas maiialigton. Olujic et al. (2004) gives an
overview of gas mal-distribution in structured piackcolumns.

Good liquid distribution is also necessary to aehibigh efficiency. Even liquid distribution
is normally achieved by a sufficient number of dugints from a liquid distributor. Hoek et
al. (1986) have measured small scale and large 8qald distribution in columns with both
random and structured packing. Alix and RaynaD@thave made experiments of liquid
distribution at typical conditions for G@bsorption in structured packing. They assume tha
the liquid distribution is not influenced by thesgaad below the loading point, and that the
liquid distribution in structured packing seemdsatisfactory in their experiments.
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2.5.7 Non-empirical modelling of absorption in stru ctured packing

In their review, Valluri et al. (2002), have oneten for non-empirical modelling of the
design parameters. They refer to Shetti and G&@87), as the first complete model of this
kind. One of their aims was to estimate desigampaters in structured packing without any
adjustable parameters. An idea was to estableskedations for the fluid flow pattern and
mass transfer through the films, and then solveeth&tions to achieve the design parameters
for heat and mass transfer. The equations to lvedare typically a set of algebraic and
differential equations. Another early presentattba mechanistic model for mass transfer in
structured packing is by Nawrocki et al. (1991)gufe 2.6 is an illustration of important
factors in modelling flow in structured packingbhe liquid flows downwards, normally
covering most of the surface area made of solidtsheossibly with corrugation and holes.
The liquid velocity is largest close to the gags/idjinterface area. The gas flows upwards in
the space not occupied by solid and liquid. Thewgdocity is lowest close to the liquid (or
solid) surface. In some models, it is assumedtti®tiquid (and possibly also the gas) is
perfectly mixed at certain mixing points, e.g.le solid sheet corners.

Solid sheets Gas flow
(possibly with
corrugation

and holes

Mixing points Gasl/liquid interfacial area

Figure 2.6: lllustration of important factors in modelling floiw structured packing.

At Delft University, models for columns with struced packing have been studied. Olujic et
al. (1997, 1999), distinguish between modelling geometric macro level (channel
dimensions) and micro level (film and surface tegtdimensions). Models for film flow, gas
side mass transfer and liquid side mass transéeswggested. Their prediction method does
not require packing specific constants. It isextadhat a reliable prediction of the effective
interfacial area is the key to the success of digtien method.

Shilkin and Kenig (2005) from the University of Ddound, have made a model for structured
packing columns giving a set of differential eqaati. The concept is based on two phases
which are totally mixed at regular intervals. Migipoints for such a model are indicated in
Figure 2.6. The equations are solved numericallye results are the velocity profiles, the
concentration profiles and the temperature profiesugh the column.

lliuta and Larachi (2001) at the Laval UniversityQuebec, have made a mechanistic model
for structured packing columns, calculating pressirop, liquid hold-up, and wetted area.
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The model is based on a double-slit mechanisticaga. In a channel, the liquid film flows
downwards in one slit, and the gas upwards in analit. The resulting model gives three
coupled algebraic equations to be solved. The hredeires no adjustable parameters.
Their work has been developed further into Companat Fluid Dynamics (CFD) modelling.

2.6 Process simulation

2.6.1 General about process simulation programs

Process simulation programs have routines for atiog material balances, energy balances
and equilibrium conditions in chemical process siaitd in flowsheets containing process
units. Well-known commercial process simulatioaggams are Aspen HYSYS, Aspen Plus
and Pro/ll. Process simulation programs are eafhgciseful for column calculations, heat
exchanger calculations and flowsheet calculatidisditionally such programs calculate
steady state solutions, but the mentioned progmslso calculate process conditions
dynamically (as a function of time).

Process simulation programs are divided into seitplanodular or equation based programs.
The programs Aspen Plus and Pro/Il are sequentdutar and the calculations are
performed in the direction of process flow. Aspé€NiSYS is an equation based program.
However, in Aspen HYSYS, the column models are thasespecified in-streams. Because
of this, flowsheets with columns have to be cali@dan a modular sequential manner. To
aid in flowsheet convergence, convergence block®#tien added to a flowsheet, e.g. to
check whether a recycle stream equals the streamlést iteration.

Absorption or distillation columns are traditionatteated as if they had several equilibrium
stages. An equilibrium stage model can be reflmethtroducing a stage efficiency. Some
column solving models are rate-based and are lmaseate expressions for the transport
between a gas and liquid phase. Chemical reactimmsilso occur on the stages. An
important characteristic of a column calculationd®lis the robustness in the convergence
of the calculation.

2.6.2 Process simulation of CO , absorption and desorption

Process simulation programs such as Aspen HYSYRem®Rlus, Pro/ll, ProTreat and

ProMax have been used to calculate,@noval by absorption. ProTreat and ProMax are as
Aspen HYSYS equation based programs, but in pratiie flowsheets have to be calculated
in a modular sequential manner when they contdummes. The main advantages of process
simulation programs are that a large number of nsdde vapour/liquid equilibrium and also
different calculation tools for unit operations anailable.
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Figure 2.7: Aspen Plus flowsheet for a @@bsorption and desorption example process.

Simulation of CQ removal from flue gas in an MEA/water system hasrbperformed by
Desideri and Paolucci (1999) and by Alie et al.0®20 Both have used the simulation
program Aspen Plus with the MEA property insertjaliis based on the Chen-Austgen
electrolyte-NRTL equilibrium model (Austgen et d1989). Desideri and Paolucci used a
specified number of theoretical stages in the giignr and desorption column. Tobiesen
et al. (2005) and Aroonwilas et al. (2003) have en&drtran codes to perform similar
calculations. All of the above mentioned referenicave calculated steady state solutions.
Kvamsdal et al. (2009) have simulated the absanggart of the process dynamically (as a
function of time) using the general modelling systgPROMS as a modelling tool.

Matlab has also been used to modelb@Bsorption and desorption dynamically (Greer et
al., 2010).

There are many challenges in simulation of suctoegss, e.g:
- How to model the absorption efficiency (equilibriustage efficiency/rate based)
- How to achieve total flowsheet convergence/conscste
- Accuracy and robustness in equilibrium models

2.7 Rigorous simulation

2.7.1 Solving differential equations to calculate ¢ oncentration profiles

Most of the column models in commercial procesuation programs are based on
equilibrium stages or stages with a stage effigierldore rigorous column models, which
include kinetic and mass transfer expressionsaeadable. A rate-based approach was
suggested by Seader (1989) and is described byfTetyal. (2003). The principle is that the
gas phase and the liquid phase are kept sepanaté&)@mass transfer rate or reaction rate are
calculated by rate expressions.

Some of the process simulation programs are aldaltmlate the concentration profiles of all
the diffusing components through the liquid filmanéhe gas/liquid surface. This kind of
approach is based on solving the differential equatdescribing the diffusion and chemical
kinetics in the liquid film.
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Tobiesen et al. (2007) have made a rigorous absaorbdel for CQ post-combustion capture.
The model is implemented in FORTRAN 90 and is \atkd with experiments in a pilot plant
column. The model is based on reversible reactiotissimple second order kinetics for the
CO, /IMEA system. The model is compared to simplidxsorption models. It was found
that the simple models were satisfactory at low, ©@@dings, but rigorous simulation was
necessary at higher loadings.

The program Aspen Plus has possibilities to inckutsh rate-based calculations, contrary to
e.g. Aspen HYSYS. Al-Baghli et al. (2001), haved®a rate-based model for the design of
gas absorbers for the removal of £fd HS using aqueous solutions of MEA and DEA.
Freguia and Rochelle (2003) used a Fortran subreintegrated into Aspen Plus to perform
a rate-based calculation of g@bsorption into MEA. Kucka et al. (2003) havedidee

Aspen Custom Modeler tool in Aspen Plus to modellituid film by dividing the film into a
number of segments. Zhang et al. (2009) usedatieehrased model available in Aspen Plus
for CO, absorption into an MEA solution. This work waséd on the electrolyte-NRTL
model with parameters from Hilliard (2008) and veased on activity based kinetics. All the
mentioned examples in Aspen Plus have been pertbatnsteady state.

2.7.2 Computational fluid dynamics for column calcu lations

A CFD (Computational Fluid Dynamics) program diwsdefluid flow geometry into a grid
of small volumes, and then solves the fundameigpadons for mass, energy and
momentum conservation for each volume. Modellihtudoulence is an important part of
a CFD program. Equations for chemical kinetics aqdilibrium can be included.
Because a CFD simulation consists of a large numbequations, CFD simulation
consumes much computer memory and time. FluenCaixdare commercial CFD
programs.

Valluri et al. (2002) state that very few publicats have been presented in the field of
using CFD for structured packings. Most of them @bout catalytic reactors. However,
mass transfer in both gas and liquid phases ictstred packing was covered. Kloker et
al. (2003) have tried to integrate CFD and prosa@ssilation for reactive distillation in
structured packing.

Petre et al. (2003) from the Laval group in Quelawe calculated dry pressure drop in
structured packing for large scale absorption 8Hb CFD. The CFD program Fluent was
used with the RNG (ReNormalized-Group} kdrbulence model. Larachi et al. (2003)
and lliuta et al. (2004) calculated the pressuopdor two-phase flow using CFD. The
types of structured packing studied were MellaRzknPak, Sulzer BX and Montz-Pak.
CFD for pressure drop calculations have been shove succesful.

Raynal et al. (2004) wrote an article about liguadd-up and pressure drop determination
in structured packing with CFD simulations. Drggsure drop was calculated in 3-D
CFD using Fluent with the kturbulence model and the RNGknodel. Hold-up was
calculated using a 2-D laminar model. The calocotest were compared with experiments
from an air/water system and the results werefaatmy. Raynal et al. (2009) have also
written an article about use of CFD for optimumidgesf CQ absorbers at large
industrial scale.
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CFD modelling of packed columns can be used foc#teulation of total pressure drop,
and for the modelling of different mechanisms riasglin pressure drop. This can be used
for predicting performance and for optimizing ofina conditions. The information
gained can also be used for improving the packi@gD is obviously suitable for
simulating flow distribution and calculating pressarop in auxiliary column equipment
like liquid and gas distributors.

There seems to be no attempts in the literatusentalate an overall model for an
absorption process with CFD. It is difficult to ded multiphase flow in detail in large
units with many small geometrical details. A nrajballenge is how to model the
gas/liquid interface.

2.8 Dimensioning of process equipment for cost esti mation

2.8.1 Purpose of equipment dimensioning in this wor k

An amine based CQemoval plant consists of mainly traditional pregequipment like
absorption and desorption columns, heat exchangensps and tanks. The only unit that is
clearly specific to an amine process is a reclaamgr. This unit is however not a very
expensive unit compared to the rest of the plant.

This section covers simplified dimensioning methfmsstandard process equipment like
columns, heat exchangers and pumps. The purpdbes# dimensioning methods is to be a
basis for cost estimation. Traditional textboodsdimplified dimensioning and cost
estimation of process plants are Peters and Timamer(1991) and Smith (2005).

The basis for such dimensioning is a process fleestith material and energy balances.
The flowsheet is traditionally calculated by théphef a process simulation program. Some
process simulation programs like Aspen HYSYS anpeAsPlus have also tools for direct
cost estimation after a process simulation calmriat

Cost estimates from such simplified methods amoafse of limited accuracy. But these
estimates can be accurately enough to perform maas®comparisons between process
alternatives. These estimates may also be accemategh to optimize process parameters
like equipment dimensions, temperatures, conceotr@find flow rates in a process.

2.8.2 Heat exchangers

Shell and tube heat exchangers are the most us¢@kehangers and is the standard choice
in large chemical plants. Ideal countercurrenifle often assumed in heat exchanger
calculations. This is an optimistic assumptiord #re use of an estimated correction factor to
account for non-ideal flow (F-factor) is traditidrf@mith, 2005). Another way to treat this is
to combine the assumption of ideal countercurremt fvith a conservative heat transfer
number.

43



A simple shell and tube heat exchanger may expegiarechanical problems due to thermal
expansion of the tubes. The problems appear tfpicahe welding between the tubes and
the end plate. U-tube heat exchanges are popetaulse they avoid this problem, but they
do not achieve countercurrent flow. Another mogeesmsive heat exchanger type is the
floating head type which makes tube expansion ptesby avoiding welding between the
tubes and the end plate in one end.

Use of plate exchangers is the most common choiciné heat exchanger between rich and
lean amine in a C&removal plant. This is due to the higher heatdfar numbers which
result in more compact units and lower cost. Rnwisl with fouling and cleaning of plate
exchangers are important challenges. Improvedsabntrol e.g. by better filters, is
necessary when using plate exchangers.

To make a cost estimate of a heat exchangemadtigral to use the heat exchanger area as the
dimensioning factor. Heat transfer duties (effeatsd temperature differences are first
calculated e.g. from a process simulation progrdimen overall heat transfer numbers (U
values) can be estimated before the heat transfas are calculated.

2.8.3 Absorption columns with structured packing

Structured packing will probably be chosen in gdascale C@absorption column due to
high efficiency, high capacity and low pressurepdr@50 ni/m® in nominal area of the
packing, is probably close to an economical optimand has been chosen as a standard in
many reports on CQemoval from exhaust gases. Higher specific greas higher pressure
drop, and lower specific area gives lower efficigenc

There are many suppliers of structured packingantples are Sulzer Chemtech which
supplies the packing Mellapak, Montz with the pagkMontz-Pak and Koch-Glitsch with the
packing Flexipac. Reduced pressure drop can bewathwith curved sheets at the top and
the bottom of the elements, but this increasep#lo&ing cost. Sulzer (with Mellapak Plus),
Montz and Koch-Glitsch all supply such packing type

The absorption column diameter can be dimensioasddon an estimated gas velocity or a
specified pressure drop. The packing height catiflbensioned by a number of equilibrium
stages or the number of stages with a specifiedaity. A rate-based simulation can be
directly linked to a specified packing height. Téstimation of column efficiency has high
uncertainty. Additional column height is also nesagy for inlet and outlets and for auxiliary
equipment like liquid distributor, gas distributond demister.

2.8.4 Fans and pumps

A fan is necessary if the exhaust pressure is githeyg. Very few fans with these
dimensions have been built for similar conditissws this is not standard equipment. The fan
can be specified as a radial centrifugal fan witladiabatic efficiency and electrical motor.

Pumps can be specified as centrifugal pumps witbatic efficiencies and electrical motors.

Normally pumps are installed two in parallel to @ane in operation during maintenance. In
the CCP project (Choi, 2005) it was suggested W@ loaly one pump as standard.
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2.8.5 Material selection

Carbon steel and stainless steel are the traditnaterials in amine plants. Corrosion is a
major problem in amine plants, so the choice ofemalis important. Kohl and Nielsen
(1997) have a chapter about mechanical design p&chtion of alkanolamine plants, and
corrosion problems and material selection are dsed. An overview of the process with
recommendations of material selection is also mteskin Kohl and Nielsen.

Carbon steel is traditional in some parts of thecpss. However, in the parts of the process
with high temperatures and cooling water, staingssl is necessary. The normal limitation
of MEA concentration to 30 mass-% is partially do¢he corrosion problems. In exhaust
gas, oxygen increases the degradation of the dplaed this also tends to use more corrosion
resistant materials. Because of increased usenmienitrated amine solutions, and a wish to
reduce corrosion problems, there is a tendencyrttsuasing materials with better corrosion
resistance than carbon steel in amine plants.

The aim of the material selection in this work @& to find the optimum material for each
application. The main aim is to select a matdaakach equipment unit to achieve a
reasonable cost estimate of the equipment.

2.9 Cost estimation of CO , removal plants

2.9.1 General principles for cost estimation of che  mical plants

A traditional way to estimate the investment ohamical plant is to base it on a process flow
diagram with the unit operations like heat exchasigegumps etc. and the material and energy
flows between the unit operations. Such flow diags are often calculated by a process
simulation tool like Aspen HYSYS. The steps in tost estimation are then:

- Process calculations to obtain a process flow diagr

- Dimensioning of process equipment to obtain vabfedimensioning factors
- Material selection

- Estimation of cost of purchased equipment (normallyarbon steel)

- Addition of factors for installation, electricaliging, civil etc.

- Calculation of cost of installed equipment (or fixeapital of equipment)

- Index regulation and currency regulation to acyear and currency.

- Estimation of total investment

The simplest way to estimate the cost of instadlgedipment from cost data of purchased
equipment is to multiply the cost of purchased pouant with a constant factor. This factor
is often called a Lang factor, and is traditionatiyorder of magnitude 3-7. In Peters and
Timmerhaus (1991), this factor is given as typicdli8 to estimate fixed capital and typically
5.7 to estimate total investment. In a specifiest @stimate for a process plant, it is
important to be clear whether the estimate includgity systems and service facilities and
whether the estimate includes factors like costdond and site preparation.
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Multiplying factors can be made dependent on tipe yf equipment and on size, and these
factors can also be made site specific. Factarshéodifferent parts of the cost estimate can
also be specified. In this work, emphasis is puaaletailed factor method to obtain the cost
of installed equipment. Factors for installatielectrical, piping, instrumentation, etc. are
specified as a function of capacity.

2.9.2 General cost estimation of CO , removal

The interest in the cost of G@emoval from exhaust gases increased in the 1990is
important to note that most of the work that iselon cost estimation is not open
information. Such cost information is importantiompetition between suppliers of
equipment and technology companies.

The Fluor Daniel company (Fluor Inc.) has develogguiocess called Econamine G
(Sander and Mariz, 1992) that uses MEA for,@é€moval. Chapel et al. (1999) have given
some background for cost estimation of an Econamioeess. In the CCP project (Choi et
al., 2005) a cost estimate for g€apture, transport and storage was presented cadtef
CO, capture is regarded as the most expensive parigdland and Wilhelmsen (1993) have
presented a study of the cost and energy requirefmecarbon dioxide disposal.

Since CQ removal is a suggested method to mitigate climb#ange, there have been many
international evaluations of the cost. One ofithportant evaluations was made by the
International Panel on Climate Change (IPCC, 200%)e cost of C@capture was estimated
to between 13 and 74 USD/ton €0The highest number was for exhaust from a negas
based power plant. Other references for the ddSOp removal are Feron and Hendriks
(2005), Rao et al. (2006), Saxena and Flintoff @0Rubin et al. (2007), McKinsey &
Company (2008) and Peeters et al. (2007).

In Norway, there was an early interest in the gobtsi of CO, removal from exhaust gas
from natural gas based power plants. Hustad (268@ an early overview of Norwegian
studies regarding cost of low G@mmision power plant technology. Fluor Ltd. (2DP05
estimated the cost of the delivery of a plant éanoval of 1.75 mill. ton C@yr at Mongstad.
The total installed cost for the G@moval plant including Ccompression was estimated
to 451 mill. USD.

NVE (Norges Vassdrags og Energivesen) performeaddy ®n CQ removal from a natural
gas based power plant at Karstag (Svendsen, 200%.main conclusions were that a removal
plant would have a capital cost of approximatefy/dll. NOK, where about 2.5 bill. NOK
was an EPC (Engineering, Procurement and Consin)atbntract. The study was based on
work done by 4 possible suppliers of £@moval technology, Fluor, Mitsubishi, Aker and
HTC. The cost per ton CQvas estimated to be about 500 NOK/ton,@énoved (only
removal, assuming 8000 operation hours per yeginilar cost estimation work have been
performed for Tjeldbergodden (Kvamsdal et al., 20@8ferent industrial plants (Rakke et
al., 2008; Tel-Tek, 2009) and Mongstad (StatoilHyd009). The estimate by Statoil for the
investment necessary to remove approximately 2 toitl CQ/yr was 25 bill. NOK. This

was considerably higher than earlier esimates.
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A general statement of the cost of f®moval has high uncertainty, and many factork wil
influence. One important factor is whether itmsearly CQ removal project without any

large scale experience or an optimized processsdtae year of experience from other
plants. Of course a specification of what is ideld and not included is essential when a cost
estimate is presented.

2.9.3 Cost estimation of CO , removal using process simulation tools

The basis for cost estimation of gf@moval is often a process simulation flowsheet
calculation, e.g. from Aspen HYSYS. Some of thecpss simulation programs have tools
available for cost estimation, economic evaluatod process optimization. The cost
estimation program can also be independent of theegs simulation program like the Aspen
Icarus program. Singh et al. (2003) used Aspen ¥X¥¥8nd Aspen Plus as a basis for a
techno-economic study.

There are very few open available studies on paemngest optimization of C&removal

plants. The idea of parameter cost optimizatidhas parameters may be varied, and the case
with the lowest total cost is identified. Abu-Zalet al. (2007a, 2007b) have used the
simulation tool Aspen Plus for this kind of optiration.

2.10 CO, removal by absorption: challenges in modelling

A paper with title “CQ removal by absorption. Challenges in modelling5waesented at a
conference on mathematical modelling (MATHMOD Q09®Mienna (gi, 2009a). The paper
was mainly an overview article about modelling aattulation of CQ removal processes.
Much of the content in this conference paper islamio the content in Chapter 2. The
emphasis was on the use of process simulation, tegpecially Aspen HYSYS. It was also
stressed that it was an important challenge to aoenthe different models available.

An extended version of the MATHMOD paper, “gf@moval by absorption: challenges in
modelling”, was published in Mathematical and Cobtepiodelling of Dynamical Systems
(@i, 2010). The paper is given in Appendix 1. T&THMOD paper was revised, but the
content in the overview part was about the samehd new paper, it was more emphasized
that there are drawbacks when using too rigorougetsdor some applications. lItis e.g.
difficult to combine rigorous equilibrium modelscamass transfer models with optimization
tools.
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3. Physical property data for process calculations

3.1 Overview of necessary data

This chapter gives an overview of the data andetations used in this work. In process
calculations, a lot of data values for chemical phgsical properties are necessary. For the
pure components, most of the necessary data ckoube in literature, and the accuracy is
acceptable for process calculations. Data forriginad especially tertiary systems are not
always available, and the uncertainty is much higliiedata for process calculations are not
available, a possibility is to estimate valuestfar properties.

There are very few literature data available ondiwesity and viscosity of amine solutions
loaded with CQ, especially at higher temperatures. Becauseigfdensities and viscosities
for the ternary system water/GI®IEA (monoethanolamine) have been measured and
correlated as a part of this work.

Several different vapour/liquid equilibrium modélsve been used in this work. Most of
them have been used as standard models availaptedass simulation programs. The
vapour/liquid equilibrium models differ in availdiby, complexity, accuracy and robustness.
The most useful vapour/liquid equilibrium model deds on the circumstances. Because
some component concentrations are necessary in c@maations, calculations of the
original Kent-Eisenberg model have been perfornoeabtain such values.

3.2 Pure component data

For the pure component data, especially for w&€x, and MEA, there are reliable data
sources available. The accuracy in available detassumed to be adequate for the
calculations in this work, because the uncertamtyixture data is much higher. The
purpose of this section is to give references ¢ostburces used.

In process simulation programs, especially AspersMS, different sources are used. The
uncertainties resulting from pure component dageeapected to be negligible compared to
the uncertainties resulting from mixture data. feother details, it is referred to the
simulation program documentation.

3.2.1 Pure water data

Water data for density and viscosity correlatioagehbeen taken from NIST (2009). In
Weiland et al. (1998), a viscosity correlation argjly from Swindell found in Weast (1984)
is used. This has been used when calculating Widacorrelation.
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3.2.2 Pure CO, data

Pure CQ data for density and viscosity correlations aketefrom NIST (2009).

3.2.3 Pure MEA data

Pure component data for MEA are taken from diffessiurces, especially from Kohl and
Nielsen (1997). Correlations for density and vstyoof pure MEA have been taken from
Weiland et al. (1998).

3.3 Diffusion coefficients

3.3.1 Diffusivity of CO

The diffusivity coefficient of CQin water (o2 water) iS given by Versteeg et al. (1996) as
a function of temperature (in Kelvin):

DCOZ,WATER: 2.35 - 1@ . exp(-2119/T) (31)

The diffusivity in a mixture (Roy) is expected to be be influenced by the viscadithe
solution {1). Equation (3.2) from Versteeg et al. (1996) shdvww Qx0, can be estimated if
the diffusivity in pure water and the water vis¢psind the solution viscosity is known.

Dcoz = Deoawater* (W/pwarer)”? (3.2)

The diffusivity of D-o2 in sodium hydroxide solution is also used. Irt t&se, a correlation
without the exponent 0.8 is used (Versteeg efl@bg6):

Dco2,Naor= Dcoz, water * (W/HwATER) (3.3)

The NO analogy is used to estimate diffusion coeffigesmid Henry’s constants for GO
This analogy which was presented by Laddha efl@BY) is explained e.g. in Versteeg et al.
(1996). The background for the use of th®Nwnalogy is that PO has physical properties
quite close to C@ and does not normally react with water. Physiledih for CQ in aqueous
solutions are difficult to measure because, @facts easily with water or with components
dissolved in water.

3.3.2 Diffusivity of MEA, carbamate and MEAH *

There is also need for data for the diffusivityMEA, carbamate and MEAH There is very
little information about the diffusivity of amineontaining ions in the literature. Using data
from a figure in Danckwerts and Sharma (1966) tia teetween the diffusivities of MEA and
CO, of approximately 0.57 can be found.
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Snijder et al. (1993) have measured the diffusigftgeveral amines at different
concentrations and temperatures. At 298 K, the ddtthe diffusivity of MEA and CQat
diluted conditions and at 5 mol/l was 0.62.

A ratio between the diffusivity of MEA and GOf 0.6 has been used in estimation
calculations in this work. The ratio between tiféudivity of carbamate or MEAHand CQ
has been specified to 0.5 in estimation calculation

3.4 Density, viscosity and surface tension

3.4.1 Density data

Density and viscosity data for these solutionsre@@ded to perform engineering calculations.
The use of such data is typically for dimensiorgotumn diameter, velocities and pressure
drop in a column as described by Eckert (1970)aahculation of mass transfer correlations
and mass transfer area as described by Wang(808b). Further use of such data is for the
dimensioning of pipes, pumps and heat exchangers.

There are not much density data available for medwf water, amines and .OOne of the
few sources is Weiland et al. (1998). A correlatior estimating the density in alkanolamine
mixtures is also suggested by Weiland et al. (1998)e correlation is described by
Equations (3.4) to (3.6). Component 1 is aminig,\ater and 3 is C£ Molar volume (v)

has the dimension [citmol] and temperature the dimension [Kelvin] in wuations.

3
Z(XiDMi)
p=iL (3.4)
V
V=X, v +x, OV, + X, [V, +x, X, [A +X, X, {B+CLX,) (3.5)
Ml
v=— 1 3.6
' DIT2+EIT+F (3.6)

Data for the necessary parameters are given ireTakl The last term of Equation 3.5is 0
for MEA because the parameters B and C are 0 foAME

Table 3.1:Parameters of density correlation for MEA, wateddDO, (Weiland et al., 1998)

A -1.8218
B 0
C 0
D -5.35162-10
E -4.51417-10
F 1.19451
M, 61.08
V3 0.04747
std. dev. 0.00221
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The correlation is compared with measured dataenti@ 3.5. The accuracy in the available
density data and density correlations is regarddzttadequate for the purpose of chemical
engineering calculations. The uncertainties inltey) equipment dimensions are probably
negligible. The uncertainties in viscosities agarded as more important because the
relative uncertainties are higher, and becausatheence on mass transfer properties like
diffusivities is higher.

3.4.2 Viscosity data

There are not much data available for mixtures atiewy amines and GO One of the few
sources is Weiland (1998). In the literature, ¢here very few measured viscosities in the
temperature range above 25 °C.

A correlation for estimating the dynamic viscosityalkanolamine mixtures compared to the
water viscosity is suggested by Weiland et al. 899

no_ exp[(a[wl +b) [T +(ctw, +d)][alelw, +f [T +g)+1w, 37)

2
IJ' WATER T

a is the CQ loading and the paramet@to g are given in Table 3.2. The temperature (T) in
Equation (3.7) is in dimension [Kelvin].

Table 3.2:Parameters for viscosity correlation of MEA, waderd CQ (Weiland et al.,
1998).

a 0
b 0
c 21.186
d 2373
e 0.01015
f 0.0093
g -2.2589
std. dev. 0.0732

Values foruwater (for pure water) are necessary in this correlagiod is calculated from a
correlation taken from Weast (1984):

l0g Hwarer | _ 13272020~ T - 0.001053(T - 20)°) (3.8)
10 (T +105 '

WATER,20

LWATER, 20 IS the pure water viscosity at 20 °C, which is 200nPa-s in Swindells original
correlation. The temperature is in [°C] in Equat{8.8).
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3.4.3 Surface tension data

There is not much available data on surface tensfionixtures of water, amines and €O

One source is Vazquez et al. (1997) containing fiatenixtures of different amines and
water. Akansha et al. (2007) use a value of 5B@P30 wt-% MEA solution loaded with

CO; at 40 °C based on this source. The surface temsionally increases with salinity or
ionic strength. Experimental data from Weilanderehced in the Aspen HYSYS
documentation indicate that this effect is smaltcording to these data, an estimate of 55 cP
in 30 wt-% MEA loaded with C@seems reasonable for all €@adings.

Low concentrations of some surface active compaeight have a large influence on
surface tension. The addition of surfactants hagurpose to change the surface tension.
Small amounts of impurities can also change thiasartension significantly. In an industrial
absorption process, especially when flue gas islued, it is impossible to avoid impurities.
These possibilities for impurities increase theartainty in the estimation of surface tension
in this system.

3.5 Density and viscosity measurements and correlat  ions in loaded
amine solutions

3.5.1 Background for density and viscosity measurem ents

Because of the lack of measured densities andsitge®in the temperature range above 25
°C, such measurements were performed as a MasgsisIproject in collaboration with the
company StatoilHydro (now Statoil). Trine Amundgeformed her Master Thesis in 2008
about measurements of densities and viscositi€iloaded mixtures. While the data from
Weiland (1998) were limited to 25 °C, measuremaptso 80 °C were performed in this
project.

3.5.2 Experimental

Densities of the MEA/Water/C{system were measured using an Anton Paar densigrm
(DMA 4500). Dynamic viscosities in the same systeane measured using a ZIDIN
Viscometer. The temperature range was 25 to 8@rR€the concentration range was 0 to 40
wt-% MEA and 0 to 0.5 C@loading (mol C@mol MEA).

An important part of the experimental study wasgheparation and analysis of the samples
to know the concentration of the samples. The MBAtent in water was controlled by
weighing the samples with an analytical balancke TQ content was found by a titration
method based on precipitation of Ba&Metails can be found in the Thesis report
(Amundsen, 2008) and the paper (Amundsen et @9)20

3.5.3 Results and comparisons with literature data

The experimental results are presented in the g@wmeundsen et al., 2009) in eight tables.
The first is density data for the binary MEA/watéthe next three are density data for,CO
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loaded solutions at 20, 30 and 40 wt-% MEA. Theare is a table with viscosity data for the
binary MEA/water. The last three are viscosityadiar CQ loaded solutions at 20, 30 and 40
wt-% MEA. The tables for density and viscosity 8 wt-% MEA are shown as Table 3.3
and 3.4.

Table 3.3:Density for MEA (1) + HO (2) + CG (3) from T = (25 to 80) °C and G@oading
froma = (0.1 to 0.5) BoJdNumea at mass fraction MEA = 30 % (Amundsen et al., 3009

a
0.1 0.2 0.3 0.4 0.5
T[°C] p [g-cm?]

25 1.0280 1.0480 1.0700 1.0957 1.1211
40 1.0210 1.0410 1.0629 1.0885 1.1140
50 1.0160 1.0355 1.0580 1.0830 1.1080
70 1.0040 1.0240 1.0464 1.0719 -
80 0.9970 1.0176 1.0402 1.0660 -

The density data for loaded mixtures at 25 °C amepared with experimental data from
Weiland et al. (1998) in Figure 3.1.

1.18
1.16 |
1.14
1.12
1.10 ¢
1.08 r

p/g-cm'3

1.06 r
1.04 |
1.02 r

1.00

0 0.1 0.2 0.3 0.4 0.5
a/ mol(1)-mol(3)™*

Figure 3.1: Density for monoethanolamine (1) + water (2) + £@) as a function of CO
loadinga at wy = (20, 30 and 40) mass % at 25 °C. Results froswhurk (7); & w; = 20
%; 4, W, = 30 %; @, wi= 40 %, are compared to results from Weiland e(#H98) (--); 7,
w1 = 20 %; A, wy = 30 %; O, wy = 40 % (Amundsen et al., 2009).
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Table 3.4:Viscosity for MEA (1) + KO (2) + CG (3) from T = (25 to 80) °C and GO
loading froma = (0.1 to 0.5) godnvea at mass fraction MEA = 30 % (Amundsen et al.,
2009).

a
0.1 0.2 0.3 0.4 0.5

T[°C] u [mPa-s]
25 2.6 2.9 3.1 35 3.9
40 1.7 2.0 2.0 2.4 2.7
50 14 1.6 1.6 1.9 2.1
70 0.9 1.1 1.1 1.3 1.5
80 0.8 0.9 0.9 1.1 1.3

The viscosity data for loaded mixtures at 25 °Ccarapared with experimental data from
Weiland et al. (1998) in Figure 3.2.

7.50

6.50 |
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4.50

n/ mPa-s
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0 0.1 0.2 0.3 0.4 0.5
a / mol(1)-mol(3)™

Figure 3.2 Viscosity for monoethanolamine (1) + water (2) + £43) as a function of CO
loadinga at wy = (20, 30 and 40) mass % at 25 °C. Results fromwhirk (7); &, w, = 20
%; 4, w; = 30 %; @ wi= 40 %, are compared to results from Weiland e{&998) (--); /7,
wy = 20 %; A, wp = 30 %; O, wi = 40 % (Amundsen et al., 2009).
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3.5.4 Data regression and correlations

The binary density data have been regressed btydgaare minimization to a Redlich-Kister
equation. Equations 3.9 to 3.11 defining excesmmmlume and the Redlich-Kister
equation are taken from Lee and Lin (1995). Datgptire water are taken from NIST (2009).

v =v—(x, [V, + X, [V,) (3.9)
+
v = XM, +x, M) (3.10)
P
3
VI =X B, DAL (X = X)) (3.11)
k=0

The resulting Redlich-Kister parameters togethéh wie average relative deviations (ARD)
between measured and correlated values are giveabie 3.5.

Table 3.5:Regressed parameters of Redlich-Kister excess eobmmelation and average
relative deviation (ARD) for MEA (1) +@ (2), (Amundsen et al., 2009).

T[C] Ao A A As ARD/%
25 -2.5263 | 0.7404 | 05698 | -1.6062 | 0.005
40 -2.4787 | 0.6135 | 0.6018 | -1.2561 | 0.002
50 -2.4630 | 0.5338 | 0.6420 | -0.9870 | 0.002
70 24541 | 04324 | 07030 | -0.6392 | 0.005
80 -2.4070 | 0.4664 | 0.5390 | -0.7186 | 0.003

For the ternary system MEA/water/g@he correlation for estimating the density in
alkanolamine mixtures suggested by Weiland etl@98) was used to calculate density
values. At 25 °C, the maximum deviation betwegueexnental data in this work and the
correlation is 1.1 %. The maximum deviation betmvtee measured data in this work and the
correlation is 1.6 % at 80 °C.

The binary viscosity data for MEA and water haverbeegressed by least square
minimization using the McAllister equation in Eqiget 3.13. Equations 3.12 and 3.13 are
found in Lee and Lin (1995), andn [m?-s*-107 is the kinematic viscosity for the solution.

v=u/p (3.12)
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Inv=x,’0Onv, +30X,” X, Onv,, + 30X, X,” Onv,, +
x,> Onv, =In[x, +X,(M,/M,)] +3X,” X, On[(2+ M, /M,) /3] + (3.13)
3x, X, On[(1+2IM, /M) /3] + x,°> On(M, / M)

The resulting parameters and the average relaéivaations are given in Table 3.6.

Table 3.6:Regressed parameters of McAllister kinematic visgasrrelation and average
relative deviation (ARD) for MEA (1) +4 (2), (Amundsen et al., 2009).

T[C] Vi, Vau ARD/%
25 20.6322 | 32.3436 | 0.71
40 10.5798 | 17.2850 | 0.66
50 7.3017 | 11.7970 | 0.75
70 3.9003 | 6.3415 1.21
80 2.9997 | 4.8615 1.36

For the ternary system MEA/water/g@he correlation for estimating the viscosity sesfgd
by Weiland et al. (1998) was used to calculateosgg. Figure 3.3 shows measurements
from Weiland and from this work compared to therelation at 25 °C.
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n/ mPa-s

4.0

3.0

20
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0 0.1 0.2 0.3 0.4 0.5

a/ mol(1)-mol(3)™

Figure 3.3 Viscosity for monoethanolamine (1) + water (2) + £43) as a function of CO
loadinga at wy = (20, 30 and 40) mass % at 25 °C compared to Wdikcorrelation.
Results from this worker, wy = 20 %; 4, wy = 30 %; @, wy = 40 %, are compared to results
from Weiland;7, wy = 20 %; A, wy = 30 %; O, wy = 40 %, and Weiland’s correlation; (---),
wi =20 %; @ 7), wp = 30 %; (7), wi = 40 % (Amundsen et al., 2009).
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Figure 3.4 shows measurements in this work frorfQ& 80 °C compared to Weiland’s
correlation at w= 30 %.
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Figure 3.4 Viscosity for monoethanolamine (1) + water (2) ®3) at w = 30 % for (25,
40, 50, 70 and 80) °C compared to Weiland’s cotieta Results from this worky, 25 °C;
M 40°C;1,50°C; 4,70 °C; 0, 80 °C, are compared to Weiland's correlatior;)( 25 °C;
(---), 40°C; (--+), 50 °C; (---), 70 °C; (---8) "C (Amundsen et al., 2009).

3.5.5 Uncertainty evaluation of density and viscosi  ty measurements

The density data for unloaded solutions have beeampared to literature data from Leibush
and Shorina (1947) at 20 and 40 mass-% MEA, andgheement was satisfactory. The
maximum deviation was less than 0.3 %. The regteB4EA/water binary density
parameters were in the same range as the parampeteented by Lee and Lin (1995).

The density data for loaded mixtures at 25 °C werapared with data from Weiland et al.
(1998) in Figure 3.1. The maximum deviation waslhan 1 % (or 0.01 g-¢th The
density correlation by Weiland (1998) gives lesth.6 % deviation for all temperatures.

The viscosity data for unloaded solutions have leenpared to literature data at 30 mass-%
MEA. The agreement was satisfactory. The maximelative deviation between the present
data and the data of Mandal et al. (2003) was abé6t The regressed binary viscosity
parameters were comparable to the parameters fesnahd Lin (1995).

The viscosity data for loaded mixtures at 25 °Censrmpared with data from Weiland et al.

(1998) in Figure 3.2. The maximum relative deviatwas less than 7 % at 40 mass-% MEA.
The maximum relative deviation was less than 4 @&amnass-% MEA.
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The measured viscosity data were compared withai@i$ viscosity correlation. The
agreement was satisfactory with maximum 5 % regati®viation between this work and the
correlation. At 40 mass-% MEA, the data in thiskwavere closer to Weiland’s correlation
than Weiland’s measurements. The maximum relatxeation between Weiland’'s data and
Weiland’s correlation was 13 %. The maximum rgkatileviation in all the viscosity
measurements in this work was 10 % compared toa&® correlation. The highest
deviations are at high MEA mass fractions, higldings and high temperatures. The
maximum relative deviation between this work anel¢brrelation at 30 mass-% was 5 %.

It has been detected an error in the calculationgature for preparing the G@aded

solutions with loading 0.1, 0.2, 0.3, 0.4 and OySrbxing a solution with a high loading and a
non-loaded solution. The calculation errors appe&ppendix 6, 7 and 8 in the original
work (Amundsen, 2008). The high-loaded solutiors wigghtly above 0.5, so the error is
negligible for loading 0.5, but the loadings at éoadings (especially 0.1) are not accurate
when using the procedure.

In the case of the values for 30 wt-% MEA which veriginally calculated in Appendix 7 in
Amundsen (2008), the actual loadings should beutaked to 0.08, 0.17, 0.27, 0.38 and 0.50
(and not 0.1, 0.2, 0.3, 0.4 and 0.5). This isvah for Tables 3.3 and 3.4 and also Figures
3.1, 3.2 and 3.3. The errors are in the same afd@agnitude in the case of 20 and 40 wt-%
MEA. The actual loadings should be 0.09, 0.1870@®238 and 0.49 for 20 wt-% MEA and
0.08, 0.16, 0.25, 0.38 and 0.50 for 40 wt-% MEA.

The resulting error due to this in reported denaitgl viscosity values can be estimated by
inspection of Figures 3.1 and 3.2. In Figure g#,density results in this work should be
shifted from loading 0.1 to 0.08 (for 30 wt-%). i3imakes the data in this work closer to
Weiland's data. The deviation (that is largerha briginal figure) was however regarded as
satisfactory (less than 1 % and highest at loa@iBy In Figure 3.2, the viscosity results in
this work should also be shifted from loading @D108. This makes the data in this work to
come slightly closer to Weiland’s data at 20 andv8@%6 and further away at 40 wt-%. The
order of magnitude of the deviations are the sasrgeéore.

The deviations due to this calculation error docl@nge the main statements about the
uncertainty in the reported densities and visasitiThe uncertainty in the measured
densities and viscosities is highest at high, @@ding and high temperature. The error due
to the mixing procedure is negligible at high J@ading and temperature. At low €O

loading and low temperatures, the uncertainty értieasurements is probably less than the 1
% earlier stated. As a conclusion, the total uiadeties in the reported values are not
changed due to the calculation error in the mijpracedure.

At the highest temperatures and £@adings, the uncertainty in the viscosity measmets

is rather high. The main contribution to the rathigh uncertainty is expected to come from
the uncertainty in measuring the liquid compositidinere are especially difficulties in
obtaining homogeneous samples and avoiding evaporat
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3.5.6 Summary of the density and viscosity measurem  ents

Density and viscosity in MEA/Water/G@nixtures have been measured and correlated in the
temperature range between 25 °C and 80 °C with_.dd2@ing range of 0 to 0.5 mole GO

per mole MEA. The results from the experimentdmundsen’s Master Thesis work were
published in an article written by Amundsen, @i &mcher in Journal of Chemical

Engineering Data (2009). The paper is given inexmpx 2.

The agreement with literature data at 25 °C wasfaatory. For temperatures between 25 °C
and 80 °C, the agreement with Weiland’s proposectladions was satisfactory over this
temperature range. The maximum relative devidtietveen the data from this work and
Weiland’s density correlation was 1.6 %. The maximrelative deviation between the data
from this work and Weiland’s viscosity correlatiomas 10 %. The deviations increase with
increased MEA concentration, G®ading and temperature.

It is a question whether an uncertainty or devimbbabout 10 % in the viscosity at high £0
loading and temperature is satisfactory. This alas the order of magnitude of the
deviations between Weiland’s data and viscosityaetation. Because the data in this work
lies between Weiland’s data and Weiland’s corretgtthey are regarded as reliable and
probably more accurate than Weiland’s data and adis correlation. However, Weiland’s
density and viscosity correlations are regardeshsisfactory for use in estimation methods
for column capacity calculations, pressure dropudations and for mass transfer
correlations.

3.6 Vapour/liquid equilibrium for the water/MEA/CO  , system

Different process simulation programs have diffeeguilibrium models available. In Aspen
HYSYS, the Kent-Eisenberg model which is basedhenworks of Kent and Eisenberg
(1976) extended by Li and Shen (1993) is used. LTi\ather model available in Aspen
HYSYS has also been used. Non-ideal vapour plsasermally specified, which means that
a Redlich-Kwong equation of state is used to cateuthe fugacity coefficients in the vapour.

When using Aspen Plus, the Chen-Austgen model éas bsed. In published work using
this equilibrium model, it is not always clear wiet the original parameter set from Austgen
et al. (1989) has been used. In the program Pro®&ent-Eisenberg and an electrolyte-
NRTL model are available. The parameter detailiHermodels in ProMax are not open
available. In Aspen Plus, the parameters in thenchustgen model can be changed. One of
the problems with the original parameter set i$ ith@alculates a too high heat of

vaporization (Liu et al., 1999).

A limitation in Aspen HYSYS is that the resultingeams are represented by components on
a molecule basis and not on an ion basis. In st@wes, it is relevant to estimate the ion
concentrations. The ion concentrations as a fonaf temperature and total concentrations
in the Kent-Eisenberg model are calculated in Gérapi7.
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3.7 Kent-Eisenberg calculation of concentrations

To calculate the absorption rate based on pseustimfider conditions using Equation (2.43),
it is necessary to find the concentration of freere, Gi. To calculate the reverse reaction,
the concentration of the ions in the solution nhestivailable. Because Aspen HYSYS does
not specify this, a way to calculate these conediotns is necessary. In this work, the
original Kent-Eisenberg model (1976) is used taulalte G, and the ion concentrations in
the solution like Gcos; Ccare., Cvean+ Ch+ and Gy..

The Kent-Eisenberg model is based on temperatyendkent values for the amine acid
constant (ke 1), the carbamate formation reactiorkl) and the bicarbonate/carbonate
protonation reaction (kg 3). The parameters ind€ ; are based on literature data. The
parameters in Equations (3.14) and (3.15) ardfitiehe Kent-Eisenberg work to match data
for the partial pressure of G@s a function of liquid composition and temperatuin the
equations, the temperatures are given in Rankigeeds.

K e, = exp(-3.3636- 1023 (3.14)
R
K., = exp(6.69425- 220349 (3.15)
R
5 1 3
. —exploatpiss S37A0 48100 19410° 206007 o

Tq T’ T.® T,

An Excel spreadsheet was made with input parameters

- temperature

- total amine concentration (fga tor)

- total carbon concentration (specified as,@dading per mole MEA)
- Initial guess of the ratio &v/Cyvea

The concentrations of all the species were thenulzbd using Equations 3.17 to 3.22.
Equations (3.17), (3.20) and (3.21) are the equafionthe equilibrium constants. Equation
(3.18) is the total carbon balance equation, EqndB8®2) is the total MEA balance equation
and Equation (3.19) is the electro-neutrality eqratiThe carbonate (GO) and H
concentrations are neglected in the material balagoations and electro-neutrality equation.
The water concentration in the original Kent-Eisegletpressions was set to 1.0. Itis
assumed that this was meant in the original work.

K KE,2 [CCarb'
CHCO3— = C— (3-17)
MEA
CCarb_ = CCarbTOT - CHCO3+ (318)
Chveas = CCarb-CHcos— (3.19)
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K KE,1 |:Q::HMEA+

Cpy = 3.20
H c, (3.20)
C (C,.
Ceoz = e (3.21)
Kkes
Cuiearor = Cuea + Crven +Cppir (3.22)

The Gearn/Cuea ratio was varied iteratively so thati€a ot calculated in Equation (3.22) was
equal to the specifiedMga tor. The result for temperature 40 °C and 5 molar MBElitgon
is given in Figure 3.5. Similar calculations showsimilar results of the concentrations of

the same species have been calculated using mangexomodels by Austgen et al. (1989)
and Li and Mather (1994).

To compare the calculations with the Li-Mather af@Austgen models, the ratio between
the carbamate and MEA concentration at loadinga040 °C was calculated with Kent-
Eisenberg, and read from figures in Li and Math®&9d) and Austgen et al. (1989). At 2.5
molar the ratio was calculated to 5.0 and at 5 moawith Kent-Eisenberg. The values read
from the diagram from Austgen et al. for 2.5 maelas approximately 5.5 and from Li-
Mather for 5 molar approximately 7.5. This indicatleat there is good agreement between
speciation calculated with the different equilibnumodels. The concentrations of molecular
CO, calculated with Kent-Eisenberg at high concentretiare expected to be slightly
overestimated. The reason is that the calculati&®(» concentrations are based on a
concentration based Henry’s constant which areowected for ionic strength.
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5.000

4.000

—e— C(MEA)
—8— C(HMEA+)
—a&— C(Carb-)
—o— C(HCO3-)
—%— C(CO2)

3.000 +
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Loading [mol CO2/mol MEA]

Figure 3.5: Concentrations in the MEA/Water/G®ystem, 5 molar at 40 °C calculated with
Kent-Eisenberg.
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3.8 Estimation of gas solubilities (Henry’s constan ts)

Heco2, purewaTERIS given as a function of temperature (in K) bydfeeg et al. (1996):
Hecoa, purewaTer= 2.82 - 18- exp(-2044/T) (3.23)

The values given by Versteeg are the values inwater. The Henry’s constant can be
influenced by other components, and this is impriar concentrated amine solutions. The
most influencing components are ionic componemid,sslutions loaded with G&ontain
large concentrations of ions. The Henry’'s constaatmixture (Heoy) can be adjusted by
using a correction factor.

The Henry’s constant correction factor ddgHecoz, purewaten in @ MEA mixture can be
calculated as a function of ionic strength base&aguation (3.24) and values from Browning
and Weiland (1994):

Logio (HecodHecoz, purewaten = (v + h + hg) - | (3.24)

The values of h(0.055 I/mol for MEAH), h (0.054 for MEAcarbamate) andg -0.019 for
CQO,), are taken from Browning and Weiland (1994).

3.9 Estimation of partial pressure of MEA

The main purpose of the vapour/liquid equilibriumdels for CQ absorption is the
connection between the liquid mixture and the phpiessure of C& A calculation of the
equilibrium may also involve the concentrations antivities of all the components in the
mixture. When calculating the emissions of MEA,weate calculations of the partial
pressure and activity coefficients are importantthe absorption section, the liquid solution
is a partially CQ loaded solution. In a water wash section, thaidigs almost pure water.

An estimate of the MEA concentration from the absotimsed on ideal solution at 40 °C
gives about 400 ppm based on vapour pressure rdaa-off (2003). Based on the Chen-
Austgen model, Hoff (2003) presents a figure whkeeactivity coefficient of MEA is
calculated as a function of MEA concentration. hibws an activity coefficient of about 0.25
for MEA mole fraction 0.1. This gives an estimateabbut 100 ppm MEA in atmospheric
gas. When the liquid is loaded with g@he fraction of MEA as molecular MEA decreases.
At 0.25 CQ loading, the fraction of MEA which is molecularabout 0.5 according to Figure
3.5. This should result in an estimate of aboupf® MEA in atmospheric gas. In addition
there will be an effect on the activity coefficientreasing with increasing Gbading. Itis
expected that this will give a slight salting-otfeet. With an order of magnitude increase on
the activity coefficient of 20 %, the resultingiesdted equilibrium MEA concentration will
be 60 ppm out from the absorber at 40 °C.
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3.10 Reaction rate constants

3.10.1 Reaction rate for the CO ,/hydroxide reaction

The following expression of the rate constant inrgection between Gand OH (Equation
2.31) is from Pohorecki and Moniuk (1988).

kOH- — ldO.ZZl-I—0.0IG-I- 1+11.895-2382/T) (3 . 25)

In the CQ and hydroxide system, kinetic expressions baseatbvities have been studied by
Haubrock et al. (2007). The analysis shows thas#tond order rate constant can be
correlated more accurately as a function of comaéiohs when activity based kinetics is
used.

3.10.2 Reaction rates for the CO ,/amine reaction

k2 is given as a function of temperature by Versteteg). (1996):
ko=4.4 - 18- exp(-5400/T) (3.26)

In Equation (3.26), the;ks based on measured data for MEA concentratiorie @pmolar
and low CQ concentrations. Equation (3.26) is only recommdngeto 313 K (Versteeg et
al., 1996). Kinetic data for other amines like DBAd MDEA are also available in Versteeg
et al. (1996).

3.10.3 Activity based reaction rates for CO ,/amine reactions

Almost all the kinetic expressions found in litena for reactions involving amines are based
on concentrations. In principle, it would be maceurate to use expressions based on
activities. This would also be more consistenhi;¢ases where the equilibrium is calculated
by activity based models.

It is reasonable that the change in the Henry'st@on for CQ is proportional to the change
in CO; activity. The change in CQactivity (a correction factor) can be calculatedfze ratio
of Hecoz in the solution and in diluted solution using Eqoiat(3.24). It is possible to adjust
the rate expression in Equation (2.33) with the saomeection factor (as an activity
coefficient), or adjust kto k' with the same correction factor.
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4. Pilot scale experiments and estimation of pressu re drop,
liquid hold-up, effective area and mass transfer co  efficients

4.1 Introduction to experimental work on the VOCC a  bsorption rig

At NTNU/SINTEF, there has been built an 18 meter flghorption column with diameter
0.5 meter. This was a part of the SINTEF project \@Q@alidation Of CQ Capture) which
was supported by StatoilHydro (now Statoil).

The VOCC project lasted from 2006 to 2010 with SINTdgl StatoilHydro as partners. The
objective of the project was to create a basigjt@ification of improved post combustion
absorption technologies by experimental studiesnelatively large absorber column. In the
experiments covered in this work, the column wasked with the structured packing 2X
from Sulzer Chemtech. Later in the project, vasiother packing materials were tested, and
a desorber section was also set into operatiomyiMaconditions of gas and liquid flow and
chemical system properties and the interaction éetvabsorbent and packing properties
were studied.

4.2 Description of the absorption rig

4.2.1 Process description

BLOWER

INOTOAD

H¥3gqyosav

d37002 SVO

ﬁ SINTEF

Figure 4.1: Principle of VOCC absorber test rig at SINTEF Materials and Clsdry,
Trondheim (from SINTEF).
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Figure 4.1 shows the principle of the absorptignwithout the desorption part shown. Gas
flows in circulation from the blower at the toprdhigh a gas cooler and into the bottom of the
absorber. The blower can vary the effect so thagts velocity through the packing can vary
between 0 and 5 m/s. The structured packing secfitdme absorber is 5 m high and is 0.5 m
in diameter After the packed section of the absgrthe circulating gas passes a demister
and a cyclone before it enters the blower agaimpup circulates liquid from one of the two
tanks on the floor level. The pump can make theididiow vary from 4 to 60 rfi(m*h).

Up to 300 kg/h C@can be added to the gas into the absorber froouttoor tank. This is
used in absorption experiments e.g. for measurenwddffective area. CGupply is not
needed for measurements of e.g. pressure dropupodehd distribution measurements. A
desorption part of the pilot plant was put into i@pien in 2010. This makes it possible to run
absorption experiments with G@nd amines continuously. The desorber part habeeot
utilized in the experiments in this work.
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Figure 4.2: TheVOCC test rig at SINTEF, Trondheim (Zakeri et 2011).

4.2.2 Instrumentation and sample analysis

The rig is instrumented to continuously measure gratpres, pressures and liquid and gas
flow rates. Temperature and pressure instrumeateated at every meter of height in the
absorber column. The G@ontent in inlet and outlet gas is analyzed withisher-
Rosemount Infrared instrument. The continuouslasoeed values are sent to a central
control system. Further details are described kedat al. (2011).
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An apparatus for measuring liquid distribution otrex cross-section area of the absorption
column is installed. The principle is that 9 colteccups are located inside the column, the
liquid is led out in plastic pipes, and the ligaichount from each cup is measured outside the
column. A setup for volumetric measurement afilighold-up in the packing is included.

When the liquid composition was varied, liquid sé@spvere taken at different locations in
the rig at regular intervals and analyzed separatehportant parameters are viscosity, amine
content and C@content. The liquid viscosity was measured uaingscometer similar to

the instrument described in Section 3.5. The chalncmantent was measured using titration
methods similar to the methods described in Se&@ibn The CQcontent was analyzed by a
titration method based on precipitation of BaCO

4.3 Pressure drop and hold-up experiments

4.3.1 Measurements of pressure drop and liquid hold  -up

The pressure drop was measured based on pressumuenieists at top and bottom of the 6
positions along the packing height. The 4 presswgasurements in the middle were used as
a check. Liquid flow was varied between 0 and Sgmf-h), and gas flow was between 0
and 17000 fi(m?-h).

Liquid hold-up in the column packing was measurediféerent gas and liquid flows
according to the procedure in Zakeri et al. (2008)short, the packing was first washed well
with water and dried for 3 days. The lean tank ineasted up to 25 °C, and the sump filled
manually up to a measured level when the packingsiih dry. The pump started at a low
flow and the level was measured when the flow wedeaed in the inlet on top. The level
with dry packing and pipes filled with liquid wastérmined and set to zero level for all runs.
When zero level was determined, the total hold-ayddbe determined at any time by using
the zero level in the calculation.

The experiments in this study were performed withcstired packing Mellapak 2X from
Sulzer Chemtech, and with air and water as fluith& viscosity of the water was changed
using sugar as viscosifier.

4.3.2 Results and discussion of pressure drop and h  old-up
measurements

The results are presented in Figures 4.3, 4.4 &ntbA1 cP (0.001 kg/(m-s)), 3 cP and 6 cP
respectively. The numbers for the different curaesliquid loads in [I/min]. The pressure
drop increases with increasing liquid loads. Thevffactor (F) in the diagrams is gas
velocity multiplied with the square root of the gimnsity.

In the measurement series presented in Zakeri €@09), the uncertainty in the hold-up
measurements was high because of difficultiestiabéishing a credible zero level. Because
of that, the hold-up measurements from these exyertis are not presented here, and only the
pressure drop measurements are shown in Figurar3] 8. Results from later hold-up
experiments are presented by Zakeri et al. (2011).
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Figure 4.3: Experimental relationship between pressure droptlamg@hase loads in the
packed column (Air/Water — 1 cP). The legend shiogusd flow in [I/min] and the pressure
drop increases with liquid flow (Zakeri et al., 200
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Figure 4.4: Experimental relationship between pressure droptlamg@hase loads in the
packed column (Air/Water — 3 cP). The legend shiogusd flow in [I/min] and the pressure
drop increases with liquid flow (Zakeri et al., 200
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Figure 4.5: Experimental relationship between pressure droptlamg@hase loads in the
packed column (Air/Water — 6 cP). The legend shiagusd flow in [I/min] and the pressure
drop increases with liquid flow (Zakeri et al., 200

The total pressure drop followed the expected patsra function of liquid and gas flows.
The column showed flooding-like behaviour at supafigas velocities of about 3 - 4 m/s
depending on the liquid flow. (The flow factor iscut 1.1 times the gas velocity at the given
conditions.)

The pressure drop increases slightly with increassmbsity at moderate gas loads.
According to traditional flooding and pressure dobyarts (Strigle, 1993), the pressure drop
dependence on liquid viscosity can be seen froncapecity factor, which is proportional to
the gas flow in exponent 2 and the liquid viscositgxponent 0.1 (assuming constant liquid
density). In the correlations from Rocha et a®93), the liquid hold-up is an important
parameter in pressure drop estimation. The liqold-op and then the pressure drop are
expected to increase with increasing liquid vistyosi

Also according to traditional flooding diagram®dtling velocity should decrease slightly
with increased viscosity (with a power law exponaidbout 0.05). Our experiments show a
slight flooding velocity increase with increasedoosity. This slight effect can be explained
by an increased liquid density. In Strigle’s deagr the liquid density dependence is given by
a power law exponent of -0.5. A liquid densityre&se of 30 % will then give a slightly
greater influence on flooding velocity than a 600nifrease in liquid viscosity.

At a given liquid load, the hold-up was close togt@ant as a function of gas flow, with a
sharp increase at very high (close to flooding)\gdscities. This is in agreement witlends
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found in the literature (Strigle, 1993; Suess apk&el, 1992). Hold-up increases as
expected with increased viscosity.

Pressure drop and liquid hold-up have been measisradunction of liquid flow, gas flow
and liquid viscosity between 1 and 6 cP in a 0.femeolumn with Mellapak 2X structured
packing. The parameter dependencies are in agréaviterdependencies found in literature.
A slight influence of viscosity on pressure dropl dlooding velocity has been found.

4.4 Liquid distribution experiments

4.4.1 Measurements of liquid distribution

In the VOCC project, one of the tasks was to penforeasurements of the distribution of
liquid over the cross section of the absorptiomgoi. A liquid collector with 9 rectangular
cups each with cross section 10°amas installed across the diameter just below gukipg.
From the cups, the collected liquid was transpaingupes through a measurement device.
The measurement device consisted of 9 buckets Wiltieth (bicked) after a certain amount of
liquid was filled in the buckets. The volume cotkst between each tilt was calibrated for
each bucket. The number of tilts was electronicagasured and the results were sent to a
program in LabView.

There have been performed many experiments of gteldition measured as a function of

gas and liquid flow. The distributions have beerasueed at three different angles (0, 45 and
90 ©) across the diameter.

4.4.2 Results and discussion of the liquid distribu tion experiments

Figure 4.6 shows the distribution for zero gas fev@0 °C at different liquid flows. The
experiment was run in 1000 seconds for each litpad.
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Figure 4.6: Measured liquid distribution at nine locations assathe diameter as a function
of liquid load at zero gas load. The legends shouid flow in [I/min].
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The liquid distribution pattern looks reasonablalaliquid loads. The liquid flow at any of
the points is in the order of magnitude +/- 40 %haf average liquid flow. The uneven
distribution has the similar pattern at all liglodds. This can be seen by that the maximum
liquid flow peak is located at the same positiontfie middle) independent on liquid load.
There are a few outliers in Figure 4.6, e.g. inrthédle of the column for 19.3 and 29.3 I/min
which are probably error measurements due to pnabigith the measurement device.

The collected liquid is about proportional to theuid load at low liquid loads, e.g. at the
three lowest liquid loads. The collected amourthatiowest liquid flow (6.2 I/min) should
be 520 crifor each cup at ideal distribution. The measuradunt varies from 450 to 850
cm®. The collected liquid is almost independent ofilijload at high liquid loads. At higher
liquid loads, the amount of collected liquid do@s imcrease with liquid load. This shows
that there are problems with the liquid flow measuents. A suggested explanation of the
overloading of the collection cups, is that theamaty in the sampling tubes is too small due
to unexpected pressure effects.

At increased gas loads, the measured liquid wasetion of the pressure in the column, so
the results at gas load greater than zero weretfibuliExcept for the example results
presented in Figure 4.6, the other results frondib&ibution experiments are not reported in
this work due to the experimental problems. Theesoaviously possibilities for
improvements of measurements of the liquid distrdyu

Typical liquid load at conditions for large scal®{emoval from a natural gas based power
plant is about 15 f(m?-h) which is equivalent to 50 liter/min and close8.8 liter/min in
Figure 4.6. From the experiments, the liquid thsiiion seems satisfactory at this liquid
load. Itis expected that it will also be satisfag at higher gas loads.

4.4.3 Comparison with liquid distribution experimen ts in literature

References about liquid distribution were mentiome8ection 2.5. There are very few
references of liquid distribution at large scal@adanction of different parameters. Such
experiments with measurements of liquid collectbseveral points are comprehensive, and
it is difficult to control all the influencing panaeters.

Hoek et al. (1986) and also Alix and Raynal (20€18)m that liquid distribution will not be
influenced by the gas flow up to the loading poiBkperiments at zero gas flow should then
be relevant up to the loading point. Alix and Raly(2009) experienced that the liquid
distribution was homogeneous in their experiments the structured packing 250Y with
liquid load 120 r¥(m?h). The measurements from Hoek et al. (1986) atdithat the liquid
distribution in structured packing improves slighfttom superficial liquid velocity 5 to 15
mm/s (about 20-60 H(m?h)). The experiments in this work indicate that liquid
distribution is satisfactory also at very low liguoads.

4.5 Absorption experiments and measurements of effe  ctive area

4.5.1 Principle for measurement of effective areai  n sodium hydroxide

The effective area can be measured by measuringpdaption of CQin a sodium
hydroxide solution. Under certain conditions, @@, absorption and reaction can be
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regarded as a pseudo first order reaction. Theesqaeession in Equation (4.1) is the same as
Equation (2.43) with Gea replaced by 64-.

RCOZ = CCOZ,INTERFACE Biq/ k |:IDCOZ |:Q::OH— (41)

Weimer and Schaber (1997) and Tsai et al. (2008) $towv an estimate ofa- can be
calculated using e.g. Equation (4.2).

a - VG |:In(yCOZ,IN /yCOZ,OUT) D HeCOZ (42)
= HRT JKDcg, oy

Values for Heoz, kand DQxo, can be estimated by correlations from Pohorec#tiManiuk
(1989) and they are used e.g. by Tsai et al. (2088pilar correlations from Versteeg et al.
(1996) were presented in Section 3.3, 3.9 and 3Thkse values are functions of temperature
and the rate constant for Equation (4.1) angdddare also functions of ionic strength.cd?

is also a function of viscosity.

4.5.2 Results and discussion of effective area expe  riments

Experiments were performed in the VOCC column wi@y, @bsorption into NaOH and later
also into MEA. Measured data for @@bsorption into NaOH are given in Table 4.0.
Equations (3.23) and (3.24) from Versteeg et al9¢) 9vere used to estimate Henry’s
constants. Values for tvere taken from Tsai et al. (2008). Equation (3f&)n Pohorecki
was used to estimate the rate constant as a fanafi@nic strength. The diffusivity was
calculated by Equation (3.1) and (3.3), and theoagyg in 0.3 molar NaOH relative to water
was estimated to 1.05 based on data from Haubttoalk @007). The calculated effective
areas as a function of liquid and gas flows aremgivnn Figure 4.7.
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Figure 4.7: Calculated effective relative interfacial area£g) in CO, absorption into NaOH
as a function of liquid and gas loads.
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Table 4.0: Measured data for C£absorption into NaOH for calculation of effectianeea.

D Yco2N | Ycozout| Tourt G L Con. Cco2
(UNLOADED)
[ppm] [ppm] [°C] [m*h] [[V/min] | [mol/I] [mol/l]

12 551 305 12.6 1305 50.1 0.3 0.0101
13 414 306 12.3 2699 54.7 0.3 0.0066
14 574 300 12.5 1290 70.1 0.3 0.0076
15 412 288 12.4 2526 69.5 0.3 0.0081
16 422 277 12.3 2384 90.5 0.3 0.0070
18 479 317 11.1 1285 90.2 0.3 0.0027
19 511 307 11.1 1263 120 0.3 0.0063
20 490 349 11.4 2460 120 0.3 0.0054
24 502 296 9.3 1275 120 0.3 0.0045
25 375 277 9.2 2213 120 0.3 0.0049
27 469 272 11.2 1284 90 0.3 0.0055
28 347 268 11.1 2361 90 0.3 0.0055
29 412 315 11.2 2153 90 0.3 0.0295
32 441 352 13.4 2333 10 0.3 0.0286
33 463 351 12.0 2318 20 0.3 0.0180
34 463 348 10.0 2300 35 0.3 0.0105
35 473 357 9.5 2269 50 0.3 0.0077
36 483 352 9.2 2240 70 0.294 0.0057
37 473 321 9.3 2020 120 0.294 0.0040
40 540 339 12.0 1318 10 0.294 0.0278
41 463 361 13.3 2335 10 0.296 0.0303
43 367 276 10.6 2675 50 0.296 0.0076
44 444 320 10.4 2258 50 0.296 0.0074
45 521 291 10.4 1305 50 0.304 0.0075
46 573 325 10.8 1307 20 0.304 0.0151
47 482 354 11.2 2317 20 0.304 0.0157
48 558 322 11.1 1314 20 0.304 0.0158
49 558 317 10.9 1310 35 0.304 0.0099
50 495 351 10.6 2304 35 0.304 0.0096
52 519 323 12.9 1310 15 0.304 0.0196
53 483 376 13.6 2487 15 0.304 0.0216
54 441 362 14.7 3108 15 0.304 0.0238
55 420 337 15 2974 25.5 0.304 0.0151
56 483 360 14.2 2438 24.9 0.304 0.0135
57 574 334 13.6 1312 24.9 0.304 0.0153
58 576 339 11.8 1307 30.3 0.304 0.0116
59 514 377 12 2305 30.3 0.304 0.0133
60 450 342 13 2923 29.7 0.304 0.0128

The CQ concentration in the gas before and after absorptims measured using a Fisher-
Rosemount infrared instrument. The concentratioimddaded NaOH was analyzed to
achieve the unloadedy@. concentration. The loaded solution was analyzextiieve the
concentration of absorbed GO
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Values for arr have been estimated in the range between 0.48.80d For a typical liquid
load for large scale Cabsorption of 10-15 F(m?®-h), &rr were measured to between 0.62
and 0.75. The measureg-avalues are discussed after calculations of estithatr values.

In the GHGT-10 paper (Zakeri et al., 2011), effextreas based on absorption into an NaOH
solution were calculated from the same measurenusimg other correlations. The resulting
effective areas were then between 0.6 and 1.0.

In the GHGT-10 paper (Zakeri et al., 2011), effextireas based on absorption into an MEA
solution were calculated using the same principt@sly the results from absorption into
NaOH are reported in this work.

4.6 Estimation of pressure drop and liquid hold-up

A literature overview of design methods for packetlimns was presented in Section 2.5.
The methods used here are mainly based on hydraabiels. These models normally
calculate the liquid hold-up before the pressumpds calculated. The results are compared
with numbers from an empirical diagram for Mella@@280Y structured packing from Sulzer
Chemtech (2009). Mellapak 250Y in stainless steehosen as packing material because it
is a standard choice of structured packing fordatcgale columns like G@emoval columns.
Mellapak 250Y has a slightly higher nominal spec#rea compared to Mellapak 2X with
approximately 205 fim®. The angle with the horizontal line is 45 degrieedvlellapak Y

and 60 degrees for Mellapak X types. For the twalpak types the mass transfer efficiency
is expected to be slightly better for 250Y, andphessure drop is expected to be less for 2X.

Input to the correlations is given in Table 4.1. Thbaditions are for typical Cabsorption

into MEA at atmospheric pressure for a natural gese8 power plant. Data are from the base
case from @i (2007). Background for the speciplgsical properties is described in Chapter
3. The liquid hold-up was specified to 0.09 in tiaéculations of the other parameters.

Table 4.1Specifications for estimation of pressure dropediVe interfacial area and mass
transfer coefficients at typical top and bottom d@itions in absorber column.

Parameter Top Bottom
Temperature, T [°C] 49 43
Pressure, P [bar(a)] 1.01 1.21
Gas superficial velocity,a/[m/s] 3.5 2.9
Liquid superficial velocity, v [m/s] 0.0041 0.0041
Liquid density,p. [kg/m] 1050 1110
Gas densitypg [kg/m”] 1.02 1.18
Liquid viscosity,u, [kg/(m-s)] 0.0023 0.0026
Gas viscositypg [kg/(m-s)] 0.000019 0.000019
Surface tensiong, [N/m] 0.055 0.055
Liquid CO, diffusivity, Dcoz [m%s] 1.2:1F 1.2-10°
Void fraction,e [m*/m”] 0.97 0.97
Nominal surface areayfm?m’] 250 250
Side of corrugation, S [m] 0.017 0.017
Liquid hold-up, h [m%¥m? 0.09 0.09
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Liquid hold-up and pressure drops have been cdtullasing Excel spreadsheets, by the
methods in Rocha et al. (1993), Billet and Schu(1€9€9) and Stichimair et al. (1989).
Parameters used in more than one correlation &relaged using Equations (4.3 to 4.8):
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(4.6)

4.7)

(4.8)

The h was calculated using a correlation from Billet &wthultes (1999) which is valid up to

the loading point:

2 0.333
] {12% v, (&, }
] 9P,

(4.9)

The liquid hold-up was calculated to 0.087 and 0.88%e specified top and bottom
conditions. A constant value of 0.09 was then usddter calculations of the other

parameters.

The equations in the correlation for pressure dromfStickimair et al. (1989) are given in
Equations (4.10 to 4.13). The packing specific patans A1, Bstand Grare 5, 3 and 0.45,

respectively.

Re, = Vg [d, [pg
He
A B
FST ST 4+ ST+ CST
Re; Re,

74

(4.10)

(4.11)



(Ej = 0750, 78 Pe e (4.12)
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The equations in the correlation for pressure dromfBillet and Schultes (1999) are given in
Equations (4.14 to 4.22):
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The equations in the correlation for pressure dromfRocha et al. (1999) are given in
Equations (4.23 to 4.27). The number 0.7071 is SiRY4
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A. =01770-—Fre 4.23
RO S[E%[0.7077 (4.23)

75



B, =887740 hc (4.24)
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Pressure drops in dry packing (with only gas) andl foressure drop (with gas and liquid) for
the conditions in Table 4.1 are calculated in Exaal the results are shown in Table 4.2:

Table 4.2Calculated pressure drop for Mellapak 250Y at tgbiCO, absorption conditions

Method Ap [Pa/m], Top Ap [Pa/m], Bottom
Dry Total Dry Total
Rocha et al. (1993) 306 740 244 604
Billet and Schultes (1999) 449 555 267 332
Stichlmair et al. (1989) 335 1305 270 1072
Sulzer Chemtech (2009) 700 300

The calculated pressure drop is sensitive to changas velocity. In Figure 4.8, calculated
pressure drops at column top conditions are shaanfanction of gas velocity using the 3
correlations. In the calculation, it is assumedt the conditions are below the loading point
with a constant liquid hold-up (as earlier spedifie 0.09). This may cause the pressure drop
to be under-predicted at high gas velocities.
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Figure 4.8: Calculated pressure drop from correlations usinghkag type Mellapak 250Y at
typical CQ absorption top column conditions as a functiogads velocity.
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For dry pressure drop (liquid load = 0) the cottietss calculate relatively similar results.
For total pressure drop, the Stichlmair correlagstimates much higher pressure drop than
the other correlations. For the other correlatioins relative deviation is in the order of
magnitude 30 %. The correlation giving the lowmsissure drop (Billet) is closest to the
pressure drop estimated from diagrams from Sulben@ech.

The pressure drop has also been calculated withaps 2X. The specifications are mainly
the same as in Table 4.1. The parameters whicbhamged, are the angle with the vertical to
60 ©°, the side of corrugation to 0.0182 m and freeific area to 205 ffm°. In Figure 4.9,
calculated pressure drops using Mellapak 2X atrmaltop conditions are shown.
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Figure 4.9: Calculated pressure drop from correlations usingkiag type Mellapak 2X at
typical CQ absorption top column conditions as a functiogas velocity.

The pressure drops in the pilot plant experimeritis Mellapak 2X (order of magnitude 100
to 200 Pa/m) were as expected lower than the etstthpressure drops for Mellapak 250Y,
but also lower than the estimated pressure drap¥léliapak 2X. All the estimation methods
show the same dependency when the gas velocigyriesds

It is difficult to give a fair comparison of thetasation correlations for pressure drop based
on these experiments and calculations. Thereitiezathces between the correlations in the
number of necessary parameters and in the waymaskiecific parameters are specified.
Some of the correlations make use of easily aviailphrameters like physical packing
dimensions, and other correlations are based anpers which must be fitted to
experimental data. The correlations presenteddreraot predictive without parameters
fitted to experimental data.

Rocha et al. (1993) also show large deviations éntlmain 50 %) between different estimation
correlations and experimental measurements of yre@skop in structured packings.
Sticklmair et al. (1989) state that the deviationpressure drop predictions are largest for
high gas flows and low liquid flows. Spiegel aneikt (1987) from Sulzer Chemtech have
made correlations for Sulzer 250Y structured paghkvhich are about + 20 % from
experimental values. These correlations are ofseolimited to this specific packing at the
specific conditions.
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4.7 Estimation of effective area

Effective relative interfacial areagg) values have been calculated in an Excel spreatishe
using the estimation methods from Rocha et al. )1, Billet and Schultes (1999) and deBrito
et al. (1992). The Rocha method is often calledBhavo or Rocha/Bravo/Fair method. The
equation forms from Brunazzi (1996) are used. Eqng4.28) is the deBrito correlation,
Equation (4.29) is the Billet correlation and (4.80the Bravo correlation. In Rocha’s
correlation, 0.35 is a packing specific parameteiMellapak 250Y. Billett's correlation does
not have any packing specific factors. The resarkspresented in Table 4.3.

03
Bgp = 0.465[@’;%] (4.28)
L N
acer = 150, [)°° (Re, " [We*® [Fr *® (4.29)
d 0.359
E

a... = 035[29.12(WelFr)** 3

4.30
Re, “[£% [{1- 093[09) 0.7071* (4.30)

Table 4.3:Calculated effective relative interfacial area fraorrelations at typical Co
absorption conditions at column top and column drotconditions.

Method arr, mAm®
Top Bottom
deBrito et al. (1992) 0.864 0.833
Billet and Schultes (1999) 0.452 0.463
Rocha et al. (1996) 0.927 0.950

Effective area is influenced mainly by the liquidw. In Figure 4.10,&ris shown as a
function of superficial liquid velocity. Other @aneters have been kept constant.
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Figure 4.10:Calculated effective relative interfacial area fraorrelations at typical C®
absorption column top conditions as a functionugesficial liquid velocity.

The deviation is less than 15 % for the deBrito Rodha correlations. There is a deviation
of about a factor of two between the Billet cortiela and the other two methods. The
effective area for packing Mellapak 2X in the pidant experiments has been estimated to
values between 0.5 and 1.0. This is in order ajmtade similar to the deBrito and Rocha
correlations. It is not expected large differeniceg:r- between the Mellapak 2X and 250Y
packings. Billets correlation estimate much lowkective areas. The correlation of deBrito
was expected to be most accurate because it id basexperiments also using Mellapak
packing from Sulzer Chemtech. Rocha’s correlaimaiudes a packing specific parameter, so
the poorer performance of Billets correlation carelzplained by not using any packing
specific parameter. Billets correlation is geneaal is the same for dumped and structured
packing. All the correlations show an increaseg with liquid velocity.

Effective areas from different correlations hav&dbeen calculated by Tobiesen and
Svendsen (2007). They find similar trends as imWork. They claim that the area
calculated by the Billet correlation is unrealiatlg low for high gas velocities. The deviation
in arr Should be evaluated in connection with the demmtiin ks or k.. This is discussed
after estimation of mass transfer numbers in Seecti8.

There have been some claims that a change in tfeesuension from top to bottom of a
column may influence the effective area in G@sorption. This is included in the model by
Billet and Schultes (1999). A Marangoni effecsigggested and discussed by Warmuzinski
et al. (1995) and Buzek et al. (1997). The gendedl is that varying surface tension may
enhance mass transfer. According to Billet's datien, the surface tension change is
important only when the surface tension decreases fop to bottom. In a Cabsorption
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column the surface tension is expected to incréasetop to bottom because the ionic
strength increases with Gading. So according to Billets correlation, theface tension
should not influence the effective area.

4.8 Estimation of mass transfer and heat transfer c oefficients

4.8.1 Estimation of gas side mass transfer coeffici  ents

Gas side mass transfer coefficients have beenlatddun a spreadsheet using the estimation
methods from Rocha et al. (1996), Billet and Sa&w(L999) and deBrito et al. (1992). The
equation forms are the versions in Brunazzi ef1&96). The deBrito correlation is defined
by Equations (4.31 to 4.33).

Ve [41p

Re,, =& "¢ 4.31
€oe S (4.31)

Shy o = 0.0336[Re,; B¢, ™ (4.32)

_SCGDB[DG[aN
Kg =— 1

(4.33)

The Billet correlation is defined by Equations @18 4.36). The packing specific parameter
0.41 is specified to the average of the values fBilitet and Schultes (1999) for the Montz
packings B1-200 and B1-300 which are similar pag&iwith nominal specific areas of 200
and 300 rfym®.

a
A, =— N 4.34
" E-h)E, @
By = % (4.35)
G N
ke = 04107, *° (B, " 18, (4.36)
The Rocha correlation is defined by Equations (4t874.39):
G
Shy ro = 0.054[Re,, B¢, ™ (4.38)
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Sh, . [D
ke :% (4.39)

For all the correlations, bothskvith dimension [m/s] anddwith dimension [mol/(rfts-bar)]
are calculated.

Ke
RLT

k, = (4.40)

The physical properties liquid viscosity, gas vatpand diffusion coefficients are calculated
from equations in Sections 3.3 and 3.4.

Table 4.4Calculated gas side mass transfer coefficienty@tal CQ absorption conditions.

Method ke [m/s] ke [mol/(m?-s-bar)], Top ks Kp, Bottom
Rocha et al. (1996) 0.052 1.93 0.048 1.81
deBrito et al. (1992) 0.033 1.24 0.031 711
Billet and Schultes (1999) 0.140 5.21 0.129.91

The gas side mass transfer coefficient is expdotée influenced by the gas velocity. In
Figure 4.11, k is shown as a function of superficial gas velacity
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Figure 4.11:Calculated gas side mass transfer coefficienty@tal CQ absorption column
top conditions as a function of gas velocity.
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The deviation between the korrelations is considerable. The deviation betwthe Billet
correlation and the two other methods is up tactofeof 4.

The deBrito and Rocha correlations feydstimation are close, and these two methods are
regarded as most reliable. The correlation fromrdeB based on experiments with
Mellapak packings. The Billet correlation estinsake values that are very far from the other
methods, and this estimation is not regarded teeleble for CQ absorption conditions.

All the correlations show an increase with gas velocity.

The mean values of the mass transfer coefficiemttop and bottom conditions using the
Rocha and deBrito methods are 0.041 m/s or 1.5mfes-bar) from Table 4.4. In GO
absorption, the liquid side resistance is normiaityting (Danckwerts and Sharma, 1966).
Because of that, the uncertainty in the gas sidgsrtransfer number is not influencing much
on the calculation of the absorption rate.

4.8.2 Estimation of liquid side mass transfer coeff icients

Liquid side mass transfer coefficients have bedcutated in an Excel spreadsheet using the
estimation methods from Rocha et al. (1996), Bdled Schultes (1999) and deBrito et al.
(1992). The equation forms are the versions imBeui et al. (1996). Equation (4.41) is the
correlation from deBrito.

k,_ = 334107 [{v, [3600°% (4.41)
Equations (4.42 to 4.45) define the Billet cornglat The packing specific parameter 1.05 is

specified to the average of the values from Béled Schultes (1999) for the Montz packings
B1-200 and B1-300.

p, = 9P (4.42)
L
D
Ep =—2% (4.43)
de
F, = (4.44)
aN
k, =105, [, *° OR, *** (4.45)
Equations (4.46 and 4.47) define the Rocha coroglat
Vi (4.46)

Vepr = ——————
= 0.7071h,

k, = 20| Dcoz Veee (4.47)
: 0.9[B140d,
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The calculated kvalues are presented in Table 4.5.

Table 4.5Calculated liquid side mass transfer coefficierttsypical CQ absorption
conditions.

Method k. [m/s] ki, [m/s]
Top Bottom
Rocha et al. (1996) 0.000084 0.000084
deBrito et al. (1992) 0.000075 0.000075
Billet and Schultes (1999) 0.000097 0.000095

The liquid side mass transfer coefficient is expedb be influenced by the liquid flow. In
Figure 4.12, kis shown as a function of superficial liquid vetgc A typical liquid load for
CO, removal from a gas based power plant is 2§m#-h) which is equivalent to about 0.004
m/s in Figure 4.12.
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Figure 4.12:Calculated liquid side mass transfer coefficiergsadunction of liquid velocity.

The correlations for kare giving similar results. The deviation betwées correlations is in
order of magnitude 30 %. At typical conditions thean value of all the methods is 0.000085
m/s. For small (and reasonable) changes in ligeidcity, the change in ks less than the
deviation between the correlations. All the catieins show an increase inwith liquid
velocity.

The deBrito method is based on experiments usinigapbk packing and is regarded as
reliable. The Billet correlation gives slightlyder k values than the other correlations
while the Billet effective area correlation givesich lower values than the other correlations.
Using the Billet correlations for both effectiveearand k will give considerably lower ka
values than using the other correlations. The ide@Br the Rocha correlations are expected
to give more reliable ka values.
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4.8.3 Estimation of water wash mass transfer coeffi ~ cients and height of
transfer units

It is assumed that a water wash section has the salumn diameter as the g@bsorption
section. The conditions are then the same foc&molumn top conditions in GO
absorption into MEA with the exception that the dibions for water have been used for the
liquid. The calculations are performed in an Exsgkeadsheet.

Table 4.6Calculated gas side mass transfer coefficienty@tal water wash conditions.

Method ke [mi/s] kp [mol/(m*-s-bar)]
Rocha et al. (1996) 0.041 1.56
deBrito et al. (1992) 0.026 1.01
Billet and Schultes (1999) 0.110 4.22

The deviations between the methods are the saméalas case with amine solution.
The mean values forglkof all the methods are 0.055 m/s or 0.034 m/®fdy the Rocha and
deBrito correlations.

4.8.4 Estimation of heat transfer coefficients and height of a transfer unit

Because there is an exotermic reaction in thedighiase, there will be some heat transfer
from the liquid to the gas in the lower part of tedumn. In the top of the column, the heat
transfer may be from the gas to the liquid. Sgiegal. (1996) has estimated to be 30-50
W/(m?K) in a packing with Mellapak 250X, and m Mellapak 250Y is expected to be in the
same order of magnitude. The highest values areidgb gas velocities. Equation (4.49) can
be used to estimate an HEWr for heat transfer.

It is assumed that the resistance to heat trarssfeainly on the gas side. An estimate for the
h. can be made from a mass transfer number by asguhanthe film thickness is the same
for heat and mass transfer.

(4.48)

With heat conductivity (&) of 0.58 W/(m-K), liquid diffusivity of 2-18 m?%s and k =
0.0001 m/s, hbecomes approximately 30000 W##). This is much higher than an
approximate g of about 50 W/(iK) so that it can be assumed that the resistaniceat
transfer is on the gas side.

An order of magnitude estimate for HEWr (for the heat transfer) is calculated using the
valuespg = 1 kg/n¥, Co= 1000 J/(kg-K), v = 3 m/s ¥ 50 W/(nf-K) and a = 200 fim?®,
where all values are for the gas phase. The negHfTUg pris 0.3 m.

_pG[Cp[vG

HTUg . = — (4.49)
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4.9 General evaluation of estimation methods for CO  , absorption

There are large deviations between the estimatoelations both in pressure drop, effective
area and mass transfer coefficients. This cormtuilsas also been drawn in review articles
like Brunazzi et al. (1996) and Wang et al. (2008pwever, all the correlations show the
same trends as a function of the varied paramaseirs this work.

The correlations using packing specific paramedegscloser to experimental data. Methods
using general characteristics (non-empirical patarsare less accurate. The correlations
used in this work all use packing dependent pararsetThe deBrito correlation is based only
on Mellapak packing from Sulzer ChemTech. ItasvBver important to have correlations
that do not need empirical parameters to give somble estimate. One way to define a
packing is e.qg. to specify a corrugated metal shaeking with & = 250 nf/m®.

4.10 Experimental investigation of pressure drop, | iquid hold-up and
mass transfer parameters in a 0.5 m diameter absorb  er column

A poster presentation with a paper has been pudisghGHGT-10 in Amsterdam (Zakeri et
al., 2011). The paper with title "Experimental @stigation of pressure drop, liquid hold-up
and mass transfer parameters in a 0.5 m diamegerlady column” is given in Appendix 3 .
The authors are Ali Zakeri, Aslak Einbu, Per O3a&ig, Lars Erik @i and Hallvard
Svendsen.

The paper presents updated results compared teshks presented in this work and in the
poster presentation at the TCCS conference (Zakati, 2009). The updated hold-up
measurements are expected to be more accurate newh paper, and the maximum viscosity
has been increased to 10 cFhe paper presents effective mass transfer areas! loam
absorption experiments into NaOH solution as dbedrin Section 4.5. Similar values for
aerr in the CQ/MEA system were also presented in the paper.

The effective areas found in the MEA solution wieigher than for NaOH. A possible
explanation is the effect of the lower surface i@m®f the amine solution and better wetting
properties. Another explanation for the differersthe uncertainty in the calculation of the
absorption rate, especially for the MEA systemerEhare considerable uncertainties in the
reaction rate constant, the diffusivity and the ifenconstant.

85



5. Calculation of Murphree efficiencies in structur ed
packing

5.1 Background for using Murphree efficiency

The calculation of necessary column height for,@noval is an important design factor in
CO, absorption using amine solutions. Process simonlggrograms traditionally use ideal
stages in absorption column calculations. A simyag to improve the ideal stage calculation
in a traditional process simulation program, isise Murphree efficiencies (& for a specific
packing height.

In a CQ removal plant, the absorber column is the largedtprobably the most expensive
unit. In a large scale absorber for O®moval from atmospheric gas, structured packiiig w
probably be used due to high gas capacity, higbieficy and low pressure drop. There are
many estimation methods available to predict tfieiehcy in such absorption columns.

An overview of estimation of column efficiency imae based C@absorption can be found
in Kohl and Nielsen (1997).

The CQ absorption rate is limited by the rate of reactietween CQand the amine. The
reactions normally occur in a thin liquid film ck$o the gas/liquid interface. At some
conditions, the amine concentration in the film b@rassumed to be constant, and the
reaction can be regarded as pseudo first orderregibect to C@® In that case, there are
simple expressions available to estimate the effiges. There are estimation methods
available by e.g. Secor and Beutler (1967), DeGou¢$974, 1982) and DeCoursey and
Thring (1989) to evaluate whether the pseudo @rder assumption is valid.

CO, absorption can be modelled with rigorous calcatagiof the concentration and
temperature profiles through the liquid film as tiemed in Section 2.7. There are many
examples of such rigorous calculation, e.g. Saetlat. (1985) and Al-Baghli et al. (2001).
Rate-based column simulations are based on thelattm of reaction rates, mass transfer
rates and heat transfer rates between the gasgaidl phases. Process simulation tools have
been used by many in rigorous column calculatiddssideri and Paolucci (1999), Freguia
and Rochelle (2003), Alie et al. (2005) and Zhangl.e(2009) have used the Rate-Frac or
RateSep model in Aspen Plus to simulate, @sorption especially into MEA. Kucka et al.
(2003) have used the Aspen Custom Modeler toolddehthe liquid film by dividing the

film into a number of segments.

There appear some problems when using rigoroudaion of CQ absorption compared to
simpler methods. The first is the complexity @farious calculations which makes it
necessary to find or estimate detailed physicgbg@mies. Some of these data are not easy to
obtain, and are not necessarily important for teueacy. The second problem is
convergence. More complex calculations increasalibergence tendency. A third problem
is that the more complex the calculation becontesntore difficult it is to evaluate the
influence of each assumption and specificationhenaiccuracy. If e.g. the conditions for a
simple rate expression like pseudo first ordemaeg a rigorous calculation may be less
accurate than a simple calculation.
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Aspen HYSYS has an estimation method to estimaéirphree efficiencies in plate
columns based on pseudo first order conditionse &stimation method is based on the work
of Tomcej et al. (1987), modified later by Rangwetlal. (1992). In a plate column, an
efficiency value is estimated for each plate. paaked column, a packing height of e.g. 1
meter can be defined as one stage with a Murplifieeeacy.

The advantages of using Murphree efficiencies in @lé3orption calculations, are that it is
simple, and that it can utilize the equilibrium retsdand robust stage by stage column models
already available in commercial process simulapimgrams. The main aim of this chapter is
to show that it is convenient and accurate (at leader certain conditions) to use Murphree
efficiencies in process simulation programs fouatured packing in C£absorbers.

5.2 Equations for mass transfer efficiency

5.2.1 Purpose of calculating Murphree efficiencies

The purpose of this section is to present the ampumnhecessary to calculate the CO
absorption rate in amine solutions, and especialyenhancement factor and the Murphree
efficiency. A simple and exact expression for akdting By in a countercurrent packed
column section from the height of a transfer unguggested. This expression makes it
possible to calculate the Murphree efficiency esifili when the rate expression is known,
e.g. in the pseudo first order regime. All theaons in Section 5.2 can be found (at least in
equivalent forms) in literature, except Equatiorl@® which is derived from an algebraic
combination of known equations.

5.2.2 Equations for chemical reactions, absorption and mass transfer

Equations for general chemistry, absorption andsniasfer were presented in Chapter 2.
Equations (2.2) and (2.7) represent the,@Osorption step. Equations (2.12) and (2.13)
show the two most important reactions between @@ an amine. Equation (2.30) shows
the rate expression for the second order reacebnden CQand an amine. Equations (2.35)

to (2.38) define mass transfer coefficients, diffitg and absorption rate. General absorption
theory including the two-film model, the penetratimodel and the surface renewal model is
presented in Section 2.5.

5.2.3 Equations for mass transfer followed by chemi  cal reaction

Absorption followed by chemical reaction was intiodd in Section 2.5. The rate of
absorption of an irreversible second order readtietveen C@from a gas and an amine in
the liquid phase, can be expressed by the equation:
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— pCOZ
Reoz =77 He He 1)

+ +
kea k. alEh k,[C, O

The equation is based on a steady state modeda$ and a liquid film, and an interfacial
area between the phases. Volume fraction of ligaglthe symbol f The theory is based on
the work of Van Krevelen and Hoftijzer (1948a; 1B8The enhancement factor Eh defined
by Equation (2.42) is a correction factor and ssi#tio of the mass transfer through the liquid
film and the mass transfer if there where no readtn the film (given the same conditions at
the interface and in the bulk liquid).

In the case of C&removal in amine systems, especially in MEA, ibfiten assumed
(Danckwerts and Sharma, 1966) that the resistanttesigas film and the reaction in the bulk
phase can be neglected, so that

_ Pcoe [k alEh

RCOZ He

(5.2)

Under some conditions, the reaction mechanismtisdrpseudo first order regime, and
follows the rate expression in Equation (5.3) whgkqual to Equation (2.43) with
concentration replaced by partial pressure dividg#ienry’s constant. The basic condition
for the pseudo first order assumption, is thatithed reactant (in this case the amine) is in so
large excess that its concentration is constatiteriquid film.

[A/k, -Deg, C
Re, = Pco2 Hze co2" ~Am (5.3)

In the pseudo first order regime, the enhancenaabf equals the Hatta number, Ha (Van
Krevelen and Hoftijzer, 1948a):

K, Dco,C
Ha: 2 CO2 Am (54)
kL

If the reaction rate is infinitely fast, and assogdiffusion based on a constant liquid film
model, the enhancement factor is.;EWan Krevelen and Hoftijzer, 1948a):

Eh, =1+ _CanDam (5.5)
2'Cc02,| 'Dcoz

There are similar expressions for.,Hor other absorption models like the penetration o
surface renewal model. The factor 2 in the denatomis due to the stoichiometric
coefficient of the liquid component in Equationl(2). In the case of a reversible reaction
between C@and an amine, the (bulk) liquid will be in equiliom with a partial pressure of
CO,, p*coz The rate expression (with gas film resistanatlaulk liquid reaction neglected)
can then be written:
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— (pcoz B p*COZ) l](,_aDEh

Reo = He (5.6)

Under the pseudo first order regime, it is reastenbuse Equation (5.7) in the case of a
reversible reaction. The gas side resistance septed by 1/kis also included in this
expression. The equation results whegyfbor irreversible reaction in Equation (5.1) is
replaced by (goz2 - p*co2), the bulk reaction is neglected and the pseudbdrder expression
(5.2) is inserted.

— (Pcoz — p*COZ) (& (5.7)

RC02 i_'_ He

kG k2'D(:oz'CAm

5.2.4 Definitions of K ga, absorption column height, HTU g and NTUg

Overall mass transfer coefficientg&, can be defined in analogy to Equations (2.38) an
(2.38) by

K a=— Reoz (5.8)
(pcoz 'pcoz)

Experimental values of mass transfer efficiencglugorption efficiency in packed columns
are often given as overalldd values.

To calculate the necessary height of an absorgttumn, the absorption rate equations are
often integrated from the bottom to the top. Amassumption is that the gas and liquid
flows are in ideal countercurrent directions. Teeivation can be found in standard
textbooks in chemical engineering like Coulson Rinchardson (1991).

Hror=HTUg - NTUg (5.9)

HTU and NTU are normally defined on a gas sidedyasid then the index G is often used.
HTUg can be defined by the expression:

G

HTU; = K ap
G

(5.10)

G is molar gas flow per cross-section in the colwwith dimension [mol/(s)], and ka has
dimension [mol/(rms-bar)]. This is consistent with an NTU exprassio

BOTTOM

NTUg = J.[ll(pcoz - Peo2)ldPcos (5.11)

TOP
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5.2.5 Tray and stage efficiencies

The overall tray efficiency is defined as the numifadeal equilibrium trays divided by the
actual (real) number of trays:

Eo - NIDEAL (512)

N REAL

The Murphree tray efficiency related to the ga gfdr tray number n) is traditionally
defined by the equation (Murphree, 1925):

— (y - yn+1)

- 5.13
(y _yn+1) ( )

M

where y is the mole fraction in the gas from tlag ti.1 is the mole fraction from the tray
below and y* is in equilibrium with the liquid atty n (as shown in Figure 5.1). Other
suggested definitions of stage efficiency are dised by Seader (1989).

Trav n
{or section n)

Figure 5.1: lllustration of mole fractions necessary for thdidigion of Murphree efficiency.

Overall and Murphree efficiency are connected lgyganeral equation (Coulson and
Richardson, 1991):

£ _IN[1+E, (mViL-1)]

© In(m-V/L) (.14)
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V and L are the molar vapour and liquid flow raéesl m is dy/dxat equilibrium (the slope of
the equilibrium curve). The symbol x in the m=dykkpression in Equation (5.14) is the
mole fraction of the total C{content in the liquid in the case of €&bsorption.

For packing it is standard to define HETP (Heightiizalent to a Theoretical Plate) so that

Hior = Nipga, LHETP (5.15)

where Hor is the total packing height.

There is a connection between HETP and JEblown by the general equation (Coulson and
Richardson, 1991):

HETP _In(m-V/L)
HTU, (m-V/L-1)

(5.16)

A Murphree stage efficiency or an overall stagéedhcy can be defined according to
Equation (5.13) and (5.14) for a structured paclalegnent with height Hey. Combining
equation (5.12), (5.14), (5.15) and (5.16) givesftillowing connection between Murphree
efficiency for a packing element and HFU

G

M (m-VIL-1)

ex;{HELEM qm-V/L -1)} -1
HTU
E, = (5.17)

This is the same equation as used in estimatictagke efficiency in natural gas dehydration
(@i, 2006). Itis suggested to use Murphree edficy for a small section of packing. If the
sections are very small, this approach will be agailis to an NTU/HTU approach.
Convenient choices of packing heights are 1 meatéteoheight of one packing element (e.g.
0.21 meter for Sulzer Mellapak).

It is possible to calculateyEHrom a HTW; value when m, V and L are specified by using
Equation (5.17). Theyevalue is very little dependent on mV/L (with a yesmall packing
section, it will be independent). Especially faral values of mV/L (as in the case of €O
absorption), kg is not influenced much by mV/L. The uncertaimyg, due to the mV/L
factor is almost negligible if a reasonable esteraftmV/L is used.
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5.3 Calculation of absorption rate and Murphree eff  iciency based on
pseudo first order

5.3.1 Base case specifications and conditions

To specify typical conditions for a G@bsorption process with MEA, an earlier calculated
case is used. A process for 85 %,@€moval from a 400 MW gas based power plant has
been simulated in Aspen HYSYS (di, 2007). The anpackage with a Kent-Eisenberg
(1976) equilibrium model modified by Li and She®9B) was used.

The specifications for a base case absorber céitmulare given in Table 5.1. The specified
CO, content in the lean amine is typical for an ansakition regenerated at a temperature of
120 °C and 2 bar(a) pressure with a low refluxe main results from the calculation are the
lean amine rate to achieve 85 % removal, the I6&ding in the rich amine (from the bottom
of the absorption column) and the temperatureserabsorption column.

Table 5.1:Specifications and results for base case, @&noval.

Inlet gas temperature, T [°C] 40
Inlet gas pressure, p [ bar (a)] 1.1
Inlet gas flow, V [kmol/h] 85000
CQO;in inlet gas, ¥o2 [Mol-%] 3.73
Water in inlet gas, 30 [Mmol-%] 6.71
Lean amine temperature [°C] 40
Lean amine pressure [bar (a)] 1.1
MEA in lean amine, Wea [Mmass-%] 29
CGO;, in lean amine, o2 [mass-%] 5.5¢ = 0.263)
Number of stages in absorber, N 10
Murphree efficiency in absorberyE 0.25
Removal grade of C£%] 85
Results:

Lean amine rate, L [kmol/h] 2750
CO; loading in rich aminey [mol/mol] 0.47
Outlet gas temperature [°C] 49
Outlet liquid temperature [°C] 43
Maximum temperature [°C] 53

The definition of Murphree efficiency in Aspen HYSYs slightly different from Equation
(5.13). If there are no feeds or outlets in thddte of the column the definition can be
written as Equation (5.18). If the molar vapowmfl(V) is assumed constant in the column,
the two definitions are equivalent.

- (V B’ B Vn+1 |3/n+1) (5 18)
) (V @/* - Vn+1 |3/n+1) '
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5.3.2 Calculation of Murphree efficiency for typica | column top
conditions

It is assumed that the conditions are in the pséiustoorder regime and that a gas side
resistance can be represented by a constant raasgetrnumber. In that case, a combination
of Equation (5.7) and (5.8) results in the follog/expression:

_ 1
Kesa= 1 He (5.19)

+
kGa aEL/ kz'Dcoz'CAm

Em can then be calculated using Equations (5.1Q)/f&and (5.19). The input is specified in
Table 5.2 and the reasoning for the input is priegeim the following paragraphs.

The total pressure is atmospheric (1.01°P4). po»is calculated to 530 Pa based on 85 %
removal from incoming gas with 3.5 mole-% €O 'he loading is set to 0.25 mol g@ol

MEA which is close to the calculated value of Oi2éhe base case calculation. The
temperature at the top stage was calculated t€48 the base case. The density is set to
1065 kg/ni based on data for 30 wt-% MEA with loading 0.28nfrWeiland et al. (1998).

kg is set constant to 2 mol/frbar-s) which is a typical value in structured jragkvith high
gas velocity. Estimation ofkand arr values have been performed in Subsection 4.8.1.
Nominal specific area (@ is specified to 250 Am? as for Sulzer Mellapak 250Y. The
effective area is normally less than the nominatd area. A correction factor of 0.75 is
typical for a&rrin structured packing, as can be seen from Figuge Correlations for
Dco2,.12a Dco2, Hecoz, v2a Hecoz and k are given in Equations (3.1), (3.2), (3.14), (3.456)
(3.17), respectively. The correction factor fiais 3.0 in Equation (3.2).

The values of h(0.055 I/mol for HMEA), h. (0.054 for MEAcarbamate) and (-0.019 for
CQO,), are taken from Browning and Weiland (1994). difeerence between He,in non-
loaded amine solvent and &8, 120iS neglected. lonic strength is set to 1.25 n(&lA 0.25)
for 30 wt-% (approximately 5 molar) MEA and loadidg®5. According to Equation (2.12)
or (2.13), absorption of 1 mole of G@sults in 1 mole of protonated amine and 1 mbke o
negative ion. The rate expression in Equation2(2id multiplied with the same correction
factor (1.3) as for the Henry’s constant. Thibeésause the change in Henry’s constant can
be regarded as an increase in,@&tivity. Any change in the activity coefficieot MEA is
neglected.

The concentration of free MEA is calculated by Kent-Eisenberg calculation in Section 3.2.
The factor mV/L does not influence much when gnsall, so a low value of 0.01 is used.

Kga is calculated by equation (5.19) and Hftbm equation (5.10). Murphree efficiency
for a packing section of 1 meter is calculated freogmation (5.17).
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Table 5.2:Input (and results) for & calculations.

Temperature [°C]
Pressur [bar(a)]

CO; partial pressure,do2 [Pa]

Loading CQ, a [mol/mol]
Liquid density,p [kg/m’]

Mole-flow gas/area [kmol/(/s)]

anomnaL [M?/m
Correction factor (He)

Correction factor)
Correction factor (g

Results:

EMURPHREE
Gas film resistance [%)]

Column top Column bottom
49 43
1.01 1.21

530 4040
0.25 0.45
1065 1106
110 110
250 250
1.3 1.6
3.0 3.8
0.75 0.75
0.243 0.120
7 3

The main result of the column top calculation s Hy calculated to 0.243. The gas film
contribution to the resistance (thg/lK¢ ratio in Equation (5.19)) is calculated to 7 %heT
temperature is varied in the range 30-60 °C, aaddbulting Murphree efficiencies are shown

in Figure 5.2.
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Figure 5.2: Murphree efficiency per meter structured packintha, = 250 nf/m® from a
pseudo first order expression as a function of &maure for typical column top conditions.



5.3.3 Calculation of Murphree efficiency for typica | column bottom
conditions

The calculation from column top conditions is cheahgp the conditions in the bottom of the
column. It is still assumed that the mechanism ibe pseudo first order regime. The total
pressure is 1.21 - 1@a. It is based on atmospheric pressure frortoghef the column and a
pressure drop of 0.2 bar in the columrogs calculated to 4240 Pa based on 3.5 mole-%
CO,. The loading is specified to 0.45 which is cles¢he calculated base case loading of
0.47 mol CQ/mol MEA. The base case temperature was calcutatd8 °C. The density is
1106 kg/ni at bottom conditions for 0.45 loading and the @Sty correction is calculated to
3.8 based on Weiland et al. (1998). The Henryisstant correction in Equation (3.24)was
calculated to 1.6.

The input and main results are given in Table 5The main result is theycalculated to
0.120. The gas film contribution to the resistafibe k/Kg ratio in Equation (5.19)) is
calculated to 3 %. The temperature is varied énréinge 30-50 °C, and the resulting
Murphree efficiencies are shown in Figure 5.3.tekhperatures above 50 °C, the equilibrium
partial pressure of C{bf the liquid exceeds the partial pressure innicg gas.
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Figure 5.3: Murphree efficiency per meter structured packinthve, = 250 nf/m® from a
pseudo first order expression as a function of &nmaoire for typical column bottom
conditions.
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5.4 Calculation of absorption rates based on profil es in film

5.4.1 Calculation of concentrations in liquid film in literature

There have been several attempts to calculate dheeatration profiles through the liquid
film based on available mass transfer and kineticers. The calculation is normally based
on the solving of a set of partial differential atjons. De Leye and Froment (1986), Al-
Baghli et al. (2001) and Kucka et al. (2003) araregles.

Programming tools like Fortran and Matlab are $lé&dor such calculations. Also tools like
Comsol, gPROMS and Aspen Plus can be used fopthgose. In this work, Matlab is used
to solve the partial differential equations in spcbblems. The purpose in this work is to
calculate the deviation between a rigorous calmrand a calculation based on a pseudo
first order expression. The Kent-Eisenberg equiln model and concentration based
kinetics are used in the calculations.

5.4.2 Calculation of penetration model for irrevers ible reaction

Equations (5.20) and (5.21) are from DeCoursey 419@r the case of a second order
irreversible reaction between an absorbed compohdatg. CQ) and a liquid component B
(e.g. MEA) with stoichiometric coefficient 2. Ediems (2.44) and (2.45) are the same
equations with C@and amine as A and B. Mass transfer is basedsomnface renewal model
(Danckwerts, 1951). The equations represent a dependent material balance for £&nd
MEA.

9’C, oC

D, — #-=—22 =k, [T, [C; =0 (5.20)
92C, aC

Dy — 7=~ =2k, [T, [C; =0 (5.21)

The initial and boundary conditions are that fer@ and x > 0, ¢ and G are equal to the
bulk concentrations, for t > 0 and xs; Co and G are equal to the bulk concentrations, and
fort >0 and x =0, gis the interface concentration ad@s/ox = 0 (DeCoursey, 1974). The
solution of these equations gives the concentratrofiles through the liquid film as a
function of time.

These equations have been calculated with MatlediloreR2007 based on the routine called
PDEPE. PDEPE solves systems of parabolic andielpartial differential equations in one
spatial variable and time. According to the Mattllzumentation, the partial differential
equations are converted to ordinary differentialampns using a second order spatial
discretization based on fixed nodes specified yuser.

The example file PDEX4 available in Matlab is ussd basis. This uses the subfunctions
PDEX4PDE, PDEX4IC and PDEX4BC to define the différ@ equations, initial and
boundary conditions. The concentration profilesadumn top and column bottom
conditions are calculated at the base case condigwen in Section 5.3. Necessary input for
the bottom conditions is shown in Table 5.3. Theoentration of C@at the interface is
calculated based on the Henry’s constant expres¢®h4) and (3.15), and the concentration
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of MEA is calculated from the Kent-Eisenberg spsdat as shown in Section 3.7. The
temperature is specified to a constant in eachutzlon.

The dimension values (x values) specified in tipaitrwere varied to achieve stable results.
The concentrations change much in the region betdies)’ and 1-10 m (as seen in Figure
5.4), so there are more specified values there cBlculated time values were selected to be
from 1-10°s to 1 s with a factor 10 change between each value

Table 5.3:Input parameters to Matlab calculations for irregée reaction.

Top (48 °C) Bottom (42 °C)

CO, diffusivity, Dcoo [Mm?/s] 9.1.10° 9.1-10
MEA diffusivity, Dyga [M%/s] 5.5.10° 5.5.10'°
Rate constant,.Km®/(s-kmol)] 21.9 15.9
Cwmeasuik [mol/m’] 2524 701.7
Ccoz, [mol/m’] 0.084 0.616

Dimension (x) values [m] 0, 1-03-10°, 1.10°, 3-1C%, 1-10/,
2-107, 3-10', 5-10°, 7-10", 1-10°,3-10°,
1-10° 3-10° 1-10% 3-10%1-10°, 3-10°,
1-10% 1-104 1

The result is shown in Figure 5.4. The figure sholne development of the concentration
profile of CG, as a function of interface contact time from teftight. The two first curves
are for very short exposure times (1 and 10 micwsés). The next four curves are for the
period between 0.1 and 100 milliseconds and argalese to each other near the interface.
The curve to the right is for 1 second.

0.7

0.6\

C(CO2) [mol/m3]
o o o
w N [6)] _

.
)

0.1

0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Distance [m] %10°

Figure 5.4: Concentration profile for C®in column bottom as a function of distance and
exposure time for irreversible conditions at bottoomditions, 42 °C.
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Based on the definition equation for diffusion, @, absorption rate can be calculated from
the concentration gradient at the interface usiggaton (2.38). In the Matlab calculations,
the absorption rate has been calculated from Equéii.22), wheredCa/ox) is calculated by
Matlab for a given time as an intermediate restiémsolving the differential equations.

rICOZ

-D 5.22
COo2 OX ( )

Figure 5.4 shows thaCa/ox close to x = 0 is approximately equal for expesiime between
0.0001 and 0.1 s. Itis then reasonable to ass@éCa/ox and also the absorption rate at a
given time (e.g. 0.1 s) is very close to the mdasogotion rate from time 0 to the given time.
This indicates that the pseudo order conditiondwdfidled in this time period. The deviation
from a calculation based on pseudo first order esgion (Equation 5.3) is given in Table 5.4
for bottom conditions. The deviation increasesfrb% for 0.01 s contact time to 12 % for 1
s exposure time. For column top conditions, thead®n is less than about 1 %.

Table 5.4:Deviation between absorption rates using pseudt éirder expression and based
on concentration gradients for irreversible reactim liquid surface at column top and
bottom conditions.

Location T[°C] Deviation Deviation Deviation
[96](0.01s) [96](0.15s) [%](1s)

Top 48 0.14 0.36 1.09

Bottom 42 1.1 3.7 11.9

The deviation for exposure time 0.1 s is 4 %, dmslis assumed to be representative. Using
the penetration theory, a typical exposure timelmnalculated using Equation (2.40).
Typical values of k= 0.00016 m/s and 3, = 2-10° m?s result in an exposure time of 0.1 s.

5.4.3 Calculation of penetration model for reversib  le reaction

For the case of reversible reactions, the desoripf the reactions becomes more
complicated. One new equation is necessary fdr edevant reaction product, the rate
expression in Equations (5.20) and (5.21) mustdeneled, and the equilibrium must be
taken into consideration. A simple way to desctheeequilibrium is to specify a constant
equilibrium constant (at a given temperature). @&geilibrium conditions are normally much
more complex as discussed in Chapter 2.3.

The equations (5.23) to (5.26) are from DeCourd®g2) and are based on a reaction with a
1,2,1,1 stoichiometry where 1 mole of A reacts vatimole of B to 1 mole of C and 1 mole of
D. The rate expression is first order with respedioth reactants in both directions.

9°C, aC

A 2A —— -k, [C, [Cy +k_, [T [T}, =0 (5.23)
ox ot
9°C, oC

B OXZB _ atB -2k, [C, [C,+2k_,[C.[C, =0 (5.24)
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9°C. aC
Do =55k, [B, [Cg =k, [T [T, =0

(5.25)

0°C 0C
D D _ D
P ax?

+k, [T, [C, ~k_,[C. [T, =0 (5.26)

The input for top and bottom conditions is giveMable 5.5. The bulk concentrations are
calculated from the Kent-Eisenberg model usingstireadsheets from Chapter 3.7. The
reverse reaction rate constant)ks calculated as the ratio of the forward ratestant and

the equilibrium constant calculated from the Kergelaberg spreadsheet. The dimension (x)
values are the same as for irreversible reactidralsie 5.3.

Table 5.5:Input parameters to Matlab for reversible reaction.

Top (48 °C) Bottom (42 °C)
Dcoz [M?/s] 9.1-10° 9.1-10'°
Duea [M%s] 5.5-10° 5.5-10'
Driveas [M7/S] 5.5-10° 5.5-10%
Dcars [M¥/s] 5.5-10° 5.5-10'
ks [(m%(s-kmol))] 21.9 15.9
k> [(m%(s-kmol))] 3.6-10" 5.96-10"
CcozsuLk [mol/m’] 0.0097 0.275
CMEA,BULK [moI/mS] 2524 645
Chmeas suk [mol/m’] 1250 2250
CCARB,BULK [moI/m3] 1224 2105
Ccoz, [kmol/m?] 0.084 0.616

In the calculations for column bottom conditiontgsiassumed that there isa 1,1,1,1
stoichiometry, because this is expected to be closeality than a 1,2,1,1 stoichiometry.
This can be explained by e.g. inspecting Figure 3le relevant stoichiometry in the
reactions is here regarded to be the net reactitimei main reaction zone. This influences on
the necessary mass transport of the componentamdatout from the reaction zone.

In the calculation for pseudo first order condispthe driving force in Equation 5.34&> ) is
replaced by (€02, - CcozsuLk) for reversible reaction. The results are shawhable 5.6.
For the top conditions, the deviations are vergeltm the deviations calculated from
irreversible conditions in Table 5.4.

Table 5.6:Deviation between absorption rates using pseud dirder expression and based
on concentration gradients for reversible reactioriquid film.

Location T[°C] Deviation [%] Deviation [%] Deviation [%]
(te=0.01s) (te=0.15s) (te=1s)

Top 48 0.11 0.34 1.08

Bottom 30 0.39 2.1 7.4

Bottom 42 1.1 3.8 11.9

Bottom 50 0.40 4.5 16.5
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The results from column bottom conditions are shbweFigure 5.5. Also for reversible
conditions, the four curves for the period betw8d)901 and 0.1 seconds are very close near
the interface. The results have been compareditolations based on pseudo first order
conditions at 50 °C. The deviation increases fio¥ for 0.01 s contact time to 16 % for 1 s
contact time. Extra node points (x values in T&b8) were added in the Matlab calculation
to check whether the discretization was sufficiefihere was a slightly larger deviation (from
4.5t0 4.8 % at 0.1 s) when extra values were atidedeen 1-10m and 5-19 m.
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Figure 5.5: Concentration profile for C@as a function of distance and exposure time for
reversible conditions at column bottom conditiofz °C.

It is assumed that an exposure time of 0.1 s iesgmtative. In that case, the calculations
indicate that for reversible reaction, the deviati@tween pseudo first order calculations and
calculation based on G@rofile from a penetration model is well below %0

There are uncertainties due to the equilibrium rhaae this may be improved with a more
accurate model. The uncertainties in the daté&#®kinetics and mass transfer models are
probably more important. There are also large dacgies due to the lack of knowledge of
the actual kinetics and mass transfer mechanisradarge scale absorption column.
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5.5 Estimation of enhancement factors to check pseu do first order
conditions

5.5.1 Enhancement factors for irreversible reaction

An overview of different estimation methods for anbement factors in mass transfer with
chemical reaction is given by Van Swaaij et al9@)0 A standard test to evaluate whether
the reaction is in the pseudo first order regim® isompare the Hatta number and the
enhancement factor for infinitely fast reactionngsEquations (5.4) and (5.5 Ha is larger
than 2 and Ehis much larger than Ha, this is a traditionalestdan for the reaction to be in

the pseudo first order regime (Versteeg et al.619%n estimated value for_lof 0.0001 m/s

is used in the estimation of Ha and.EHn Figure 4.11, kwas estimated to values of order of
magnitude 0.0001 m/s.

Comparisons of Ha numbers and Etumbers for typical conditions are presented togret
with later results in Table 5.8. At column tope tBh, number of 16100 is much higher than
the Ha number of 104 and the pseudo first ordarmapton should then be valid. At bottom
conditions, the difference is less. JHqual to 566 is still higher than Ha equal to 43.
temperature 50 °C at bottom conditions, the iElstill 10 times higher than the Ha number.

DeCoursey (1974) suggested Equation (5.27), aroappate and explicit expression for Eh
as a function of Ehand Ha for absorption followed by an irreversibéeond order reaction.

The expression is based on the surface renewatythebich is regarded to be more close to
reality than the traditional film model.

+1)

Ha? ( Ha’ N Eh,_ Ha®
4.(Eh, -1)* (Eh, -1) (5.27)

- +
2:(Eh, -1)

At column top conditions, the enhancement factos ealculated to the same value as the
Hatta number (0.1 % deviation). Also by this ewsilon, pseudo first order conditions can be
assumed in the column top.

At column bottom conditions, the enhancement fastas calculated to 41.9, a deviation of
3.5 % from the Ha number. When the temperatureimaeased to 50 °C, the deviation
increased to 3.9 %.

5.5.2 Enhancement factors for reversible reaction a  nd equal diffusivities

DeCoursey (1982) has also presented Equation (02&)e calculation of Ehfor reversible
reactions based on Danckwerts’ surface renewalyi(@851) assuming equal diffusivities
for all species in aqueous solution and also agssyithil,1,1-stoichiometry. The reaction in
Equation (2.12) is an example of 1,2,1,1 stoichimynand Equation (2.13) describes a
reaction with 1,1,1,1 stoichiometry.
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eh, =1-908 s o, er )+ | (K eror, o m, ek g
00 2 q 1 2 1 2 4 q 1 2 1 2 (528)

In the case of C,Qabsorption into MEA, q-= @EA,B/(CCOZ,FCCOZ,B), I = CHMEA+,B/CMEA,B

and I'; = Cears-8/Cuveas. DeCoursey then suggested to use Equation (Briyiipally for
irreversible reaction to calculate the enhancerfeator and refers to this as Danckwerts’
method. For the calculations, some concentraiiotise mixture are necessary to estimate.
These values are calculated using Kent-Eisenbeggigibrium model in Section 3.7. The
input is specified in Table 5.7%qga is the fraction of MEA in free form and is alsdatdated
by Kent-Eisenberg.

Table 5.7:Input from Kent-Eisenberg calculations for estimatof enhancement factors.

Top(49 °C) Bottom(43 °C) Bottom(50 °C)
Ccoz 0.000011 0.000296 0.000491
CnvEA 2.527 0.649 0.734
I 0.484 3.24 3.08
I, 0.495 3.47 3.34
'MEA 0.505 0.130 0.135
K 57600 24700 14100

The results are presented in Table 5.8. At coltoprconditions, the enhancement factor was
calculated to the values close to the Hatta nur(di®out 0.4 % deviation). As with
irreversible reaction, pseudo first order condisi@an be assumed in the column top. At
column bottom conditions, the enhancement factar egdculated to 42.4, a deviation of 2.4
% from the Ha number. When the temperature wasased to 50 °C, the deviation
increased to 3.4 %.

5.5.3 Enhancement factors for reversible reactiona  nd non-equal
diffusivities

DeCoursey and Thring (1989) presented equationapfproximate calculations of
enhancement factors for reversible systems takeraircount different diffusivities and
different stoichiometry, e.g. 1,1,1,1 or 1,2,1The expressions are based on the surface
renewal theory. They are not explicit and itenat®necessary. In this work, expressions for
Eh, are utilized, and Eh is then calculated using Bqng5.27).

Equation (5.29) containg which in the case of Cabsorption into MEA is the ratio
Dwmea/Dco2. Ic and p areDyvea+/DcozandDears/Deoz.

(Eh?-1)
qEhQ/r, +1)

Equation (5.30) is for 1,1,1,1 stoichiometry andu&iipn (5.31) is for 1,2,1,1 stoichiometry.

B=1- (5.29)
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a1 Eh’ -1 En*-1) |
” K[B(rl+qE(EhEL/E+1)]EEr2 +qE(th/E+1)J E Drz] (5.30)
_2a 1 (Eh* -1) En’-1) |

In the case of instantaneous reactions,equal to 1 (DeCoursey and Thring, 1989). &t th
case, equations (5.29) and (5.30) or (5.29) arglj®an be solved to achieve Eh. This is
performed in a spreadsheet where Eh is first gdesse then adjusted to achigve 1.

At low CO; loadings, the reaction in Equation (2.12) will doate, and this has a 1,2,1,1
stoichiometry. At high loadings, the reaction iquiation (2.13) with a 1,1,1,1 stoichiometry
will dominate. Figure 3.5 indicates that at tomditions (loading 0.25), thereisa 1,2,1,1
stoichiometry and at bottom conditions there itogaeto 1,1,1,1 stoichiometry. There is
however some uncertainty in the actual reactionhaeism, and there is uncertainty in which
components that are dominating in the diffusiongport. The diffusivity ratio between
MEA and CQ (rg) is set to 0.6 based on experimental data frorjd&net al. (1993). The
diffusivity ratios between the other componengsamd p are set to 0.5, a slightly lower
value.

Equations to estimate enhancement factors fromr&ewbBeutler (1967) are also included.
The equations (5.32) and (5.33) are simplifiedtifier case of 1,1,1,1 stoichiometry agdrg
and p are specified to 0.6.

W =0.50K BL:coz,i)z +4[K E:coz,i EQCMEA,O +\/K BL:coz,o |:CMEA,0)05
- 0502 E{/K E:coz,o ECMEA,O +K ECCOZ,i) (5.32)

Eh=1+r. 3 bt (5.33)

( CO2,i _Ccoz,o)

In Table 5.8, Eh values and deviations betweemesion methods and the pseudo first order
expression are shown. The table shows that thiatitavs from pseudo first order conditions
are negligible at column top conditions. At colubwoitom conditions, the deviations increase
with temperature. The DeCoursey and Thring modetkvis based on reversible reaction
and non-equal diffisivities show the largest dewiat The deviation is larger for 1,2,1,1
compared to a 1,1,1,1 stoichiometry. Assuming#hhfl,1,1 stoichiometry is closest to the
reality at the bottom conditions, the error is léemn 10 % up to about 50 °C.
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Table 5.8:Deviation from pseudo first order expression fdireated enhancement factors.

Model Stoichio- | Top Bottom Bottom
metry (49 °C) (43 °C) (50 °C)
Eh/ Dev.[%] | Eh/ Dev. [%] | Eh/ Dev. [%)]
Ha number 103.8 43.4 57.3
Eh, (film based) 16100 586 701

DeCoursey, irreversible (1974) 1,2,1,1 103.5/ 0.3 1.943.5 55.0/ 3.9

DeCoursey, reversible (1982) 1,1,1,1 103.5/ 0.3 4/424 55.3/3.4

DeCoursey and Thring (1989 1,2,1,1 103.0/0.8 6/338 50.4/ 12.0

3
3
Secor and Beutler (1967) 1,111 103.5/0.3 42a/ 54.9/ 4.1
3
D

DeCoursey and Thring (1989 1,111 103.2/ 0.6 18D 53.2/7.1

5.6 Discussion on estimation of Murphree efficienci es

5.6.1 Comparisons with CO , absorption efficiencies in literature

There are not many literature sources containimppeaance data on large scale £0
absorption in amines at atmospheric pressure. eldrer some available pilot scale data, but
in most cases, only limited data are available.

Tomcej et al. (1987) presented estimated Murphlate pfficiencies ranging from 12.9 % in
the top to 5.3 % in the bottom. The conditionsen&tmospheric pressure, 28 wt-% MEA
with a loading of 0.2 in top and 0.40-0.46 in baottolf the plate distance is set to 0.5 meter,
this corresponds to Murphree efficiencies per metabout 26 % in the top and about 11 %
in the bottom. The values calculated in this W@4% % in top and 12 % in bottom) are
reasonable compared to the values calculated byc&jonThe efficiency in structured
packing is however expected to be higher than lateolumns.

5.6.2 Uncertainties in the different factors in the pseudo first order
expression

In addition to the uncertainty in the pseudo fister assumption itself, there are uncertainties
in all the factors in the pseudo first order expras:

- Specific interfacial areaga-
- DifoSiVity, Dco2

- Henry’s constant, Hg),

- MEA concentration, Gea

- Kinetic rate constant,k

The uncertainty in the specific interfacial area ba estimated from the difference in well-
known estimation methods. It is known (Wang et2005) that the differences in estimation
of effective area are large. This is illustratedrigure 4.9. The uncertainty igrais

estimated to be 0.75 £ 0.25 or about + 30 %, aadéhulting relative uncertainty in
efficiency is about the same.
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The diffusivity is estimated based on diffusivityr ICQO, in pure water and a correlation based
on the effect of changed viscosity. The changadoosities is based on data from Weiland et
al. (1998) which are verified by Amundsen et a0(d2). But it is a question how accurate the
diffusivity correlation is. An estimated uncertgim the diffusivity values is + 20 %

resulting in an uncertainty in efficiency of abaut0 %.

The Henry’s constants for G@re calculated based on values from Browning aedand
(1994). The difference between ¢dein the amine solvent and bH& n2owas neglected.

From data from Browning and Weiland, this effeaddd give an increase of the total
correction factor of 8 % at 25 °C. The effecteduced solubility in amine solutions
compared to pure water is reduced with increasngperature (Wang et al., 1992). The error
due to neglecting this effect should be only a #w The uncertainty in the g, value in
loaded amine solution is estimated to +/- 20 %, thedesulting uncertainty on the efficiency
is about the same.

The calculation of free a also influences the efficiency calculation. Imstivork the
concentration has been calculated with the Kengtitierg model which has some
uncertainty. An activity based equilibrium mod&kl Austgen et al. (1989) will probably be
more accurate, but the equilibrium model shouldepebdly be the same in the basis
calculation and the profile calculations. An aityivbased equilibrium model would also have
the possibility to calculate the activity coeffiote of CQ and MEA.

The Henry’s constant expression in Equation (2nd) r@action rate expression in Equation
(2.30) are both based on concentrations. The doorefactor for He (1.3 in top and 1.6 in
bottom) can be regarded as an increased activitg@. It is reasonable to expect that the
activity of CQ, increases by the same factor in a kinetic expassrhis correction can
equivalently be performed by multiplying the ratmstant k with the correction factor. The
activity coefficient of MEA might also be changdulit this is neglected. The uncertainty in
k. is expected to be + 20 % resulting in an uncetyamefficiency of about = 10 %. The
uncertainty in the reaction rate is higher at higbading due to uncertainty in the rate
expression in both the forward and reverse reaction

5.6.3 Uncertainties in other factors influencing th e efficiency

The uncertainty in &which is specified to 2 mol/(frbar) is quite large as can be seen from
values in Figure 4.10. But because the gas fikistance is only 3-7 %, the resulting
uncertainty on the absorption rate due¢asksmall. The contribution of the gas film
resistance is almost negligible at about 40 °Ctlieitontribution increases with increasing
temperature.

The mV/L factor which is specified constant at Oil@Equation (5.17) has a minor influence
on the calculated efficiencies. The error in thisstimated to be less than 1 %.

The effect of gas and liquid distribution or back<mg is not included. It is assumed that
good liquid distribution will result from high qust equipment. It is also expected that the
pressure drop will be high enough to ensure gosddgaribution. Because the efficiencies
are so low, mal-distribution and back-mixing aré expected to be important factors at
normal process conditions.
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It is assumed that there is thermal equilibriuneanh stage (of e.g. 1 meter). There are some
uncertainties in the rate expressions and equihibiconditions which are very sensitive to the
temperature. The assumption of constant temperatuhe liquid film and the bulk liquid is
expected to be reasonable. The assumption of égakrature in gas and liquid is not
accurate, but it is however expected that a tentyexraifference between gas and liquid will
be very low after 1 meter of gas/liquid contact.Slubsection 4.8.4, an HTU for heat transfer
was estimated to 0.3 m based on an overall hesfemnumber of 50 W/(fK). With this

HTU value, the temperatures in the gas and lighasp will be very close to each other after
a packing height of e.g. 1 meter of packing.

Selecting 1 meter of structured packing for eaajesin a column simulation is convenient
and probably accurately enough. A smaller elerherght, e.g. 0.21 meter as the element
height in Sulzer Mellapak could also be chosenis Thoice would probably increase the
accuracy slightly, because the temperature prafeld be closer to a profile for ideal
countercurrent flow.

5.6.4 Evaluation of pseudo first order conditions

In Table 5.9, the deviations between enhancemetdrfacalculated from concentration
profiles in Section 5.4 or from estimation methadSection 5.5 and enhancement factors
calculated from the pseudo first order expressiercampared. Only the bottom conditions
are compared, because the calculated deviationpareahto pseudo first order conditions are
small at column top conditions. In the Matlab cédtions of concentration profiles, and in
the DeCoursey and Thring estimation, a 1,1,1,kBiometry was assumed at bottom
conditions.

Table 5.9:Comparison between deviations from pseudo firstiom enhancement factors
calculated from concentration profiles and calceldtfrom estimation methods at column
bottom conditions.

Method/model Irreversible | Irreversible | Reversible Reversible
(43 °C) (50 °C) (43 °C) (50 °C)
[%0] [%0] [%0] [%0]

Conc. profiles @= 0.1 s) 3.7 4.1 3.8 4.5

DeCoursey, irrev. (1974) 3.5 3.9

DeCoursey, rev. (1982) 2.4 3.4

Secor & Beutler, rev. (1967 3.0 4.1

DeCoursey & Thring (1989 5.5 7.1

For irreversible conditions, the deviations caltedbawith the different methods are very
close. For reversible conditions, the differentéeviation between the methods is about an
order of two (from 3.4 to 7.1 at 50 °C). The estied deviation in enhancement factors
calculated with the pseudo first order expressmpalculated to be less than 10 % for
conditions below 50 °C.

De Lind Van Wijngarten et al. (1986) and Winkelmaatral. (1992) has claimed that the
estimation methods calculate enhancement factdrsless than 5 % error at most conditions.
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Tobiesen et al. (2007) have compared enhancemeantdacalculated by estimation methods
and rigorous simulation, and have calculated dmnatfrom pseudo first order calculations
above 50 % at high CQoadings (above 0.4) at temperatures in the r&dge0 °C. In this
work, the temperatures are up to 50 °C. The rigoaalculations by Tobiesen et al. were
based on simple second order kinetics as in thi&wi was also based ona 1,2,1,1
stoichiometry while a 1,1,1,1 stoichiometry is nefgal to be closer to reality in this work.
The exposure time was estimated by a method frooh&et al. (1996) in the work of
Tobiesen et al. Enhancement factors calculatefolesen et al. from the method from
DeCoursey (1982) were between the values calcutagebusly and the values based on a
pseudo first order expression. In this work, tegneation method by DeCoursey and Thring
(1989) gave larger deviations than DeCoursey (188&)pared to a pseudo first order
expression. This indicates that the method fror@@esey and Thring (1989) gives a better
estimation of the deviation from pseudo first ordenditions than the DeCoursey (1982)
method.

The uncertainty in whether the pseudo first orogression is valid, is very dependent on the
estimated exposure time if using a penetration madine film thickness if assuming a film
model. There is no available method to predictekigosure time or film thickness accurately
without assuming some sort of simplified model.

The total uncertainties in estimated absorptioesand Murphree efficiencies are expected to
be £ 40 %. The largest uncertainty is due tceffiective interfacial area. Below 50 °C, the
uncertainty due to whether the pseudo first ordeddions are valid is expected to be less
than the uncertainties due to inaccurate physicglgaties.

5.7 Summary of Murphree efficiency calculations

A simple and exact expression for calculating Mueghefficiency in a countercurrent packed
column section from the height of a transfer uag been suggestedy Bas been calculated
for typical conditions for C@absorption into aqueous monoethanolamine (MEA) from
atmospheric exhaust using a structured packing sgiéitific nominal area 250%m?*. The
calculations were based on the expression for pskrsd order reaction between g@nd
MEA. A gas side resistance based on a constantuknber was also included, which
contributes to about 5 % of the total resistarfeer typical conditions with 40 °C in inlet gas
and liquid, a packing section of 1 meter had awated E of 0.24 in the top and 0.12 in the
bottom. In the column top, with a Gading of 0.25, kg varied between 0.18 and 0.25 in
the temperature range 30 - 50 °C. In the bottom, avCQ loading of 0.45, | varied
between 0.09 and 0.14 in the same temperature.range

Calculations based on rigorous calculations inlithed film have also been performed. At
column top conditions the deviation compared taidsdirst order calculation is small. At
column bottom conditions, the deviation was calmdaat different temperatures and
exposure times. The deviation compared to a psersi@rder calculation increased with
temperature and exposure time. With an exposore of 0.1 s, the deviation from pseudo
first order was less than 10 % below 50 °C.
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Murphree efficiencies were also calculated withragpnation methods from literature.
Methods based on enhancement factors from SecdBamier, DeCoursey, and DeCoursey
and Thring were used. In the column top, whered@eloading is low, the deviation was
calculated to be less than 1 % between pseudmfist calculations and other methods. In
the bottom of the column, the efficiency is reduedten the pseudo first order conditions are
not met, and the deviation is increasing with terapge and C®loading. The estimation
method from DeCoursey and Thring for reversibletiea and unequal diffusivities showed
the largest deviation of 7 % from pseudo first orckdculations at 50 °C.

Below 50 °C, the uncertainty due to whether theigsdirst order conditions are met is
regarded to be less than the uncertainties dueatwurate physical properties. The largest
uncertainty is due to the effective interfacialar@ he uncertainties in estimated absorption
rates and Murphree efficiencies are expected ia beder of magnitude £ 40 %.

The advantages using Murphree efficiencies in @l63orption calculations, are that it is
simple, and that it can utilize the equilibrium retsdand robust stage by stage column models
already available in commercial process simulapimyrams.

Some of the results from this chapter have beesepted in a poster presentation in Regina
(9i, 2009b). An extended version with the Murpheéfciencies shown in Figure 5.2 and 5.3
is given as a paper in Appendix 4. The appendmeaant to be a documentation of the
calculation of Murphree efficiencies based on aifsdirst order expression. Appendix 4
does include estimation of enhancement factorsgbes not calculate absorption rates based
on profiles in the film. Appendix 4 also includétcalculation of necessary equilibrium
concentrations based on Kent-Eisenberg from Se@tibn
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6. Process simulation of CO > removal

6.1 Introduction to process simulation of CO  , removal

A general literature review over process simulatd&O, removal has been presented in
Section 2.6. Most of the calculations mentionethmliterature have used Aspen Plus as the
process simulation tool. Aspen HYSYS has also hesed for CQremoval simulations, but
mainly at higher absorber pressures than atmospheri

The work with simulation of C@&removal using Aspen HYSYS at Telemark University
College has been developed in several studentgisoj@he amine package with the Kent-
Eisenberg equilibrium has been used in most caseisthe absorption and desorption
columns have been simulated with constant Murpéfiégencies. Several student projects
have included equipment dimensioning and cost asitom based on CGimulation
calculations. This has made it possible to cateutast optimums (minimums) based on
parameter variation. Many of the projects have alsluded comparisons of different
process simulation tools, different equilibrium retedand different cost estimation tools.

There are very few comparisons found in literaflveut different models using different
process simulation programs for g&bsorption. One example is Luo et al. (2009) who
compared different simulation tools with experingmtata from different pilot plants. In
these comparisons, only one calculation was meatiavhere Murphree efficiences were
used. A constant Murphree efficiency using Aspadffac had been fitted to experimental
data using 25-35 stages, but the efficiency valas mot referenced. It was also tried to keep
the number of stages per packing section constadtto calculate different absorption
efficiencies from measured gas concentrationstisiresulted in convergence problems.

The purpose of this chapter is primarily to pregbatprocess simulation calculations
performed especially with Aspen HYSYS. Then the&sHYSYS absorber calculations are
compared with other tools like Aspen Plus. Thecpss simulations are used as a basis for
equipment dimensioning, cost estimation and paranogitimization. The last section of the
chapter discusses the uncertainties in the caloonkat

6.2 Aspen HYSYS Simulation of CO , removal

6.2.1 Development of Aspen HYSYS simulations

The work has been developed in several studentgsj Two of the early Master Thesis
reports with simulation of C&removal using Aspen HYSYS at Telemark Universitll€ye
were Vamraak (2004) and Moholt (2005). The workMaynraak resulted in a simplified
model of a natural gas based power plant. The Wwgioholt resulted in a CQemoval
process with absorption and desorption. Amund2607) developed this G@emoval
process model further.

The Aspen HYSYS simulations in this section areedasn models from these student works.
In this section, the stage efficiencyEs specified constant to 0.25. This is specifigither
arbitrarily, but the intention was that one stagéhie simulation should be equivalent to order
of magnitude 1 meter packing height.
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6.2.2 Simulation of a combi-cycle power plant

Figure 6.1 shows a simplified flowsheet of a comblie power plant.
Maliufal gas feed _{ ——

Combustion
’me
Generator 1

or ikt

Air compressor

Sleam genaralor

Stearm
Exkayst

Steam Turbing

(Cooling water)

Condensar @

Figure 6.1: Principle of natural gas based combi-cycle powempl(@i, 2007).

An Aspen HYSYS model of the flowsheet is shown iiguFe 6.2. The Peng-Robinson
equation of state was used as thermodynamic mdded.combustion temperature was
specified to 1500 °C, and the combustion pressae30 bar. The maximum steam pressure
was 120 bar and the intermediate steam pressur8.@dmr. The inlet gas temperature was
30 °C and outlet (exhaust) temperature 100 °Ghisnprocess, the compressor efficiency was
adjusted to 90 % (adiabatic) and the steam tursiifteencies to 85 % (also adiabatical) to
achieve 58 % system efficiency.
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Figure 6.2: Aspen HYSYS model of a simplified gas power p&in2007).
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6.2.3 Simulation of CO , removal

Figure 6.3 shows the Aspen HYSYS model of the @Moval process. The specifications
from the base case calculation are given in Taldle The specifications at these base case
conditions were adjusted to achieve 85 % @noval and 10 K minimum temperature
difference in the rich/lean heat exchanger.

Haka Q-Lean
Water Cooler Lean MEA to Lean
—’-—TE—E Lean MEA Recycle 0—\3\0"0'5'
RCY-1 Make Lean
MIX-100° Up MEA Coaber

Rich/Lean
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Exchal ——
Rich MEA to Rich/Lean Heal = o Coz
Swest Gas Exchanger Q-Candenser
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MEA \-P Riich MEA to
Desarber
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Sour Q-Rebailar
Gas L —
Rich
Absorber MEA
Q-Rich .
Pump —
. Lean MEA to Rich/Lean Heat Exchanger Ir_aan MEA
rom
Desorber

SPRDSHT-1 Q-Lean Pump

Figure 6.3: Aspen HYSYS model of a simplified gas power p&in2007).

Table 6.1: Specifications for Base Case ¢€@moval.

Inlet gas temperature [°C]

Inlet gas pressure [bar (a)]

Inlet gas flow, [kmol/h]

CO.ininlet gas, ¥o2 [Mol-%]

Water in inlet gas, ,n¢0 [mol-%]
Lean amine temperature [°C]

Lean amine pressure [bar (a)]
Lean amine rate [kmole/h]

MEA in lean amine, Wea [Mass-%]
CO; in lean amine, b2 [Mmass-%]
Number of stages in absorber
Murphree efficiency in absorberyE
Rich amine pump pressure [bar(a)]
Heated rich amine temperature [°C]
Number of stages in stripper
Murphree efficiency in stripper\E
Reflux ratio in stripper

Reboiler temperature [°C]

Rich amine pump pressure [bar(a)]
") In first iteration

40
1.1
85000
3.73
6.71
40
1.1
120000
29
5.5¢ = 0.263)
10
0.25
2
104.5
6 (3+3)
1.0
0.3
120
2
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The Kent-Eisenberg equilibrium model has been coatpwith the Li-Mather equilibrium
model (1994). The CQremoval calculated by Aspen HYSYS was then redficed 85 to 82
%, and the heat consumption was reduced from 8.854tMJ/kg CQ.

6.2.4 Parameter variation

Different parameters were varied to calculate ffeceon removal efficiency and heat
consumption. The effect of increased circulatiate, is that the removal grade increases.
The results of the simulations are shown in Figude A minimum calculated steam
consumption is calculated to 3.62 MJ/kg d&moved. This corresponds to a minimum
steam consumption at rich loading 0.47 molL,Q@ol MEA.
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Figure 6.4: CO, removal grade and heat consumption in strippecuhted by Aspen HYSYS
as a function of amine circulation rate (@i, 2007).

The height of the absorption column was variedhmgnging the number of stages. The
Murphree stage efficiency for GQvas kept constant at 0.25. The height can alsshheged
by varying the stage efficiency. As expected, reahgrade increases and heat requirement
decreases with increased column height. The ressitown in Figure 6.5. The calculation
did not converge using more than 12 stages ingherm.

The dependence of inlet temperature was also eaéiin Ji (2007) with Murphree
efficiency constant at 0.25. The result was ansiased removal grade with decreased
temperature. It can however not be concluded ttoese calculations that the removal grade
actually increases with decreased temperatureabstant column height, because the
Murphree efficiency is increasing with increasiegiperature.
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Figure 6.5: CO, removal grade and heat consumption in strippeculted by Aspen HYSYS
as a function of number of stages in absorber 28Q7).

The number of stages will increase the efficienseyoag as the absorption rate is a limiting
factor. The absorption can also be limited by Eopiim. The equilibrium limitation can be
in the column top, the column bottom and in thedtgd In the column top, the G@ontent
in the outlet gas can not be lower than the pgptiessure of the circulating liquid. In the
bottom, the partial pressure of the £@ntent in the outlet liquid can not be greatantthe
partial pressure of the incoming gas. In the naduflthe column, an equilibrium limitation
can be reached if the temperature increases dusataof absorption.

6.2.5 Convergence problems

Convergence problems often occur in the absorgiatripping column. It was found that
the Modified Hysim Inside-Out algorithm with adagidamping gives the best convergence.
If there are too many stages specified in the cakyrthey tend to diverge. That is traditional
for column stage calculations in process simulatioants.

Flowsheet calculations are often converged withhilp of recycle blocks. In some cases,
recycle iterations will not converge due to parasrgetf minor interest. An example of such
a parameter is the concentration of a trace commgorie such cases, a possibility is to iterate
manually on the main parameter (e.g. thes€C@nhcentration) by replacement, and accept the
errors in the parameters of minor importance.

6.2.6 Aspen HYSYS Simulation of CO , removal by Amine Absorption
from a Gas Based Power Plant

A paper with title "Aspen HYSYS Simulation of G@emoval by Amine Absorption from a
Gas Based Power Plant” was presented at the SIMS20660ference in Ggteborg (di, 2007).
The paper contains the figures and results insttesion. The paper is given as Appendix 5.
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6.3 Process simulation with different process simul ation programs

6.3.1 Aspen Plus calculations with Murphree efficie  ncies and rate-based

In the literature, Aspen Plus has been the most tes#® for process simulation of GO
removal from exhaust gas. Calculations have beéiomned with both equilibrium stages
and with rate-based calculations. There are v@myreferences to GOemoval calculations
performed in Aspen Plus with Murphree efficienciég. Telemark University College,
Madsen performed calculations with Aspen Plus, AIg¥SYS and ProMax in her Master
Thesis (Madsen, 2010). The calculations were paed both with a specified Murphree
efficiency in the absorption column, and with a&erbsed model available in Aspen Plus. In
Figure 6.6, an Aspen Plus flowsheet is shown. s Thbased on an example file from the
Aspen Plus program documentation (Rate_Based MEAleN.o

TOLEANIN '\ TOCOOLER]
COOLER e
F
L LEANPUMP

¥ PUREGAS =

MEA2

RICHPUMP

Figure 6.6: Aspen Plus flowsheet of a @@moval process (Madsen, 2010).

6.3.2 Comparison of Aspen HYSYS and Aspen Plus abso  rber simulations

Simulations have been performed with a specifiedg¥itee efficiency equal to 0.25 in the
absorption column, and with a rate-based modeladaiin Aspen Plus. As far as possible,
the same parameters (as in Table 6.1) were udsathntypes of simulations. The lean amine
circulation rate was specified to 2.752kg/h in the base case comparisons.

In the Aspen Plus simulations, the electrolyte-NRii@del was used. The parameter set was
the same as used in the example file for rate-bsisealation in Version 7.0. In Aspen
HYSYS, simulations with the Li-Mather thermodynamiodel were performed in addition to
Kent-Eisenberg calculations.

For the rate-based calculation, some parametes etanged from the example file. The

selected packing was standard Mellapak 250Y. Hnameters which were different from the
example file are mentioned here: The reactiorditimm factor was changed from 0.9 in the
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example file to 0.5. The interfacial area fact@svkept at 1.0 and the height of one stage was
2.0 m. The V-plug stage flow option was used, Wwhstnulates the vapour in plug flow and
the liquid as ideally mixed at each stage. Ushegdountercurrent flow option was tried, but

it led to difficulties with convergence, and in sewases unrealistic temperatures appeared in
top of the column.

Most of the parameters are taken from the papear(dlet al., 2009). The reaction condition
factor 0.5 was chosen rather arbitrary. This go@wditions for the calculation of some
physical properties as an average between inteaflagdulk values. In the example file the
value 0.9 was chosen which gives conditions claséne bulk value. Using the value 0.9 in
the present rate-based calculations gave very IGwrémoval grades.

The resulting C@removal grades were 85.0 % for the Aspen Plus Mithphree efficiency
and 81.7 % for the rate-based simulation. In AH¥8YS, 83.4 % removal was achieved
with the Li-Mather model compared to 85.0 with Kent-Eisenberg model. The temperature
profiles from stage to stage through the columrshavn in Figure 6.7. For the rate-based
calculation, both vapour and liquid temperaturesssnown.
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Figure 6.7: Calculated absorber temperature profiles for difier programs and equilibrium
models. Murphree efficiency is 0.25 in all theccdditions except for the Aspen Plus rate-
based calculation.
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All the models showed the same temperature prpéiteern with a maximum close to the top
(at stage 2 or 3 from top). The Aspen Plus catmra with electrolyte-NRTL have a
maximum temperature close to 54 °C and the Aspe8 Y¥&/calculations have a maximum
temperature close to 52 °C (14 and 12 °C highertthe inlet temperatures). The difference
in maximum temperature can probably be explaingd aihigher heat of absorption
calculated with the electrolyte-NRTL model. Thesalso a slight temperature effect due to
the deviation from ideal countercurrent flow. THeviation decreases when the number of
stages increases. Because a stage model diffesentountercurrent is used in the rate-
based calculations, this deviation is present &h equilibrium based and rate-based
calculations.

The Aspen Plus calculations with Murphree efficies@nd rate-based simulation give the
largest deviation with a maximum temperature demabdf about 5 °C. The thermodynamic
model (electrolyte-NRTL) was the same for thesewdations. The deviation between the
two Aspen HYSYS profiles and the rate-based prefiee less than 2 °C. Close to the top,
the rate-based temperature is higher while in ttw part of the column, the rate-based
temperature is lower than the Aspen HYSYS tempezatu

The rate-based temperature profile is decreasegpst than the temperature profiles based
on Murphree efficiencies. One explanation for thithat the Murphree efficiencies are
specified to be constant, while the efficiencyadtually larger in the top of the column than in
the bottom. The use of constant stage efficierma@showever be justified if different stages
can be represented by different packing heightge liguid and gas temperatures are very
close in the rate-based calculation (less than diff€ence). From this it follows that an
assumption of thermal equilibrium between the gakl@uid phases is probably justified.
The two models in Aspen HYSYS (Kent-Eisenberg ant¥ather) gave very close results.
Except for a temperature deviation of about 2 R€ Aspen Plus calculation with Murphree
efficiency has a profile very similar to the AsgdiSYS calculations.

Temperature profiles in a G@bsorber using MEA have been calculated by Kvahesth
Rochelle (2008) using rate-based models in Aspes &hd gPROMS. The packing height
and the gas flow rate were adjusted to fit meas@@gremoval in a pilot plant, and the
models predicted the measured temperatures wittth 4The maximum deviations in the
calculated temperatures in Figure 6.7 are in theesarder of magnitude. Kothandaraman
(2010) has calculated the temperature profile in @l&3orption from atmospheric exhaust
from a coal based power plant using rate-based\Bhes. The temperature profile as a
function of column height has the same form asuinaalculations even though the
temperature increase is much higher.
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In Figure 6.8 the effect of varying the circulatiate was compared. This can be compared
with Figure 6.4 where only Aspen HYSYS was used.
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Figure 6.8: Calculated absorber C£removal grade as a function of amine circulatiamer
for different programs and equilibrium models. Mhuree efficiency is 0.25 in all the
calculations except for the Aspen Plus rate-basddutation.

All the models showed the same pattern with aremse of C@Qremoval when increasing
circulation rate. The three models using Murpletieiency gave very similar patterns. The
Aspen HYSYS with Li-Mather is about 2 %-points lavilean the other two models. At low
circulation rate, Aspen HYSYS with Kent-Eisenbegglltonvergence problems. The rate-
based calculation is more dependent on circulattathan the other calculations. The
Aspen Plus calculation with Murphree efficiencissng the same electrolyte-NRTL model
does not show the same pattern. A possible exjpbemnia that the rate-based calculation may
be close to be limited by equilibrium. In a ratesed calculation, there might be an
equilibrium limitation at some location in the liguilm at a certain column height. Such
local limitations are not considered in a calcwlatwhere ideal mixing is assumed on each
stage as is the case when using Murphree effi@snci
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In Figure 6.9, the effect of varying the numbestzges is compared. This can be compared
with Figure 6.5 where only Aspen HYSYS was used.
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Figure 6.9: Calculated absorber C£removal grade as a function of number of stages fo
different programs and equilibrium models. Murphedficiency is 0.25 in all the
calculations except for the Aspen Plus rate-basddutation.

All the models showed the same pattern with in@d&Q removal with increased number

of stages. The three models using Murphree effftyiggave very similar patterns. The Aspen
HYSYS with Li-Mather is also here about 2 %-poilawer than the other two models.

The rate-based calculation is less dependent onumder of stages than the other
calculations. This may be explained by that the-bmsed calculation is close to be limited
by equilibrium at this circulation rate as mentidne the discussion after Figure 6.8 This
explanation is however not supported by the Asgdas &alculations with Murphree
efficiencies and the same electrolyte-NRTL modeiciwishows no such limitation.

In Figure 6.10, the effect of varying the temperatn the inlet gas (and also the inlet liquid)
is compared. The inlet liquid and inlet gas terapaes were specified to be equal.
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Figure 6.10:Calculated absorber C&xemoval grade as a function of inlet gas and lehjui
temperature for different programs and equilibrinmadels. Murphree efficiency is 0.25 in
all the calculations except for the Aspen Plusla@sed calculation.

All the models showed the same pattern with deexk& removal grade when increasing
the inlet temperature. The three models using ke efficiency gave similar patterns. The
deviation between Aspen HYSYS with Li-Mather and tivo other Murphree efficiency
models is between 1 and 3 %-points. The deviatioreases with increasing temperature.
The rate-based calculation is less dependent ehtgrhperature than the other calculations,
and this dependency is probably more reasonaliie i3 expected because the other models
have been calculated with a constant Murphreeieffoy, and the Murphree efficiency is
expected to increase with increasing temperature.

6.3.3 Comparison of CO , removal simulations with other tools

One of the few references comparing different satiah programs with pilot plant data for
CO, removal from atmospheric gas is Luo et al. (200R)ey tested Aspen RadFrac,
ProTreat, ProMax, Aspen RateSep, CHEMASIM from BA®E CO2SIM from
SINTEF/NTNU. They concluded that basically all teeles were capable of giving
reasonable predictions on overall C&bsorption rate. The reboiler duties, the tentpesa
profiles and concentration profiles were less wedidicted.

119



In calculations from a PhD Thesis of Kothandaraif2Z&10), Aspen Plus calculates typically
4.3 MJ/kg CQ removed when using an equilibrium based modelabdJ/kg CQ when a
rate-based model is used. This is more than akxailwith the Kent-Eisenberg model or Li-
Mather model in Aspen HYSYS. This is expected witstandard electrolyte-NRTL
parameter set. With other electrolyte-NRTL pararste.g. from Liu et al. (1999) the
calculated heat consumption will probably be less.

The rate-based model in Aspen Plus is more diffimutonverge than the equilibrium based
models. It is more difficult to achieve a cloggdcess with reasonable energy consumption
using Aspen Plus than e.g. Aspen HYSYS. Convemganthe recycle calculation
connecting the lean amine from regeneration tdghe amine to the absorption column is
more difficult. One explanation for this is thhetelectrolyte-NRTL equilibrium model in
Aspen Plus is more detailed than the models in A$pPeSYS.

At Telemark University College, the process simalaprogram ProMax has been tested in a
number of student projects (Munasinghe, 2009; Ma@84.0). The equilibrium models used
in ProMax were a Kent-Eisenberg model and an elgte-NRTL model, but they are
probably not equivalent to the models used in Adp¥SYS and Aspen Plus. The results
were comparable with similar calculations in ASpEnSYS, but there were some deviations.
The ProMax calculations were performed with a camsMurphree efficiency, even though
the ProMax documentation recommends a rate-basdédln@alculations with ProMax and
the electrolyte-NRTL model gave higher €@moval efficiency than other models.

In her Master Thesis work, Madsen (2010) perfore@dparisons between calculations in
Aspen HYSYS, Aspen Plus and also ProMax. The re$udin this work and the work of
Madsen are similar. In her Aspen Plus calculatieits Murphree efficiencies, je= 0.25

was used for all components, not only L@ecause of this, the temperature profiles looked
slightly different. Madsen used a reaction cowditiactor 0.2 and film discretization factor 2,
which also give slightly different results. Thenggerature profiles calculated with ProMax
were closer to the rate-based calculations thapribfdes calculated with Murphree
efficiency and Aspen HYSYS or Aspen Plus in Figbre

It is not obvious whether a Murphree or rate-bassddulation of CQremoval is most
accurate. It does not look like differences inikogium models influence much on the
parameter calculations. A rate-based calculatitiprobably give a more accurate detailed
description of the process. An equilibrium basaldwation is simpler and more robust. Itis
not clear whether any of the available tools aadlygredictive for CQ absorption without
any adjustable parameters. Careful comparisonditing of different tools to large scale
experimental data are necessary to conclude alduahwools are most accurate.

6.3.4 Calculation of water wash above CO , absorption section

There are very few references to calculations eithater wash above the g@bsorption
section. Especially, there are very few referencdke calculation of the MEA content in the
gas from the C@absorption section. One reference is the CCRtrépboi, 2005) who
claims that there is about 500 ppm MEA from theogison section. In the NVE report, it is
stated (Svendsen, 2006) that typical MEA contenhig stream is 125 ppm. At Telemark
University College, this has been evaluated in sbtaster Thesis projects, especially
Munasinghe (2009).
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The MEA content in the gas from the €&bsorption section is a result of the Aspen HYSYS
and Aspen Plus calculations in the subsectiong &:3d 6.3.2. The numbers here are from
the base case calculations with 40 °C in inletagasliquid temperature. The result from the
Aspen HYSYS calculation was 352 ppm using Kent-geg and 349 ppm using the Li-
Mather model. The results from the Aspen Plusutatons using electrolyte-NRTL was 75
ppm in the calculation with Murphree efficienciexla/1 ppm using the rate-based model. In
Section 3.9 a value of the MEA concentration ab@d® wt-% MEA solution with C®

loading 0.25 was estimated to approximately 60 ppm.

When calculating amine loss (especially MEA losehf the CQ absorption section, an
equilibrium model for MEA in gas and liquid is nesary. An electrolyte based model
should be suitable for this. The only models & $kmulation programs tested which have
given reasonable MEA concentration out from the, @sorber section are the electrolyte
based models like electrolyte-NRTL. Due to thiss iassumed that the MEA content out
from the absorber section is in the order of maglat100 ppm as calculated by the Aspen
PLUS program. The MEA amount from the absorptiectisn increases with temperature.

Calculation of the equilibrium in the water wasltgEn must be based on a solubility of the
amine (e.g. MEA) in water. This can probably beqdhtely described by a temperature
dependent Henry’s constant as described in Se8tfhnThe equilibrium concentration of
MEA in the gas above a water solution may be sotlaw it can be assumed to be 0. In that
case, the absorption in the water wash secticateslimited. If the equilibrium concentration
of MEA above the wash water is some ppm, the waaiemsection will bring the MEA
concentration down towards this value.

The CQ absorption column and the water wash column cacalpellated in a process
simulation program as one or two columns. In pcacthe CQ absorption and water wash
sections will probably be in one column with constdiameter. If the two sections are
calculated as one column, the same equilibrium odst be used. In Aspen Plus, the
electrolyte-NRTL model can be used. Aspen HYSYISutates an MEA equilibrium
concentration that is much too high in the gas ftbenCQ absorption section. It is then
difficult to find a consistent way to calculate thvater wash section because the input
concentration is wrong.

The mass transfer numbegjKor the water wash section has been estimatSegation 4.8.3
to be 0.034 m/s. Using Equation 5.10 with gasaigld m/s, nominal packing area 250
m?/m? and effective area 0.75, this results in a massfer HTU equal to 0.47 m. A packing
height of In(100) times HTU (approximately 2.2 milweduce the MEA concentration to 1
% of its value from the C{absorption section assuming that the equilibriamial pressure
of MEA is 0. With some safety margin, a reasonalaleking height is then 3-5 m to reduce
the order of magnitude concentration of MEA fron® Jdpm to about 1 ppm above the
equilibrium concentration. An uncertainty is th&RMin droplet form, which is difficult to
estimate and difficult to remove.
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6.4 Process simulation with varying Murphree effici ency

6.4.1 Aspen HYSYS simulation with varying Murphree efficiency

Most of the Aspen HYSYS calculations have beenqueréd with a constant Murphree
efficiency. In the SIMS paper (presented in Sec@®) a Murphree efficiency of 0.25 for
each stage was used, and in the TCCS paper (@j 20@9), a Murphree efficiency of 0.15
for each meter of packing was assumed. In Chéptdurphree efficiencies for 1 meter of
packing were calculated as a function of tempeeadtitop and bottom conditions and the
results were shown in Figures 5.2 and 5.3. Irpthster presentation in Regina (i, 2009b),
the estimated efficiencies were slightly different.

The base case simulation in Section 6.2 has bdeula@izd in Aspen HYSYS with Murphree
efficiencies estimated in Figure 5.2 and 5.3. ifihet temperatures were 40 °C, the top stage
temperature was 49 °C and the bottom stage tenupenats 43 °C. \efor 49 °C at top
conditions and fz for 43 °C at bottom conditions were specifiedtfirsy was kept constant
down to the stage with maximum temperature (stagéétween the maximum temperature
stage and the bottom stage, thevas specified to vary linearly. In the Aspen$hS
calculation, this resulted in a slightly differeaamperature profile, and the specified
efficiencies were adjusted to be consistent withrtbw temperatures. By trial and error it
was found that 13 stages (meter) were necessaghieve 85.7 % removal with an inlet
temperature of 40 °C. With 12 stages (meter)neox@l grade of 84.0 % was achieved. The
results are presented in Table 6.2.

The base case was also calculated with the autoisgpien HYSYS estimation of plate
efficiencies. It was necessary with 29 plates whbe plate efficiencies varied from 0.096 in
top to 0.051 in bottom. The efficiency was appnoaiely constant down to the stage with
highest temperature (stage 5) which had an efiogief 0.101. This shows that the
assumption of a constant efficiency down to the imam temperature stage is reasonable.

6.4.2 Optimizing inlet temperature using varying Mu  rphree efficiencies

The temperature in the gas (and liquid) inlet wased to find the maximum column
efficiency or the minimum column height in the atpgmn column. The reaction rate is
favoured by high temperature, but the Bsorption equilibrium is favoured by low
temperature. The calculated Murphree efficienaga function of temperature were
specified in the Aspen HYSYS calculation at inlas gemperatures between 30 and 40 °C.
The procedure was repeated for gas inlet tempesaair30 °C and 35 °C, and then 33 °C and
34 °C. For all these calculations, the maximumperature appeared on stage 4 from above.
The results are given in Table 6.2.

Table 6.2: Aspen Hysys calculations at different input gasi(beuid) temperatures.

Inlet temperature, °C Tem_ Emprm. Ttor Em torNstaces  CO, removal, %
30 35.2 0.103 40.9 0.215 12 85.45
33 37.4 0.108 43.3 0.222 12 85.50
34 38.4 0.110 43.9 0.226 12 85.80
35 39.0 0.111 44.8 0.229 12 85.67
40 42.1 0.118 48.5 0.240 12 84.00
40 42.7 0.119 49.0 0.243 13 85.69
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As can be seen from Table 6.2, the column effigie@adighest at 34 °C. Based on these
calculations, the temperature giving the lowesessary column height is 34° C, and the
necessary column height is 12 meter. In a conéer@oster presentation in Regina (Ji,
2009b) a similar result was found using slightiffetient Murphree efficiencies. In that case
an optimum inlet gas temperature was found at 3gRahg 12 m of packing height
necessary to achieve 85 % £®moval.

The results in Table 6.2 have been based only lonlesion of the absorption column. Itis
also tried to calculate the heat consumption asetion of inlet temperature. Similar
parameter variations of other parameters were pedd in Subsection 6.2.4. The
regeneration process is not influenced much byaimperature in the absorption column. But
because the amount of @@bsorbed decreases with increasing temperatr &gt
consumption per kg CQlecreases slightly with temperature.

To calculate the C&removal grade and heat consumption as a funcfitimednlet

temperature with varying Murphree efficiency, a rlodeveloped by Kallevik (2010) was
used. This is a further development of the Asp#i$MS model presented in Section 6.2, and
Figure 6.12 shows a flowsheet of the model. Tlowsheet includes a direct contact cooler
between the fan and the absorption column. Thesheet includes automatic adjustment to a
specified temperature difference (here 10 K) inrtble/lean amine heat exchanger. The
make-up water and make-up amine is calculated fhenosses, and the recycle to the
absorption column is robust. The calculated, @oval grade and heat consumptions for 13
stages are shown as a function of inlet temperatufable 6.3 and Figure 6.12. Murphree
efficiencies were specified as discussed in Sulmse6t4.1.
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Figure 6.11: Aspen HYSYS flowsheet of Z€moval (Kallevik, 2010).
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Table 6.3: CO, removal and heat consumption as a function ot ieleperature to absorber
calculated by HYSYS using variable Murphree efiigies for 13 stages.

Inlet temperature Tror Emtor Term_ Emetm_ CO, removal, % @esoier
30 410 0.215 339 0102 874 3.60
35 447 0229 384 0.112 88.1 3.60
40 485 0.241 421 0.118 86.9 3.61
45 52.0 0.253 46.2 0.125 843 3.63
50 553 0.266 50.8 0.138 82.0 3.74

The calculations show a maximum g@moval efficiency at approximately 35 °C. THEs i
close to the optimum calculated earlier to 33 ahd@G.

90 3.8

(o) CO2 removal grade [%]
(*) Heat consumption [MJ/kg CO2]

80 ‘ — !

| | | 1 | 3 6
30 32 34 36 38 40 42 44 46 48 50

Temperature inlet [C]

Figure 6.12.CO, removal grade and heat consumption for 13 metekipg as a function of
temperature with varying Murphree efficiencies.

It was also tried to find the optimum inlet temgara using the automatic estimation of
Murphree tray efficiency in Aspen HYSYS. The neaeyg number of trays at 34 °C was 27
stages which achieved 84.9 % £®moval. When the temperature was varied frorto28
°C, the removal efficiency varied from 85.5 to 8®&ith the highest efficiency at the lowest
temperature. This shows that when using the automwurphree tray efficiency calculation
in Aspen HYSYS, the optimum temperature is as lewassible. This is however not
expected to be realistic because the Murphreeefifagyencies calculated automatically by
Aspen HYSYS are not expected to be accurate.
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Similar calculations of inlet temperature have dsen performed with Aspen Plus. In the
case of Murphree efficiencies from Figure 5.2 ar8] the optimum inlet temperature was
calculated to 29 °C. The optimum temperature waad to be very dependent on the
circulating rate. A weakness with this calculatis that there is one equilibrium model in
the Murphree efficiency calculations (Kent-Eisem)eand another (electrolyte-NRTL) in the
absorber calculation. This may lead to inconsse= In Figure 6.10, a temperature
dependence of rate-based calculation using Aspewds shown. This shows an optimum
CO, removal grade at the lowest temperature at 30 °C.

The different programs and models give relativatgé deviations in the calculated optimum
of the inlet temperature. As seen from e.g. Téli®e the optimum is quite flat. This
optimum is possible to find experimentally if th©£content in the outlet gas is measured
carefully as a function of inlet temperature inighhabsorption column. The economical
optimum is probably higher than the temperaturéengiwighest efficiency due to the cost of
gas cooling. This optimum will probably be a reésidla trade-off between cooling cost and
equipment cost in the absorber.

6.4.3 Temperature profiles with varying Murphree ef  ficiency and rate-
based

Temperature [C]
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Figure 6.13:Calculated absorber temperature profiles for vagyMurphree efficiency using
Kent-Eisenberg compared to rate-based simulationguslectrolyte-NRTL.
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The base case simulation with inlet temperaturéC®@as calculated in Aspen HYSYS with
Murphree efficiencies estimated from Figure 5.2 &rg] resulting in 85.7 % removal with 13
stages. 12 stages resulted in a removal grad®.5#8 The temperature giving the
maximum absorption efficiency of 85.5 % was 33 9®e temperature profiles for these two
cases are compared with rate-based calculatiofgure 6.13.

The rate-based calculations were performed withtdges similar to the Aspen Plus
calculations with 10 stages in Section 6.3. Thampaters used were similar, except that the
mixed flow stage model was used in the simulatisitls 12 stages due to easier convergence.
The removal grade was 81.7 % at 40 °C and 84.038 &C. At this amine circulation rate,

the Aspen Plus rate-based simulation has diffieslin achieving 85 % removal grade, even
with 12 stages each with 2 meter height. The &esdreight in the rate-based calculations is
considerably higher (24 meter) than in the caloohest based on Murphree efficiencies (12
meter with efficiencies for 1 meter packing height)

The temperature profiles using varying Murphree&efhcy and rate-based simulation are
very close. The largest deviation is that the-b@teed calculations have a maximum
temperature approximately 2 °C higher than thewtations based on Murphree efficiencies.
It is interesting to compare Figure 6.13 with Feyér7 where the Murphree efficiency is
constant (0.25) at all (10) stages. Also in tigsife, the deviation in maximum temperature is
approximately 2 °C. But the temperature profilesrauch closer especially in the lower part
of the column when using varying Murphree efficiesc

6.5 Process simulation of CO 5, removal with other amines than MEA

6.5.1 CO, removal with other amines than MEA using Aspen HYS  YS

CO, absorbed in a mixture of MEA and water resulta mgh heat of absorption. This heat
of absorption must be added in the regeneratioadover CQ. At high pressures, it is
experienced that other amines can obtain lowerdweumption. This is claimed to be
possible also at atmospheric conditions, e.g. imguke hindered amine solvent KS-1 as
mentioned in Section 2.2. In this Section, iried to calculate the heat of absorption of,CO
removal using other amines than MEA.

Diethanolamine (DEA) is much used for €@moval at high pressures. In the Aspen
HYSYS program documentation, there is an examptilzion (in a sample file folder) with
DEA in a high pressure process. Aspen HYSYS alesaraiculations have been performed

at atmospheric conditions. A process with botlogiitson and desorption has been simulated,
and the energy consumption becomes very large.eStimated Murphree efficiencies
calculated by Aspen HYSYS are much lower than f&AV The energy consumption is an
order of magnitude higher than with MEA even whewesal stages with Murphree
efficiencies of 1.0 are specified.

Methyldiethanolamine (MDEA) in water is a populah&nt for CQ absorption at high
pressures because it results in reduced heat cgtisunnm the stripper. When calculated at
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atmospheric conditions in Aspen HYSYS, the estich&lerrphree efficiencies were very low.
The order of magnitude estimated by Aspen HYSY S&mh plate was 1 %. Also with
MDEA the energy consumption becomes very largenialasorption/ desorption process,
even with Murphree efficiency specified to 1.0l @absorber.

A mixture of MEA and MDEA in water was also simu@dtwith Aspen HYSYS at
atmospheric conditions. When using amine mixtutesli-Mather model is recommended
from the Aspen HYSYS documentation. Compared bogusnly MEA, the removal
efficiency decreased and the energy consumptiaeased. Even though this is a much
studied system, it is difficult to find an exampiethe literature of a calculated
absorption/desorption process demonstrating tluegss for atmospheric absorption.

6.5.2 CO, removal with other amines using other calculation tools

In Aspen HYSYS, AMP (2-amino-2-methyl-1-propanahdapiperazine (PZ) are available
components, but they are not components in theeapackage. It is not expected that
process simulation in Aspen HYSY'S will give relialesults for a Co&removal process with
these components. There have been performed nraojasons of CQ removal into
different amine mixtures at high pressures. Arenal. (2002) simulated G@emoval into
blends of AMP and MDEA.

Mofarahi et al. (2008) have simulated an atmosphe@) absorption and desorption process
for the amines MEA, DEA, MDEA and diglycolamine (Byusing Matlab with a Kent-
Eisenberg equilibrium model. In their calculatipasMurphree efficiency was specified to 35
% for each tray, and this is regarded as very apticm A CG, absorption process into AMP
at atmospheric conditions has been simulated byi€abn et al. (2007) using Matlab as a
tool. It was compared to performance data fromattorption part of a pilot plant.

Kvamsdal et al. (2011) have simulated £Bsorption into the solvent Cesarl which is a
mixture of AMP and piperazine. The in-house pragaO2SIM was used to compare with
performance data from the Esbjerg pilot plant wlachieved a heat consumption as low as
2.9 MJ/kg CQ.

6.5.3 Questions to claimed potential in improved so  Ivents

There are much resources spent on finding alteimablvents to MEA. MEA is however

still the most referenced solvent for €&bsorption at atmospheric pressure. Oexmann and
Kather (2010) have written a paper where they egptgcal to the focus on low heat of
absorption. They claim that a process with a sdlwath a high heat of absorption (like
MEA) may use less energy than a low heat of absorgblvent under practical conditions
for CO, removal at atmospheric pressure. High reactitesrand high temperature
dependencies on G@apacity are typical advantages for solvents wittigh heat of
absorption.

It is claimed by many that other solvents than MER have a lower regeneration energy for
CQO,. There are very few documented calculations of &l§3orption from atmospheric gas
including regeneration which demonstrates a caledleegeneration energy for any other
solvent than MEA.
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6.6 Dimensioning of equipment for cost estimation

6.6.1 Background for dimensioning of equipment for CO, removal

Description of the principles for general dimengignand cost estimation based on a
flowsheet calculation is given in Sections 2.8 arfi As mentioned in Subsections 2.9.2 and
2.9.3, there are few open references on the direimgj of CQ removal plants. Most of the
work done on this topic is not open informatioron details on the dimensioning of a
standard C@removal plant are given in a report from SINTER&hsdal et al., 2005).

Other sources which give detailed values for dinmmsg of CQ absorption processes are
Abu-Zahra et al. (2007b) and Peeters et al. (2081 )lelemark University College, several
student projects have dimensioned,Cé€moval plants based on these principles usinggAsp
HYSYS as the main tool (e.g. Hansen et al., 206BuAdsen et al., 2007).

6.6.2 Specifications for equipment dimensioning of standard case

A poster was presented at the TCCS conferenceoindhieim (Qi et al., 2009) based on the
results from the Master Thesis of Blaker (2008he Tain specifications for the sizing
calculations were:

- Heat transfer number in rich/lean exchanger: \BO(M2-K)
- Murphree efficiency per meter packing height945

- Gas velocity in absorption column: 3 m/s

- Wall thickness in columns: 0.01 m

500 W/(m2-K) was selected as a typical numberHerich/lean heat exchanger. Kvamsdal et
al. (2005) used 550 W/(mz2-K) for a shell and tublk/kean heat exchanger. 15 % Murphree
efficiency was estimated for 1 meter of structysadking compared to 25 % which was
regarded as optimistic in earlier calculations.%.% a value between typical top and bottom
conditions in Figure 5.2 and 5.3.

Shell and tube heat exchangers were assumed,ractustd packing was assumed in the
absorption column. Other specifications and clware given in the Thesis report (Blaker,
2008). Based on this, dimensioning factors weleutated like area for heat exchangers,
capacity and outlet pressure for pumps and masteefl for columns.

6.7 Process simulation including cost estimation an d optimization

6.7.1 Background for simulation and cost estimation of CO, removal

In this work, all the equipment cost estimation basn based on open-source correlations or
commonly used programs. Estimated values for poegquipment are most often found for
carbon steel (Cosirchase,cg. Installed cost for each item have then beecutatled by
multiplying with a type and size dependent instalafactor (for.cg and adjusted for

material with a material factory(fr) as shown in Equation (6.1).
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c:OStINSTALLED = COStPURCHASE,C:S [ﬂ(f TOTCS f PIPE _1) +f MAT Eﬂf PIPE +1)] (61)

The total installation factor is the sum of facttwsthe equipment, installation, piping,
electric, instrument, civil, steel and concreteggiarering, procurement, project control, site
management, project management, administrationpressioning and contingency. In most
of this work, the total installation factors angipig factors are estimated as a function of
equipment cost, e.g. from Table 6.3. The origiahle from Eldrup can be found in Blaker
(2008). In e.g. Table 6.4, it is seen that the most experequipment units have typical
installation factors (Lang factors) between 3 and 7

Table 6.3: Installation factors and piping factors as a funatof equipment cost in carbon
steel based on a table from Eldrup (Blaker, 2008).

Equipment Installation Piping-factor

cost (CS) factor, [f torcs] [feipe]
[KNOK]

100-500 6.81 0.79
500-1000 5.41 0.58
1000-2000 4.64 0.46
2000-5000 3.85 0.34
5000-15000 3.5 0.29
>15000 2.8 0.21

6.7.2 Cost estimation and optimization results for standard case

The basis for the process presented at the TCCigreoice in Trondheim (i et al., 2009)
was close to the process specified in Table 6He éxhaust gas flow was 110 000 kmol/h,
the CQ content in the exhaust was 3.7 mol-% and the watetent was 7.8 mol-%. The
basis for the dimensioning was presented in Seétién

Equipment cost estimates for a base case werea@dwsing an open available cost
estimation calculator on internet (Peters et 808). Installed cost in carbon steel for each
item was calculated by multiplying with a size degent installation factor from Table 6.3.

A spreadsheet integrated in Aspen HYSYS calculatpdpment cost, installed cost
(investment) and energy cost (operating cost).imph (net present value) was found from a
series of calculations.

For the base case conditions, the installed costesamated to 790 mill. NOK (160 mill.

USD) and the energy cost (10 years calculatioroggtol1860 mill. NOK (370 mill. USD).
The values are from 2007 when 1 USD was closeNOK.
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Table 6.4:Overview over installed cost including installatitactors for CQ removal plant

from natural gas besed power plant exhaust (Ji.e2809).

Eq. cost Material [ Material Inst. Piping- Eq. factor Inst. | Installed

Equipments [CS - 2007 |type factor factor CS | factor 9 factor |cost (2007)
[KNOK] [KNOK] [KNOK]

Flue Gas
Blower 41399 | SS 304 - 2.8 - - - 115916
DCC 16629 | Exotic 2.5 3.5 0.29 1 5.435 90378
Absorber 64592 | SS 316 1.75 2.8 0.21 1 3.707 239473
Rich Pump 2272 | SS 304 - 3.85 - - - 8749
Rich/Lean
Hx 1143 | SS 316 1.75 4.64 0.46 1 5.735 213171
Desorber 9955| SS 316 1.75 3.5 0.29 1 4.467 44473
Reboiler 7589 | SS 316 1.75 3.5 0.29 1 4.467 33903
Lean Pump 3568 | SS 304 - 3.85 - - - 13738
Lean
Cooler 2028 | Exotic 2.5 3.85 0.34 1 5.86 11886
Condenser 120 | Exotic 2.5 6.81 0.79 1 9.495 1137
CO, Cooler 1398 | Exotic 2.5 4.64 0.46 1 6.83 9546
Separator 392| SS 316 1.75 6.81 0.79 1 8.152 3194
Total installed cost for listed equipment [KNOK] 785565

The estimate did not include G@ompression, storage, transport, water wash,ineiclg or
utility systems. Energy cost (heat and fan pow&3 net present value over 10 years in full
operation (8000 h/yr), other operating costs wemgletted. The absolute value of the total
estimate is not expected to be very accurate tlgiexpected to include most of the cost
factors that varies with size and capacity.

Column height, minimum temperature difference i ldan/rich heat exchanger and gas inlet
temperature were then varied. £®moval grade was kept at 85 % in most of the
simulations. Cost change of installed equipmemnfbase case to new conditions was
calculated by multiplying with the capacity rateged to 0.65. Cost for other conditions than
the base case, were calculated using the saméatistafactors as in the base case. When
calculating the optimum inlet temperature, the Muige efficiency was specified to increase
with 0.01 per 10 K so that the efficiency was 0.8435 °C. The results are shown in Table
6.5.
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Table 6.5:Calculated optimum process parameters for,@&noval process with 85 %
removal grade and 10 years calculation period.

Parameter Optimum value | Comments

Absorption packing height[m] 16 By =0.15

Minimum AT [°C] 19 Cold side of lean/rich heat exchanger

Inlet gas temperature [°C] 35 vBraries with temperature

Figure 6.14 shows net present value as a functiomm@mumAT in rich/lean heat exchanger.
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Figure 6.14:Net present value as a function of minimdiimin lean/rich heat exchanger (i
et al., 2008).

Net present value for different removal rates wealeulated for different values of removed
CO,. Optimum removal grade was calculated when capt@Q had a specified value.
With a value of 300 NOK/ton (60 USD/ton) the optimuvas 82 % C@removal. With a
value of 600 NOK/ton (120 USD/ton) the optimum v&&s% CQ removal.

Automatic optimization is possible in Aspen HYSYSIng the Optimizer tool. Minimum
temperature difference in heat exchangers wasdalenlated to 17.7 °C compared to 19 °C
manually. Optimum removal rate if captured @d a specified value equal to 300
NOK/ton was 81.8 % compared to 82 % manually arttd ivalue of 600 NOK/ton 84.3 %
compared to 85 % manually. One explanation foifferences is that there are some
tolerances in the material and energy balancesispen HYSYS calculations. If the
tolerances are made smaller than the default vallnevalues calculated automatically and
manually are expected to be closer.
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6.7.3 Comparisons with other cost optimization calc ulations

Kallevik (2010) at Telemark University College h@eformed cost estimation of GO
removal based on Aspen HYSYS simulations in histtaBhesis. Heat transfer numbers
and column gas velocities were estimated to skdttiher values compared to the values in
Subsection 6.6.2. Kallevik used equipment cot ttam the textbook by Smith (2005).
Cost of installed equipment was estimated usingakgu (6.1) and with type and size
dependent installation factors. Electricity costsveet to 0.4 NOK/kWh, and steam cost was
set to 0.1 NOK/kKWh.

The parameters presented in Table 6.5 were optihvizth these new specifications. The
calculated cost optimum temperature differencé@rich/lean heat exchanger was between
12 and 14 °C. The optimum absorber packing heigb % CQ removal was calculated to
15 m. The cost optimum gas inlet temperature \aé=utated to approximately 40 °C. The
values between 35 and 40 °C were not calculatetimaght be more optimal. The optimum
values calculated by Kallevik were in the same padenagnitude compared to the values in
Table 6.4. The deviation is largest in the optimtemperature difference in the rich/lean heat
exchanger.

In the CCP project (Choi et al., 2007), a minim@mperature difference of 11 °C was used
in the calculations. It was based on shell ané tudat exchangers, and the temperature
difference was claimed to be close to cost optimumthe same report, it is suggested to
change to plate exchangers in order to reducedasie dhis will probably reduce the
optimum temperature difference. The optimum terajpee difference in the rich/lean
exchanger is very dependent on the ratio of heatanger cost and energy cost.

6.7.4 Simultaneous cost optimization of several par  ameters

There are several parameters that can be optimipean optimization calculation, it is
normal to keep all other parameters constant dtghallenge to optimize all the parameters
in the CQ removal process to achieve a total cost optimumgss. OnlWTyn (in practice
between the hot and cold streams at the cold ettteaich/lean heat exchanger) has been
optimized automatically (Blaker, 2008; @i et aD08). In principle, all parameters might be
optimized simultaneously using e.g. the Optimiped tn Aspen HYSYS. The main
limitations for automatic calculations are in tlwbuenn calculations. The first problem is the
convergence problem in the columns. A limitatinorAspen HYSYS is that the number of
stages in the columns must be specified beforepkienization.
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6.8 Optimizing CO , absorption using split-stream configuration

6.8.1 Split-stream principle and other process conf  iguration options

In a simple absorption and desorption processaltiserption liquid circulates as one single
stream from the bottom of the absorption columth&desorption column, and from the
bottom of the desorption column to the top of theaaption column. There are however
possibilities to have multiple feeds or draws inhbitne absorption column and the desorption
column. Such configurations are called split-strea split-flow configurations. A simple
example is shown in Figure 6.15. In addition t® tich and lean solvent streams, there is also
a semi-lean stream which is partly regenerated.

Condenser

Purified gas Product
Amine cooler
@ ’—Q Lean amine

f—
CO2 absorber W - = Amine stripper
S A

Semi-lean amine - — — o

Exhaust gas

Heat exchanger

\(/ g Reboiler

Rich amine

Figure 6.15: Principle of split-stream configuration (i and \fozk, 2010).

Different alternatives for the split-stream prirleippre explained in Kohl and Nielsen (1997)
and in Polasek et al. (1982). A survey of prodksgsheet modifications for C&removal is
given by Cousins et al. (2011a). Energy efficalt¢rnatives are lean amine flash and
multiple pressures in the stripper (Oyenekan anchBite, 2006).

Very few calculations of Co&removal from exhaust gas based on split-streara haen

found in the open literature. A paper by Aroonwitand Veawab (2007) is one example, but
the details in the calculations are not shown. indeet al. (2010) using the program Unisim
and Cousins et al. (2011b) using Aspen Plus showeess simulations of different split-
stream configurations. It is known that enginegigompanies, especially Fluor, develop
split-stream processes, but the results have rest peblished. The main advantage with a
split-stream configuration, is a reduction in heatsumption in the stripper. One reason for
the reduction in energy consumption is that onpa# of the circulating liquid needs to be
fully regenerated. Another explanation is thatdhiging force especially in the absorption
column is reduced so that the thermodynamic logseseduced. The main draw-back is a
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more complex process. Due to reduced driving fordae absorption process, the absorption
column normally has to be higher when using sivf

6.8.2 Split-stream simulation using Aspen HYSYS

The flowsheet in Figure 6.16 with and without sgliteam has been calculated with Aspen
HYSYS version 7.0, and the amine package with teetiEisenberg model was used. The
calculation is based on the Master Thesis work@fnfuk (2010) and the conference paper
presented at the PTSE 2010 conference (@i and Wkz2010). Input specifications for both
the standard process and the split-flow procesgigen in Table 6.6.
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Figure 6.16: Aspen HYSYS model for €@moval using split-stream configuration (Ji
and Vozniuk, 2010).

The calculation sequence was based on guessepe@fied) flow rates and compositions
to the absorption column. The exhaust gas farttamébllowing cooler was calculated
first. Then the absorption column was calculatéti the modified HYSIM in and out
solver method with adaptive damping. Then the aictine pump and the rich side of a
multistream heat exchanger were calculated befmastripper was calculated. Then the
lean and semi-lean side of the multistream heatanger, the return pumps and the
coolers were calculated. Then the concentratibtizedlean and semi-lean streams were
checked manually, and the specified concentratiere adjusted in the feed streams to
the absorber. 18 stages was selected in the baséecause a higher number only gave
slightly reduced energy consumption. In the cddbesplit-stream base case, the energy
consumption was reduced up to 24 stages. Thelsamifeed to absorber stage 21 was
found to give the lowest energy consumption. mliase cases with minimum heat
exchanger temperature difference 10 K, the enesggumption was calculated to 3.8
MJ/kg CQ removed in the standard process and 3.4 MJ/kgthwitisplit-stream
configuration.
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Table 6.6:Input specifications for Aspen HYSYS calculatioitls 86% removal efficiency
and minimum heat exchanger temperature differend® & (Ji and Vozniuk, 2010).

Specifications Base case without split stream Basase with split stream
Inlet gas temperature ['C] 40 40

Inlet gas pressure [bar] 1.11 1.11

Inlet gas flow [kmol/h] 110000 110000

CGO, in inlet gas [mole-%] 3.7 3.7

Water in inlet gas [mole-%)] 7.8 7.8

Lean amine temperature [°C] 40 40

Lean amine pressure [bar] 1.01 1.01

Lean amine rate [kmol/h] 148000 103500

MEA content in lean amine [mass-%)] 29 29

CG, in lean amine [mass-%] 5.5 5.5

Number of stages in absorber 18 24 (semi-lean}o 21
Murphree efficiency in absorber 0.15 0.15

Rich amine pump pressure [bar] 2 2

Heated rich amine temperature ['C] 104.2 96.6

Number of stages in stripper 6+Condenser+Reboiler +Cafidenser+Reboiler
Murphree efficiency in stripper 1 1

Reflux ratio in stripper 0.1 0.1

Reboiler temperature [°C] 120 120

Lean amine pump pressure [bar] 2 2

Semi-lean amine temperature [ C] - 40

Semi-lean amine pressure [bar] - 1.11

Semi-lean amine rate [kmol/h] - 100000

MEA content in semi-lean amin [mass-%6] 28

CG, in semi-lean amine [mass-%] - 9.1

6.8.3 Parameter variations

The energy consumption can be reduced by incredissngumber of stages in the
absorption column. With the standard process &id ih minimum temperature
difference, minimum energy consumption was 3.8daJECG with 20 stages. With a
split-stream configuration, an increase from 184astages resulted in a reduction of
energy consumption from 3.8 to 338/ton CQ.

With 5 K temperature difference, the energy consionghas been reduced down to 3.0
MJ/kg CQ with 26 stages in the absorber and the semi-leaam feed at stage 21 from
the column top. With 15 K in minimum temperatuiéetlence, a split-flow configuration
did not give any energy reduction. To vary theimium temperature difference, the
temperature specification on heated rich aminéecstripper column was adjusted.
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The semi-lean feed stage to the absorber columrvarasd in each calculation to find the
optimum. The removal stage for semi-lean aminmftioe stripper was stage 4 from top in
all the calculations. The lean and semi-lean arfiove rates were varied to maintain 85 %
CO, removal. The ratio between lean and semi-leam fie and the removal stage for
semi-lean amine from the stripper column are patara¢hat can be further optimized.

6.8.4 Dimensioning and cost estimation of split-str eam process

The specifications for dimensioning were more detsihan for the standard process in
Subsection 6.6.2. The heat transfer number imi¢thdean exchanger was 500 W/(m2-K), in
amine coolers and the reboiler 800 W/(mz2-K) anthéxcondenser and G©ooler 1000
W/(m2:-K). The heat transfer values are close ¢ovtilues used by SINTEF (Kvamsdal, 2005)
which were 550, 800, 1200, and 1000 W/(m?-K) ferrilsh/lean exchangers, coolers, reboiler
and condensers, respectively.

Murphree efficiency per meter absorber packingiteigas specified to 15 %. Packing
height in water wash section was estimated to méthe absorber height in addition to
packing was 12 m without and 14 m with split-stresmd desorber height was 25 m without
and 30 m with split-stream. Direct contact coaenensions were 15 m in diameter and 10
m in height. The diameters in the absorption aegbdption columns were based on a gas
velocity of 3 m/s and 1 m/s.

The fan was specified as a radial centrifugal féth eiectrical motor. The fan and the pumps
were specified with 75 % adiabatic efficiency anthvelectrical motors. The heat
exchangers (except the kettle type reboiler) wpeeiied as floating head heat exchangers
with ideal countercurrent flows. The multi-strearcleganger might actually be a system of
traditional heat exchangers. The cost of the eehangers were estimated with heat
exchanger areas as the dimensioning factor. Teesavere calculated from heat duties and
logarithmic mean temperatures from Aspen HYSYS daetbwith the heat transfer
numbers. Structured packing was assumed in tha@iEn column. The cost of not listed
equipment like filters, storage tanks and a redaimwas neglected.

The cost estimation was based on the equipmentdiiores calculated from the principles
in Section 6.6. The base case processes havebseestimated by Vozniuk (2010) with
basis in 2007 regulated to 2010 with Aspen ICARU&ion 16.0.0). Installed cost for
each equipment unit was calculated as a produsfj@pment cost and a total installation
factor as explained in Subsection 6.7.1. A stmactypacking with specific area 25¢/m°
was specified in the columns. It was assumed hHeapacking cost was 1.4 times higher
than the cost for 2” pall rings (calculated by ABdCARUS) as suggested by Duss et al.
(1987).
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nd Vozniuk, 2010).

Table 6.7:Equipment and installed cost for G@moval plant (@i a
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Flue gas blower 347  347|ss304 | 13| 13 | 13 51 451
Fan motor 641| 641|ss304 | 13| 13 | 1.3 34 834
DCC 1777 1777| Exotic 25 | 543 5.435 9661 9661
Absorber skirt 2556| 2926/SS316 | 1.75| 3.71| 3.71 9476 10848
Water wash skirt 1584| 1584|SS316 | 1.75| 4.47 | 4.47 70y5 7075
Rich pump 249|  363[SS304 | 13| 1.3 | 1.3 323 472
Rich/Lean exch. 129  120[ss316 | 1.75] 574 | 6.6 24064 41493
Desorber skirt 460|  424|ss316 | 1.75| 4.86 | 4.86 22B5 2056
Reboiler 897|  769|sS316 | 1.75| 4.47| 4.47 4007 3435
Lean pump 248]  167/SS304 | 13| 1.3 | 1.3 323 218
Lean cooler 51|  179|Exotc |25 | 6.83 | 6.83 1706 1223
CO, cooler 180 96|Exotic |25 | 6.83 | 7.78 1278 746
Condenser 33 33|Exotic |25 |95 | 95 315 315
Separator 128|  128[ss316 | 1.75] 574 | 5.74 782 732
Absorber packing 25119| 33492(SS316 | - | - - 2511p 33492
Water wash packing|  6977|  6977|sS316 | - | - - 6977 6977
Desorber packing 960|  688(ss316 | - | - - 960 688
Semi-lean pump - 167| Exotic 13 | - 1.3 218
Semi-lean cooler - 179|Exotic |25 | - 6.83 1223
Total 42536/ 51057 95494 122156

The operating cost was estimated from the energly cthe electricity cost was specified
to 0.05 EUR/kWh and the steam cost (130 °C steaas)W013 EUR/kWh (approximately
25 % of the electricity cost). Operating time V@90 hours per year and interest rate was
7 %.

For a period of 10 years, the net present (negatadee of the energy consumption of the
split-stream process was 109 mill. EUR comparetlfdo mill. EUR for the standard
process. The increase of the plant installedwast27 mill. EUR, so with 10 years pay-
back time, the standard process without split-streeas most economical.

The split-stream alternative becomes more attractiten the calculation period increases.
If the period of calculation is set to 20 year® thduction in operating cost increases to 27
mill. EUR, and with a calculation period above &ass, the split-stream was most
economical. The advantage with the split-streaerr@tive is sensitive to the energy cost.
If the energy cost increases, the split-streanredtesze becomes more attractive.
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6.8.5 Conclusions and further optimization of split -stream configurations

The Aspen HYSYS calulations have shown that itossible to reduce the energy
consumption considerably in a @@moval plant using a split-stream configuratiédm
energy consumption of 3.0 MJ/kg @@as been calculated using a simple split-stream
configuration and 5 K temperature difference inribb/lean heat exchanger. With 15 K
temperature difference, a split-stream configuratias not demonstrated any reduction in
the energy consumption.

There are possibilities to optimize the absorptiod desorption process further. Parameters
like the ratio between lean and semi-lean flow-eatd the semi-lean removal stage from the
desorber can be further optimized. However, tloegss complexity and capital cost may
increase. The cost calculations of the base cds®8 that the simple split-stream is on the
limit of being economically. The economical potahof further complexity is then doubtful.

There are many other possibilities to improve taadard C@removal process than a split-
stream configuration (Oyenekan and Rochelle, 2@afisins et al., 2011a). Itis claimed by
e.g. Karimi et al. (2010) that a simple lean anflash with recompression has a large energy
reducing effect compared to the necessary investnieis also possible to combine multiple
flashes with a split-stream configuration. To fead optimum process, calculations including
cost estimation must be performed.

The cost calculations in Section 6.7 show thatthst optimum temperature difference is
probably higher than 10 K. The calculations irs thiork show that there is no energy
improvement in a split-stream configuration whehis as high as 15 K. This makes the
economy of a split-stream process doubtful. Theutations performed here are based on
CO, removal from the exhaust from a natural gas bas&er plant with a low C®
concentration. Use of a split-stream configuratielh probably be more attractive with a
more CQ-concentrated exhaust, e.g. from a coal based polaet.

6.9 Uncertainties in the simulation results

6.9.1 Uncertainties in the physical properties

The accuracy in the process simulation calculatismependent on the accuracy of the data
on physical properties used. The accuracy in tiessiransport properties and heat
capacities are expected to have uncertaintiesnwitiew percent. The largest uncertainty in
the physical properties is probably connected ¢ovtippour/liquid equilibrium models.

There is also an uncertainty in the heat of abgsmrgand desorption) of COn the amine
solution. This gives rise to differences in heaisumption and temperature profiles as
shown in Figures 6.7 and 6.13. The differencesiattof absorption is in the order of
magnitude 10 %.
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6.9.2 Uncertainties in dimensioning

The uncertainties in equipment dimensions (baseal ftow diagrams after process
simulation) are large. The selection of type afipment and material is also of importance.
In the case of the absorption column, a structpesdking of stainless steel is expected to be
the optimum choice. Random packing is cheapemnmilprobably result in a more
expensive overall solution.

The packed section of the absorber column heighased on the stage efficiency which has
an uncertainty of + 40 %. As discussed in Chapténe main uncertainty is probably in the
efficient gas/liquid interfacial area. Other imfaont uncertainty factors are the vapour/liquid
equilibrium and whether the pseudo first order ¢omas are valid. The column diameter
which is based on gas velocity has a lower ungastailf the column diameter is based on a
pressure drop specification, the uncertainty wellhigher. The uncertainty in the desorber
column is of the same order of magnitude.

The dimensioning factors in the heat exchangersharbeat transfer areas. With the
assumption of a shell and tube heat exchangeurbertainty which is very dependent on the
overall heat transfer number is assumed to bedaraf magnitude + 30 %. In some of the
calculations, ideal countercurrent flow in the hexathangers is assumed. This is normally
only an approximation. To adjust for this, an atioent factor (F-factor) can be used.
Another way to adjust for this, is to use a conatve heat transfer number. The reboiler
heat consumption is expected to be accurate withid %.

The heat exchangers are in a large-scale aminegtaected to be plate exchangers.
However, since the purpose of the dimensioning echieve a cost estimate, shell and tube
exchangers in stainless steel can be a practiealfgation to achieve a reasonable cost
estimate. It is more difficult to find general ddérrsioning and cost estimation methods for
plate type heat exchangers. Sintef (Kvamsdal.e2@05) has compared the cost of shell and
tube and plate exchangers for an amine plant, @nadfthat the use of plate exchangers gave
a slightly reduced investment. The uncertaintthimcost of heat exchangers is large.

Stainless steel has been chosen for most of thpregat. This increases the equipment cost
to a factor of more than 2. For the total costeste, the choice of material is however not
so important because most of the cost factors@ranfiuenced by the choice of material.

6.9.3 Uncertainties in cost estimation

The uncertainty in the cost estimation of the pssaequipment is large. After the type
selection, dimensioning and choice of material,uheertainty in the cost is of order of
magnitude + 50 %. The additional uncertainty is tluthe choice of standards, local factors
and differences between equipment suppliers.

The most influencing part of the cost estimatdéspgacked section of the absorber. The
uncertainty is especially high because there avestepliers and different qualities. There
are very few references on estimated cost of stredtpacking in large scale columns. One
of the few is Duss et al. (1997) from Sulzer Chexnte@ho suggest to estimate the cost of the
standard structured packing Mellapak 250Y in stsslisteel 304 to 1.4 times the cost of 2
inch Pall rings. The uncertainty is increasingtah performance structured packing.
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The installed equipment cost of the £®moval plant is dependent on additional factors.
Quality levels for safety, environmental protectiogliability and monitoring will influence
the total cost estimate. Also local conditions\agy different. These factors may partly
explain the different cost estimates varying frof illion NOK to 5 billion NOK for the
investment of a plant for the removal of 1 milintGG;, /yr. Dave et al. (2011) have
compared estimated G@apture cost in projects in China and Australiey concluded that
in Australia the capital cost dominated, and inr@ithe fuel cost dominated.

The operating cost is dependent on the energy9ritae uncertainty in the energy
consumption is much lower, so the uncertainty iarapng cost is about proportional to the
energy cost. Operating costs like salaries anditex@ance are neglected in most of the
calculations in this work. This could be includgdestimating it to a percentage of
investment cost. In the investment cost, theedaators that increase with capacity which
are not included. In the operating cost, only gpeost is included. The factors which are
not included are difficult to estimate accurateBecause of these factors, both investment
and operating cost are probably underestimated.

In this work, estimates for installed equipmenthwiit CQ compression of 0.8 to 1.4 billion
NOK have been calculated. This is equivalent teo6010 mill. EUR. These estimates are
regarded as reasonable for parameter optimizasitmulations.

6.9.4 Uncertainties in process parameter cost optim  ums

Process parameter cost optimums are of course depeon the uncertainties in the cost
estimation. However, the cost optimums of manthefparameters are not very much
influenced of the large differences in cost estemat

The minimum temperature difference in the rich/lbaat exchanger has been calculated to
values between 12 and 19 °C. This value is vepgui@ent on the ratio between investment
and energy cost. Most of the calculations in wsk have given an optimum between 12
and 15 °C based on the assumption of shell andnedseexchangers. The use of less
expensive plate exchangers will probably reduceofitenum temperature difference.

There is however a question whether the cost ofitia¢ exchangers are actually over- or

under-estimated. If a more expensive exchangertypn necessary is assumed, this will
tend to over-estimate. If a simplified heat exg®rsolution is assumed, this will tend to

under-estimate. In this work, simplified soluticared shell and tube heat exchangers are
assumed in most of the cost estimation calculatidinis not clear whether this leads to an
over or under-estimation of the installed heat excfer cost.

The optimum rich loading is calculated to abouf70.Zhe optimum rich loading is connected
to an optimized circulating rate. The optimuml@se to the loading giving lowest heat
consumption in the reboiler, and this is not infloed much by the uncertainties.

The optimum gas temperature before absorption éas balculated to values between 35 and
40 °C. In literature, values between 40 and 5@ré&0most often found, but there are no
references to an optimized value. The optimum t¥atpre is mostly dependent on the
equilibrium and kinetic conditions, and is littl&fluenced by the cost estimates. The
optimum inlet temperature is of course also depende the temperature of the available
cooling source.
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7. Discussion

7.1 Accuracy in cost estimation of CO , absorption plants

The purpose of the capital cost estimates in tloikws to calculate optimum process
parameters and not to estimate the absolute vafubgsse estimates as accurate as possible.
For the removal of a specified amount of Cthe accuracy of the installed equipment cost or
a turn-key plant is in the order of magnitude +180R%. The possible differences in
different specifications are important in this urnamty. The estimate values on the total
project investments including land, utility systeams other factors differ even more than
this. It is outside the scope of this work to exzad these differences.

The estimates on operating cost of Dsorption plants also have large deviations. The
largest influence on the operating cost is thegyneonsumption, and especially the heat
consumption for the regeneration of £ he uncertainty in this heat consumption is low.
The uncertainty in the total operating cost is athpyoportional to the uncertainty in the
value on this heat.

7.2 Limitations in the models

7.2.1 Limitations for pseudo first order assumption

The traditional absorption conditions are accordmthe calculations in this work close to
pseudo first order conditions below about 50 °@thk absorption column, this is in the
normal temperature range for g@moval from a natural gas based power plant. The
deviation in the estimated absorption rate at 53 %3timated to be less than 10 %. For CO
removal from a coal based power plant, the tempezatan be higher. In the case of inlet
temperatures of 40 °C, only a small part of theogtigon column will operate above 50 °C.

In that case, a pseudo first order assumptionneilllead to serious deviations.

For CQ removal from exhaust gas from a natural gas bpser plant, the optimum inlet
gas temperature has been calculated in this wdbpk fess than 40 °C. In that case, the
pseudo first order assumption is probably approtetgavalid for optimum conditions.

7.2.2 Limitations for Murphree efficiency estimatio n methods

The accuracy of a calculated Murphree efficiencgelleon pseudo first order conditions is
close to the accuracy of the calculated absorpaten A constant temperature at a stage is
also assumed. There might be a difference betiveegas and liquid bulk temperature, and
there might be a temperature gradient through #seog liquid film.

For temperatures up to about 60 °C, the deviatimm pseudo first order can be estimated
using estimation methods. The most well-known m@share based on enhancement factors.
When using such methods for the estimation of Migelefficiencies, the uncertainty is
estimated to be in order of magnitude 10 % up tab0 °C.
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7.2.3 Limitations for penetration and surface renew  al model

Many of the rigorous models to calculate the absomgate in CQ absorbers are based on

the penetration or the surface renewal model. dhésorption models are regarded as more
close to reality than film models based on diffusid’he time of surface exposure or the
surface renewal rate are used as parameters mdtels. These parameters are normally not
known for a packed column. There are in genergklancertainties in the knowledge of the
actual process of absorption followed by chemieakttion in industrial absorption columns.
Some of the rigorous models in the literature @®el on the discretization of the liquid films
in thin layers. There is high uncertainty in whestthis is a description close to reality.

7.3 Trade-offs in optimization of CO , absorption plants

7.3.1 General optimization of process parameters

The purpose of this subsection is to discuss hdimtibthe optimum process parameter values
in an amine based G@moval plant. In most cases, by specifying optimtonditions,
economical optimum is meant. But in some casesnom conditions can be found from
energy evaluations. And in some cases, practaraiderations also influence on the choice
of parameters.

A base case using MEA was specified with inletgfasam and with specified G@moval.
Other specifications are not regarded as impoftargarameter optimization, but
specifications on MEA concentration in outlet ex$tagas and specification on MEA in
product CQ may also be relevant. Cost data on equipmengmaaselection, cost of energy,
operation time and payback time are important bakyd information for an optimization
evaluation.

The choice of process parameters which can be @etihare typically:

- Gas temperature into absorption column (afteficg@nd possibly pressure increase in fan)
- Temperature on amine solution to absorption calum

- Minimum temperature difference in rich/lean amineat exchanger

- Reboiler temperature (often specified to 120ifQjesorber

- Condenser temperature (or reflux ratio) in desprb

- Solvent circulation rate (or ratio of mole-flowDgto mole-flow MEA from absorber)

- Pressure in desorber column

- Pressure in gas to absorber (to overcome predsopen absorber)

The parameters are chosen so that equipment cdimeasioned to achieve these process
parameters. The idea is that a typical projedtwolk out a flowsheet describing the process
and defining the performance of each type of eqemmin Then suppliers of equipment will
suggest equipment that meets the specifications.

The accuracy in the optimization of process paramsas dependent on the cost estimation of
equipment and also on the cost estimation of ilnstgihe equipment. Other investment cost
factors are not regarded as important for the m®parameter optimization. Operating cost,
where energy cost is largest, is also important.
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There is not much found in the literature aboutesystic ways to find optimum process
parameters. Only typical process values are ndymantioned. Abu-Zahra et al (20074a;
2007b) is one example of calculations of procesamaters.

Optimization in the operation phase will be sligtdifferent compared to optimization in the

design phase. In the case where the equipmenndiores are specified, energy optimization
IS a reasonable optimization criteria. Anothergaaifity is to optimize the efficiency (e.g. the
CO, removal rate).

7.3.2 Inlet gas temperature.

Typical values found in literature are between A0 &0 °C.

Arguments for a low temperature:
- Higher CQ capacity (from equilibrium)
- Lower evaporation tendency of amine

Arguments for a high temperature:
- Lower cost in direct contact cooler
- Higher reaction rate
- Lower viscosity

The most important factors are probably the reaatate and the equilibrium. In that case it
is possible to calculate an optimum without anyt ciasa. The optimum temperature will be
the one giving the lowest column height. Suchualtons have been performed, and the
optimum was calculated to be between 33 and 35ifCAgpen HYSYS with Kent-

Eisenberg or Li-Mather. The optimum was calculdtete lower with Aspen Plus and the
electrolyte-NRTL model. A calculation also takitige cost in heat exchanger into
consideration was performed (@i et al., 2008). dpmum was also in that case calculated
to about 35 °C. Kallevig (2010) calculated a dliglower net present value for 40 than 35 °C
when also the cost of gas cooling was taken intickeration. The difference was small, so
this indicates that the optimum is between 35 dhéCi

The inlet gas temperature is influenced by theingdhacilities before the absorption column.
The traditional cooling is performed in a direchtaxt cooler (DCC). The gas is contacted
directly with circulating water, which is again ded indirectly with cooling water (or another
cooling agent). The cost of this cooling is deparicn the temperature on the available
cooling medium. A temperature of 20 °C has beeul irs most of the calculations. In
Norway, the cooling water can be down to 5 °C, aetheér places the cooling water
temperature can be 35 °C.

In a post-combustion CG@emoval plant, it is normally included an exhagess fan to provide
the pressure drop in the absorption column. Tdmswill give a temperature rise of order of
magnitude 5-10 K. The location of this fan carldmated before or after the DCC. Because
the cooling down to the optimum absorption tempgemmight be expensive, the fan should
probably be located before the DCC.
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In an integrated power plant with G&moval, an exhaust gas fan is probably not nacgss
The principle of a combined cycle power plant stth pressure reduction in the combustion
gas drives a gas turbine. An integrated designmdwer plant and COemoval would then
probably keep overpressure in the gas to avoigéxhaust gas fan. This would also avoid a
possible temperature rise in the exhaust gas dilestexhaust fan.

7.3.3 Temperature of amine solution to absorptionc  olumn

Values found in literature are the same as fot igées temperature, between 40 and 50 °C.
The same arguments can be used as for the gaseimipérature. The cost in the amine
cooler must also be taken into account. The doteoamine cooler is however not very
high. Because of this, this optimization is nop&sted to be very critical. It is recommended
to have about the same temperature on liquid addor gas inlet.

7.3.4 Minimum temperature difference in rich/lean h  eat exchanger

In literature, values between 5 and 20 °C have bmerd.

Arguments for a low temperature difference:
- Reduced steam consumption
- Reduced reboiler duty

Arguments for a high temperature difference:
- Lower cost in heat exchanger

The most important factors are probably the costedm compared to the cost of the heat
exchanger. Optimum values have been calculatedltes between 12 and 19 °C in this
work. Most of the calculations are between 12 #n8C, dependent on the specifications.
Less expensive heat exchangers, high energy cdst Bomg calculating period will give a
lower optimum temperature difference.

Tobiesen et al. (2005) claim that the reboiler ieabt reduced much by reducing the
temperature difference in the main heat exchanger.a plant based on new technology, 15
°C is probably a reasonable value. In the futimeratio between energy cost and investment
cost is expected to increase, and a minimum teriyperdifference of about 10 °C or lower is
probably reasonable.

7.3.5 Reboiler temperature

120 °C is a standard maximum temperature in lileeat Temperatures between 110 and 130
°C are mentioned.

Arguments for a low temperature:
- Reduced degeneration
- Reduced operating problems
- Reduced steam pressure
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Arguments for a high temperature:
- Lower energy consumption per unit g€aptured
- Higher absorption efficiency

CO, desorption is a mature technology, so it expetitatiexperience has established a
reasonable practice. 120 °C gives a lean loadiagmroximately 0.25 mol C&mol MEA
when the reflux in the desorber column is kepioasds possible. A higher temperature than
120GC will achieve lower lean loading, and this wiltcece the circulation rate and the energy
consumption per kg CQraptured. It is expected that about 120 °C eaganable trade-off
between these factors.

7.3.6 Desorber feed location, condenser temperature and reflux ratio

In literature, the conditions in the top of the alggion column are specified in different ways.
The condenser temperature, the,@0ncentration or the reflux can be specifiedthia

work, it is expected that the optimum condenseipenature is the one giving as small reflux
as possible. This is a reflux ratio between 0d @3.

Arguments for low reflux:
- Lower energy consumption
- Smaller condenser

Arguments for a high reflux:
- Lower CQloading in regenerated (lean) amine
- Reduced amine loss
- Easier reflux control

The desorber column needs some reflux to avoid@moiend up in the C{product.

The reflux ratio is connected to the condenser tgatpre. The reflux ratio has little
influence on the total investment or operation adthe plant. It is expected that a small
reflux is enough. Higher reflux will lead to unessary steam consumption.

The feed stage to the desorber is normally loceltesk to the top. In process simulation
calculations, the parameters reflux ratio, stafjeiehcies, number of stages and feed stage
are often adjusted to achieve convergence. Theasonable because these parameters are
probably not very important for the optimization.

7.3.7 Solvent circulation rate

At a specified CQremoval grade and specified lean loading, thesedsect connection
between circulating rate and rich loading. Inrltere, circulation rates giving between 0.45
and 0.50 in rich loading have been suggested asnopt Lower rich loadings have also
been suggested.

Arguments for a low circulation rate:
- Reduced equipment cost (pipes, pumps and heategels) in the amine circulation
- Reduced heat loss in heat exchangers in the dicula
- Reduced reboiler duty
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Arguments for a high circulation rate:
- More efficient absorption due to higher liquid flow
- More efficient absorption due to higher concamntradifferences

The definition of optimization is dependent on whgarameter is kept constant. If the
absorber height (or number of absorption stagd#l constant, the G@emoval grade will
vary. If the CQ removal grade is kept constant, it is naturalaoythe height of the
absorption column.

The circulation rate giving the lowest specific héaty per kg C@Qremoved has been
calculated and resulted in a rich loading of appnaely 0.47 in this work. The cost
optimum circulation rate is expected to be vergelto the energy optimum circulation rate
(e.g. at constant GQ@emoval rate). If we start at energy optimum atods, a reduction in
circulation can result in only a slightly decreasedt in equipment in the circulation (pumps
and heat exchangers). An increase in circula@ba from energy optimum conditions, can
lead to a lower absorption column due to a sliglatger driving force. At conditions close
to maximum possible removal rate (close to equilibrbetween exhaust gas and amine
solution), this can be important. In that caseé opimum circulation rate will probably be
above the energy optimum circulation rate.

Optimum circulation rate has been calculated inesgases based on the assumption of
constant efficiency (e.g. Murphree efficiency) e tabsorber. The Murphree efficiency will
normally increase with higher driving force. Iftopum circulation rate has been calculated
with a constant efficiency, the real optimum cietidn rate will probably be slightly higher.

7.3.8 Pressure in desorber column

In literature, values between 1.5 to 2.2 bar(a)haeationed by Tobiesen et al. (2005) and
Freguia and Rochelle (2003).

Arguments for a low regeneration pressure:
- Improved regeneration (lower GOontent in lean amine)

Arguments for a high regeneration pressure:
- Lower energy consumption

The pressure in the desorber column is dependethtecallowed reboiler temperature (which
is normally specified to about 120 °C in the casklBA). The reboiler temperature will give
a certain water partial pressure in the bottonre@sonable total pressure is then well above
this water partial pressure. With 30 wt-% MEA, Bd) is experienced to be close to
optimum. An optimum desorber pressure giving theimum reboiler duty, can be found by
varying the pressure in simulations. It must beidkr which specifications that should be
kept constant. If the removal rate in absorbé&e® constant, solvent circulation rate can be
varied at different desorber pressures.
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7.3.9 Pressure in absorber inlet gas

Typical values found in literature for pressurepiio CQ; absorbers are 0.1 to 0.2 bar. Since
the gas after the absorber (and water wash) colamment to the atmosphere, this is
equivalent to an absorber inlet pressure of 11.2doar.

Arguments for a low pressure drop:
- Less energy consumption
- Lower cost in fan

Arguments for a higher pressure drop:
- Cheaper packing material can be used
- Better gas (and liquid) distribution

One way to specify the problem is to ask the qaestiVhat is the optimum gas velocity with
a given packing material and a given number of giigm stages. It can be assumed that a
fan is used to produce a pressure increase. @ttms in this work have indicated that the
importance of the fan cost is small compared tcetiergy cost and the packing material cost.
If it is assumed that the difference in distribatis minor, the optimization of pressure drop is
a trade-off between the cost of packing materidl @st of mechanical energy consumed in
the fan.

In some cases, exhaust gas will have a slight ogsspre without a fan. The outlet gas from
a gas based power plant can have some pressunshefh could have been utilized in the
gas turbine. In that case, there is probablydetatf between the cost of reduced power
production in the gas turbine and increased pactmst

7.3.10 Simultaneous optimization of all process par  ameters

It is of course an aim to optimize all the proceasameters simultaneously. This can be done
by performing several calculations/simulations.ptmciple, such an optimization can be
done in one calculation in a simulation tool. Niels attempt has been found in literature so
far. Such a calculation is realistic, but is degmt on a reasonable objective function and a
robust calculation tool.
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8. Conclusions

8.1 General conclusions

Calculation methods for G@emoval from atmospheric exhaust gas mainly framatarral

gas based power plant have been evaluated. Ersgfasbeen on calculation methods for an
absorption and desorption process using MEA. Mbgte calculations have been performed
in combination with the process simulation tool Asp1YSYS. One aim of the work has
been to calculate cost optimum parameters in thegss.

Viscosities and densities in Gaded solutions of MEA and water have been cateel
from measurements up to 80 °C. The new viscositg df CQ loaded MEA solutions at
higher temperatures have reduced the uncertairthginiscosity at typical operation
temperatures. The viscosity influences on tranigmoperties like diffusivities which are
important for the absorption efficiency.

Pressure drop, liquid hold-up, liquid distributiand effective mass transfer areas have been
measured in a 0.5 m diameter column in collabanatith NTNU/SINTEF. Mass transfer
parameters have also been estimated with literaturelations. The experiments validate the
performance of structured packing at typical precasnditions.

Murphree efficiencies have been estimated as aiamof temperature for C{absorption

into MEA at typical conditions in column top andwmn bottom. Efficiencies and
absorption rates have also been calculated by ajppation methods and by rigorous
calculations based on concentration profiles inlithed film. The calculations indicate that
for most of the operating conditions, the deviagifnom pseudo first order conditions are
small. As long as the pseudo first order cond#tiare met and the temperature at a stage is
approximately constant, using Murphree efficienciasulated from a pseudo first order
expression should be just as accurate for calomnlatf overall CQ removal efficiency as
using more rigorous calculations.

A CO, removal process from a natural gas based powet pés been calculated in Aspen
HYSYS. CQ removal grade and heat consumption have beenlagdwas a function of
circulation rate, absorber temperature and othexrpeters. Most of these calculations were
performed with constant Murphree efficiencies whichkes the calculations fast and robust.

Comparisons of C@absorption simulations have been performed wighpitograms Aspen
HYSYS with constant or varying Murphree efficierc@nd Aspen Plus with constant
Murphree efficiencies and rate-based calculatioftse simulations with constant Murphree
efficiencies showed very similar results, indepenad the equilibrium models used. Aspen
Plus with rate-based model showed slightly differesults, mostly with lower CQemoval
efficiency than the calculations with constant Muge efficiencies. Using Aspen HYSYS
with varying Murphree efficiency showed similar feenature profiles from top to bottom of
the absorber compared to rate-based Aspen Pludai#os.

The process simulation calculations have also dedusplit-stream configurations. A simple
split-stream process using MEA with a heat consiongif only 3.0 GJ/ton C&removed has
been calculated in Aspen HYSYS. However, costredion calculations show that it is
doubtful whether a split-stream process is econainic
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Equipment dimensioning and cost estimation have laé€n included in the calculations.
Different cost optimums have been calculated. @tn absorber inlet temperature has been
calculated to values between 33 and 35 °C whitbwsr than traditionally assumed.
Optimum minimum temperature difference in the fietwh amine heat exchanger has been
calculated to values between 12 and 19 °C whitigiger than traditionally assumed. This
optimum is very dependent on the ratio betweenstment and energy cost. Automatic
calculation of these optimums is possible whenguigispen HYSYS with specified Murphree
efficiencies.

8.2 Suggestions for further work

8.2.1 Evaluation of accuracy in simplified efficien ~ cy methods

It is important to work further with evaluation simplified methods for estimating absorption
efficiency. The advantages using rigorous absomnptdlumn simulations are that it can take
into consideration more detailed effects of kinetid complex heat and mass transfer in
combination with equilibrium. The advantages asfraplified method e.g. based on
Murphree efficiencies, are that it is simple, amalk it can utilize the equilibrium models and
robust stage by stage column models already avmiialprocess simulation programs.

Murphree efficiences can be estimated easily frgpueaudo first order expression. It is then
important to establish the temperature and conagoitr limits for where the pseudo first
order conditions are valid. It is also importametwaluate for which conditions the
differences in gas and liquid temperatures are mapt If the pseudo first order assumption
is approximately valid and the temperature diffeesnin the gas and liquid are small, a
Murphree efficiency approach should be sufficiestduaate for the calculation of overall
absorber performance.

8.2.2 Reduction of uncertainty in CO , absorption rate calculations

In search for equilibrium models, the importancaiaiplicity, efficiency and robustness
should be included in addition to accuracy. At¢yiaased kinetics has the potential to reduce
the uncertainty in the absorption rate calculatioBspecially when using an activity based
equilibrium model, it will be more consistent atsouse activity based kinetics. Further
evaluation of different estimation models for effee mass transfer area is important.
Measurements at typical G@bsorption conditions will have the potential éduce the
uncertainty in effective mass transfer area. Suehsurements should result in data which
are consistent with reaction rate expressions.

8.2.3 Optimization of the CO , absorption processes

To perform efficient optimization calculationsjstimportant to combine different models for
equilibrium, kinetics, mass transfer, column cadtioin, flowsheet calculation and cost
estimation. It is important to have suitable tdolsthe combination of such models, and to
keep the models simple enough to achieve conveegertbe calculations.
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8.3 Main contributions in the papers

8.3.1 MCMDS paper (Appendix 1)

The paper gives an overview of calculation methanats modelling of C@removal with
emphasis on process simulation. The paper givesample of using simplified models that
makes it possible to optimize process parametesbsorption of C@into a
monoethanolamine solution.

8.3.2 JCED paper (Appendix 2)

The paper presents new measurements of densitlegasaosities in C@loaded MEA
solutions. Measurements have been performed 8p €, and such measurements have not
been reported earlier. The uncertainty espedialstimating viscosities in this range is
reduced. This is important for the estimationigdild diffusivities and absorption rates.

8.3.3 GHGT-10 paper (Appendix 3)

The paper presents new measurements of pressuyrdidrod hold-up and interfacial areas at
typical conditions for C@absorption in a 0.5 m diameter column. There fmen reported
very few data with such large diameters. The tesudnfirm that the column performs
according to trends in correlations found in litare.

8.3.4 Murphree efficiency paper (Appendix 4)

The paper gives the background for an equationdtmulating the Murphree efficiency from
mass transfer coefficients. It is shown that tk @bsorption at typical conditions is
approximately pseudo first order up to about 50 BiSe of Murphree efficiencies is
convenient for process simulating calculations.

8.3.5 SIMS2007 paper (Appendix 5)

The paper shows process simulation calculationgpidal CQ absorption conditions and
desorption. With the assumption of a constant Mrep efficiency at each stage,
dependencies of liquid circulating rate, numbestafyes and inlet temparature are calculated.
The calculations show that using Murphree efficiesenakes it easy and convenient to
converge the columns and the flowsheet.

8.3.6 PTSE 2010 paper (Appendix 6)

The paper shows that it is possible to reduce rileegy consumption in C{absorption down
to about 3.0 GJ/ton GQusing monoethanolamine with a simple split-streamfiguration. It
is however shown that it is questionable whethisrithan economical process.
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